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Preface

Clinical neuroscience is in the midst of a profound transformation. Parallel advances in genomics and neurobiology are
revealing the pathophysiological mechanisms underlying both common and rare disorders and empowering the search for
novel and more effective therapies. Over the last few years, a revolution in gene discovery has changed the landscape for
many neurological and psychiatric conditions. The path to reliable and systematic gene discovery has been firmly
established, providing a solid molecular foundation upon which to build a deeper understanding of the pathophysiology of
multiple clinical syndromes. The next wave of the “-omics” revolution is already upon us, providing the opportunity to
study germline and somatic variation, gene expression and, soon, the proteome, at scale, offering the ability to readily edit
the genome and thereby illuminate function, and increasingly leveraging powerful informatics and systems biological
approaches. Recent advances in neuroscience have been no less dramatic: the field is steadily characterizing brain in a wide
range of species at cellular resolution and across development; leveraging an array of tools to assess and manipulate
circuits in unprecedented ways; integrating multiple levels of analysis from developmental and molecular to computational
and systems neuroscience; and developing stem cell technologies promising to provide the opportunity to study previously
inaccessible biological processes restricted to the human central nervous system.

These advances are driving the reintegration of the clinical neurosciences most dramatically neurology and psychiatry.
The demands on the contemporary clinician, regardless of discipline, to understand a wide range of fields from genomics to
molecular, cellular, and circuit level neuroanatomy has never been greater and will undoubtedly increase over the coming
years. For example, genetic testing is becoming a standard of care for multiple diagnoses across psychiatry and neurology,
and recent findings promise to make these assays even more commonplace in clinical and clinical research settings. And
recent efforts to transform the psychiatric diagnostic nosology are pushing investigators and clinicians to prioritize the
understanding of CNS anatomy and function, and their links to psychopathology, in an unprecedented fashion.

This is the motivation for this volume: to provide relevant foundational scientific knowledge to clinicians, researchers,
and trainees in a wide range of neuroscience disciplines as a resource for understanding the relevance of recent advances
for clinical syndromes.

The first section provides a comprehensive review of genetics and genomics relevant to clinical neuroscience. Chapters
address the contemporary view of the human genome, provide an overview of the state-of-the-art methods to detect and
analyze common and rare variation both in clinical and epidemiological samples, describe emerging tools to examine and
manipulate the genome, and offer an introduction to a range of related topics including epigenetics, bioinformatics, stem
cell models, imaging genomics, pathway analysis, and systems biology.

The second section of the book focuses on the neuroanatomy and neurocircuitry associated with psychiatric and
neurological conditions. Chapters in this section address molecular, cellular, and circuit level analyses, describe state-of-
the-art methods to study and manipulate circuits, and review specific functional and behavioral domains and their
anatomical underpinningsdincluding mood and emotion, apathy, delusions, hallucinations, and movement.

The third and fourth sections endeavor to bring this foundational knowledge to bear on a discussion of clinical syn-
dromes and therapeutics development. This begins with a discussion of the overlap of genetic risk for a wide-range
disorders and the challenges of and emerging alternatives to categorical diagnosisdparticularly in psychiatry. Disorders
and syndromes are then covered individually and range from those that have been traditionally considered the domain of
psychiatry, to neurological and neurodegenerative and neurooncological disorders. As the title of the volume suggests, all
of the authors address what is currently known about the genomic, pathway, and circuit level aspects of pathology. Not
surprisingly, there is considerable variation in the state-of-the-science for various conditions. As a general proposition,
disorders that have traditionally been the remit of neurology and neurosurgery have already accumulated a stronger
knowledge base with regard to genetics, molecular pathology, and anatomy. Of course, there are several syndromes
traditionally tied to psychiatry in which tremendous recent progress has been made in elaborating molecular, cellular, and
circuit level mechanism.
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The use of the term neuropsychiatry in the title of this volume is a prediction. As the basic science of brain and behavior
continues to advance rapidly, easy distinctions between neurological and psychiatric disorders will continue to erode and a
new synthesisdand new professional pathwaysdwill emerge. It is not, however, meant to reify the term versus other
similar ones. Indeed, it is likely that any current distinctions between, for instance, neuropsychiatry, clinical neuroscience,
and behavioral neurology will also become less and less clear with time. Moreover, our view of the future celebrates the
differences in emphasis and culture that currently characterize distinct subfields focused on mind and brain. Recent ad-
vances do not necessitate a reductionist view. The astonishing scientific progress that is challenging the conventional
wisdom leaves plenty of room for the types of differences that drive aspiring surgeons versus psychotherapists, neuro-
immunologist, neurogeneticists, and basic neuroscientists. Our hope is that this text will serve as a useful resource for
anyone interested in a core set of principles, practices, and methods relevant to the contemporary understanding of dis-
orders of the human brain.

Thomas Lehner, Bruce Miller and Matthew State
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Chapter 1

The Newly Emerging View
of the Genome

Stephan J. Sanders
University of California San Francisco, San Francisco, CA, United States

Christopher E. Mason
Cornell University, New York, NY, United States

INTRODUCTION

A genomic revolution has been underway since the beginning of this century. A series of transformative advances, starting
with the sequencing of the human genome (Lander et al., 2001; Venter et al., 2001), have enabled high-resolution,
genome-wide analysis to become a routine technique in both research and clinical practice. After generation of the human
reference genome by the Human Genome Project, the Haplotype Mapping (HapMap) Consortium began the process of
cataloging human genetic variation. The combination of these HapMap variants and microarray technology enabled
genome-wide association studies (GWAS) to find common variants associated with human disease.

The subsequent invention of high-throughput sequencing reduced the price of DNA sequencing by 50% every
5 months between 2006 and 2014: data generation required for the 10-year, $3 billion human genome project thus could be
achieved in 3 days for $2000. This advance has enabled gene discovery in complex disorders such as intellectual disability
and autism spectrum disorder (ASD), provided high-resolution maps of human variation (1000 Genomes Project and
Exome Aggregation Consortium), and enabled tissue-specific maps of gene expression (Genotype-Tissue Expression
Project [GTEx] and BrainSpan).

However, rather than yielding a working model of the genome, these advances have simply begun to map the sheer
complexity of the dynamic role played by DNA in cells. On top of the DNA genome lies an epigenome composed of
myriad interacting factors that regulate how, when, and where DNA is expressed as RNA. The extent of this noncoding
regulatory architecture correlates with organismal complexity (Taft, Pheasant, & Mattick, 2007) to a far greater degree than
the protein-coding regions; furthermore, many of the genetic loci identified in human disease through GWAS and
sequencing analyses target regulatory regions or the genes involved in DNA regulation. The Encyclopedia of DNA
Elements (ENCODE) Project has generated tissue-specific maps of chromatin, the first-level of this regulation, yet the list
of regulatory processes is expanding faster than the understanding of how these processes function or interact.

Therefore, the genomic revolution has transformed our understanding of biology, human diversity, and human disease,
laying a foundation for a future era of genome-guided precision medicine. To achieve this goal the modern clinician will
require familiarity not just with the 1.5% of protein-coding DNA but also the 98.5% of noncoding DNA that describes how
the resulting proteins create a human and a human brain.

CONCEPTUALIZING DNA

Early descriptions of DNA describe a passive molecule that stores information to be read by the cell as required, analogous
to a book. Contemporary molecular analysis has revealed a vastly more dynamic and active molecule capable of both
storing and processing information, analogous to a computer. To extend this computer analogy, the genome contains
“hardware” in the form of nucleotides, “software” in the form of epigenetic modifications, such as methylation, and
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information processing capabilities in the form of factors that integrate internal and external signals to regulate mRNA
transcription. Furthermore, this genomic “computer” can be reconfigured to run different operating systems (eg, Windows,
Mac OS, Linux) in the form of hundreds or possibly thousands of cell types (eg, stem cells, neurons, or lymphocytes). This
entire process takes place in concert with the other molecular and structural components of the cell, in a manner similar to
the bidirectional feedback between the central nervous system and the body.

However, several aspects of the genome go beyond a computer analogy. Foremost among these is that the genome
contains the information to reproduce itself, including replication of the information and development from a single copy
(ie, zygote) to a fully developed adult. In addition, the components of a computer are usually discrete, with a hard drive for
storage and a processor for data integration, whereas in the genome these processes are fully integrated with the regulatory
machinery acting directly on the nucleotides and their surroundings. Finally, whereas computers are based on the reliable
transmission of bits of information (ie, 0 or 1), the genome acts through inherently stochastic chemical interactions which
are essentially continuous (0e1 rather than 0 or 1). Therefore, whereas computers act by enforcing conformity, biological
systems act by manipulating stochastic processes, constraining them to the degree that is required to achieve the necessary
outcome reliably.

INFORMATION FLOW IN BIOLOGICAL SYSTEMS

To make sense of the data generated by genomics, it is necessary to understand how the information encoded in DNA leads
to an observable human phenotype. This chapter will describe the first four molecular steps in this process in detail
(Fig. 1.1A), identifying specific examples relevant to neuropsychiatry where possible. However, the information from the
DNA continues to exert an influence through the actions of proteins across further levels of organization, ultimately
resulting in an observable phenotype (Fig. 1.1B). This includes the formation of circuits and pathways in the brain, in
tandem with environmental and regulatory influences.

KEY DEFINITIONS

Cis and Trans

These terms describe whether a DNA sequence acts on a nearby region, eg, a promoter acting in cis to initiate transcription
of a gene, or a distant region, eg, a gene encoding a transcription factor that acts in trans at multiple binding sites across the
genome.

Gene

The word “gene” was used initially to describe a particle that is inherited to form a specific trait (“pangene,” 1889, Hugo de
Vries) or an independent determinant of a hereditary characteristic (“gene,” 1909, Wilhelm Johannsen). After the discovery
of transcription, translation, and the triplet code, the word “gene” became synonymous with “protein-coding gene,” and
this is still the most common usage of the term. However, one gene can have multiple isoforms, a noncoding enhancer
could be considered part of the gene unit, and noncoding transcripts can have an influence on a hereditary characteristic.
Two contemporary definitions have been proposed: (1) “A gene is a union of genomic sequences encoding a coherent set
of potentially overlapping functional products” (Gerstein et al., 2007), and (2) “A gene is a discrete genomic region whose
transcription is regulated by one or more promoters and distal regulatory elements and which contains the information for
the synthesis of functional proteins or noncoding RNAs, related by the sharing of a portion of genetic information at the
level of the ultimate products (proteins or RNAs)” (Pesole, 2008).

Transcript

This is a catchall phrase used to describe lengths of RNA that are produced from DNA. Many, but not all of these
transcripts will be the mRNAs transcribed from genes.

High-Throughput Sequencing

This is also called next-generation sequencing and it has revolutionized genomics. The previous generation, called
Sanger sequencing or dideoxy sequencing, involved amplifying a specific region of DNA using the polymerase chain

4 SECTION | I The Genome Tools and Methods



reaction (PCR), inserting one of four fluorescently labeled nucleotides with chain terminators that prevent further DNA
replication, and then comparing the fluorescent color with the length of the DNA to “read” the output. This method was
used to map the human genome in 2001 (Lander et al., 2001). In contrast, high-throughput methods read multiple strands of
DNA simultaneously: for example, using the Illumina sequencing by synthesis method that involves amplifying a strand of
DNA to form a cluster of identical DNA strands and then replicating all of the strands in the cluster using fluorescently
labeled nucleotides with reversible chain terminators. An image of the cluster is taken to record the fluorescent color present,
and then the chain termination is removed, allowing the next nucleotide to be added and imaged in a similar manner.

Variant

P
henotypic features

Regulation

Selective Pressure

Environment

Mutation

DNA Chromatin RNA Protein

Protein

function

Sub-

cellular Cell

Cell-cell

interaction Tissue Organ System Organism

DNA Chromatin

EpigenomeGenome

Transcription Translation

Transcriptome Proteome

Histone

Pol-II

Ribosome
(rRNA)

tRNA

mRNA

mRNADNA

Histone tail
Protein

DNA

(A)

(B)

FIGURE 1.1 Information flow in biological systems. (A) The genome describes the totality of information encoded in DNA nucleotides. Proteins and
RNAs surround the DNA to form chromatin; the complete set of these reversible chemical changes in a cell or groups of cells is called the epigenome.
Chromatin regulates the transcription of DNA into RNA; the complete set of RNA transcripts in a cell or groups of cells is called the transcriptome.
Protein-coding mRNA is translated into proteins through the action of ribosomes and tRNAs; the complete set of proteins in the cell or groups of cells is
called the proteome. (B) Information encoded by DNA nucleotides is amplified through multiple molecular and structural stages, eventually resulting in an
observable phenotype in the organism. Throughout this amplification process the information flow can be regulated by upstream or downstream processes
and further influenced by environmental factors. Finally, the phenotype of the organism governs its ability to reproduce, leading to selective pressure that
determines whether the DNA is passed on to the next generation.
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These high-throughput methods produce numerous “reads” of sequencing that have to be aligned to the genome for
interpretation. High-throughput sequencing has been applied to many different research methods, including:

l Whole exome sequence (WES): The 1.5% of DNA in protein-coding exons is captured then sequenced to identify
DNA variants in at least 80% of protein-coding nucleotides.

l Whole genome sequence (WGS): All of the DNA in the genome is sequenced to identify DNA variants in at least 95%
of nucleotides.

l RNA sequencing (RNA-Seq): RNA transcripts are captured (eg, by selecting for a poly(A) tail) and converted to com-
plementary DNA, which can be sequenced. This is used to assess the quantity and type of RNAs in the cell.

l Chromatin immunoprecipitation sequencing (ChIP-Seq): Chromatin immunoprecipitation creates cross-links be-
tween proteins and DNA, and then uses an antibody to recognize a specific marker (eg, a histone mark or transcription
factor). The antibody and bound protein/DNA are isolated. Then the DNA is released and can be sequenced. This al-
lows identification of the location of epigenetic markers in the genome.

l Methyl sequencing: This technique identifies regions of DNA that are methylated. This can be achieved by either
bisulfite treatment, which converts unmethylated cytosine (C) to uracil (U) and comparing treated to untreated
DNA, or immunoprecipitation (methylated DNA immunoprecipitation) with an antibody specific to methylated DNA.

l DNase sequencing: DNase I is an enzyme that digests DNA. Active regions of DNA that have been exposed through
chromatin remodeling are hypersensitive to this enzyme so comparing treated to untreated DNA identifies these regions.

l Assay for Transposase-Accessible Chromatin sequencing (ATAC-Seq): This technique uses a highly active trans-
posase enzyme to insert sequencing adapters into exposed (open) DNA. The technique is complementary to DNase
sequencing, but requires less starting DNA and provides higher resolution of the open DNA (Buenrostro, Wu, Chang,
& Greenleaf, 2015).

THE GENOME (DNA)

The term “genome” describes the complete set of DNA found in the cells of an organism. DNA is made up of two polymer
chains arranged in a double helix and bound together by hydrogen bonds. Each polymer chain is composed of multiple
copies of four nucleotides, each of which is composed of a phosphate group, a deoxyribose sugar, and one of four
nucleobases: adenine (A), cytosine (C), guanine (G), and thymine (T). Both polymer chains start with a phosphate group
on the fifth carbon in the deoxyribose sugar (called the 50 end) and ends with a hydroxyl group on the third carbon in the
deoxyribose sugar (30); this distinction gives directionality to the DNA which influences function, because both DNA and
RNA polymerases act only in a 50 to 30 direction. The two polymer chains are arranged in opposite directions, so that the 50

end of one chain opposes the 30 end of the other. The nucleotides on each chain are paired, so that A binds to T with two
hydrogen bonds, whereas C binds to G with three hydrogen bonds. Along with creating redundancy (ie, each nucleotide
can be imputed from the opposite strand) the differing number of hydrogen bonds makes CG pairing slightly stronger than
AT pairing. This GC bias has an influence on numerous molecular techniques, eg, PCR and whole-genome sequencing.

Each chromosome is composed of a single DNA molecule; after the Human Genome Project (Lander et al., 2001; Venter
et al., 2001), most of the human genome was mapped. Every nucleotide pair is numbered starting at the 50 end of the short
arm of the chromosome (p arm) (Fig. 1.2) and continuing to the 30 end at the end of the long arm of the chromosome
(q arm). The polymer chain (that is, 50 to 30 in this arrangement) is called the positive strand, whereas the opposing chain
(30 to 50) is the negative strand. By convention, the nucleotide at each position is expressed as that on the positive strand.

In humans, the genome is composed of 46 chromosomes (two pairs of 22 autosomes and two sex chromosomes: XX or
XY) and the mitochondrial chromosome, of which there may be numerous copies per cell. In total, this equates to about

Chromosome 16
90 Mbp

Centromere
~3.5 Mbp

Subtelomere
~0.5 Mbp

Telomere
~10 kbp

Subtelomere
~0.5 Mbp

Telomere
~10 kbp

p arm
34.5 Mbp

q arm
52 Mbp

FIGURE 1.2 Chromosomal structure. An ideogram of human chromosome 16 with Giemsa banding is shown as an example of chromosomal
structure. The centromere splits the chromosome into a short p arm and a longer q arm. Each arm is capped by a subtelomeric region and telomere.
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12.8 billion nucleotides (including both strands and both chromosome copies), 6.4 billion nucleotide pairs (the diploid
genome, including both chromosome copies), or 3.2 billion numbered nucleotide pairs (the haploid genome, including only
one chromosome copy). The haploid genome measure is commonly used to measure DNA or describe a position in the
chromosome, with a single nucleotide pair being described as 1 base pair (bp); 1 kbp is 1000 nucleotide pairs, and 1 Mbp is
1 million nucleotide pairs.

VISUALIZING THE GENOME

Three of the most frequently used tools for visualizing the genome are UCSC Genome Browser (genome.ucsc.edu), the
Ensembl Genome Browser (www.ensembl.org), and the Integrative Genome Viewer (www.broadinstitute.org/igv/). All of
these are publicly accessible and have a wealth of information about the genome of humans and those of other species,
including known genes and common variants.

LARGE-SCALE STRUCTURES IN THE GENOME

To visualize chromosomes, cell division is arrested during metaphase, when the chromosomes that have been replicated are
at their most condensed, forming the familiar X shape. Giemsa banding is frequently used to stain the condensed chro-
mosomes; this solution binds to the phosphate in DNA with a preference for AT nucleotides rather than GC nucleotides
(Fig. 1.2). This leads to a series of discrete bands, each of a few million nucleotides that can be observed through a
microscope. Broadly, the AT-rich darkly staining bands tend to be heterochromatin with fewer genes and more repetitive
DNA, whereas the GC-rich, lightly staining bands tend to be euchromatin; however, this distinction rarely has practical
applications. The human chromosomes are numbered from 1 to 22 based on their length in this condensed state, with 1
being the largest (247 million nucleotide pairs) and 21 being the smallest (50 million nucleotide pairs).

Telomeres

Much like the hard cover on the front and back of a book, at each end of the chromosome there is a region of repetitive
DNA called the telomere. In all vertebrates, including humans, the telomere is composed of 1000 to 3000 six-nucleotide
“TTAGGG” repeats (Fig. 1.2). At the end of the telomere there is an overhanging 50 strand that forms a T-loop, shaped like
a paperclip and protecting the end of the DNA polymer, and preventing chromosomes from joining together. Of note, the
length of telomeres decreases with each cell division in differentiated cells, preventing further cell division once a critical
length is reached. This limitation of 50e70 cell divisions is called the “Hayflick limit.” The length of telomeres varies
among chromosomes, tissues, individuals, and species, and according to exposure to environmental factors (Gomez et al.,
2012; Riethman, 2008).

Subtelomeres

Immediately after the telomeres lie the subtelomeric regions. These are 100 to 500 kbp long and composed of numerous
segmental duplications (long stretches of DNA that are nearly identical to other stretches of DNA on the same or other
chromosomes), subtelomeric repeats, and stretches of the TTAGGG telomeric sequence (Fig. 1.2) (Riethman, 2008). These
regions are prone to mutation, particularly translocation between chromosomes, and vary widely between individuals and
species. Despite the repetitive sequence, the subtelomeres initiate transcription of both the subtelomeric and telomeric
regions, resulting in numerous transcripts including Telomeric Repeat-containing RNA, a long noncoding RNA (lncRNA)
that has an important role in regulating the telomere, and Wiskott-Aldrich syndrome protein and SCAR Homolog genes
which have an important role in the actin cytoskeleton. These subtelomeric genes are related to the WiskotteAldrich
Syndrome Protein (WASP) that is mutated in WiskotteAldrich X-linked immunodeficiency, though WASP itself is not
subtelomeric (Linardopoulou et al., 2007).

Centromeres

The “middle” of the chromosome is called the centromere and it is the point at which the kinetochore protein complex
forms to allow the attachment of spindle fibers that pull sister chromatids apart during cell division (Fig. 1.2). This region is
largely composed of repetitive DNA, particularly a-satellite repeats, but it is the histone markers, rather than the DNA
sequence, that are recognized by the kinetochore. Specifically, the usual H3 histone protein is replaced by centromere
protein A (Fukagawa & Earnshaw, 2014).
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SMALL-SCALE STRUCTURES IN THE GENOME

Understanding the information content and functional role of specific DNA regions requires integrating numerous types of
data. Comparisons between the genomes of different organisms allow regions of conserved DNA to be detected, indicating
key information content. Analysis of transcribed RNA through expressed sequence tags and RNA-Seq has identified active
transcribed regions of DNA and numerous types of RNA (Table 1.5). The GTEx project has brought tissue-level resolution
to this endeavor (www.gtexportal.org). Bioinformatic analysis of DNA sequences has identified protein-coding genes
through open reading frames, transcription factor motifs, and binding sites, and the ENCODE project (www.encodeproject.
org) has begun to form a comprehensive map of epigenetic markers in various tissues. This endeavor is proceeding rapidly,
and undoubtedly there are further insights to be found that will fundamentally alter our perception of how DNA functions,
such as an investigation of three-dimensional (3D-structure). The following discussion summarizes some key components
that have been identified to date.

Protein-Coding Genes

Regions of DNA are transcribed to form messenger RNAs (mRNAs), which are translated by ribosomes to form protein
products. Several gene standard groups, including the HUGO Gene Nomenclature Committee (www.genenames.org), the
Consensus Coding Sequence project (www.ncbi.nlm.nih.gov/CCDS/), and the Genes of ENCODE (www.gencodegenes.
org), identify 18,826e19,797 distinct protein-coding genes. The ambiguity is due to the multiple isoforms that each gene
can have, with differing transcription start sites (TSS), exons, and ends, and these names and annotations are continuously
being updated. Protein-coding genes are made up of the following components (Fig. 1.3).

Promoters

These are regions of DNA that are not transcribed, in which the preinitiation complex (PIC) can form. The “classic” core
promoter sequence is the TATA-box, an eight-nucleotide sequence that begins with TATA and has three variable sites

Positive strand gene

3` UTR
Exon5 Intron4

Exon4 Exon3 Exon2

Exon1 5` UTRIntron3 Intron2 Intron1

Promoter

Negative strand gene

Exon1 Exon2 Exon3 Exon4 Exon6Exon5

3`UTR

5` UTR Intron1 Intron2 Intron3 Intron4 Intron5

Promoter

NNNNNATGNNNNN NNAGN...NGTNN
NNNNNTGANNNNN
NNNNNTAANNNNN
NNNNNTAGNNNNN

Start (initiation) codon Canonical splice sites Stop (termination) codons

Start (initiation) codonCanonical splice sitesStop (termination) codons

NNNNNTCANNNNN
NNNNNTTANNNNN
NNNNNCTANNNNN

NNACN...NCTNN NNNNNCATNNNNN

TSS

TSS

Exon7

Intron6

(A)

(B)

FIGURE 1.3 Features of a protein-coding gene. (A) A positive-strand gene is read from left to right on the positive strand. The promoter region is
immediately upstream of the transcription start site (TSS). The first exon begins at the TSS, usually with a 50 UTR, which may contain an intron (not
shown). The 50 UTR is followed a protein-coding sequence that begins with the ATG initiation codon. Exons and introns alternate along the transcript with
the canonical splice sites marking the start and end of each intron. The protein-coding sequence ends with one of three stop codons, which are usually
followed by a 30 UTR, which may contain an intron as shown here. (B) The negative-strand gene is read from right to left on the positive strand. It contains
the same elements and start/splicing/stop sequences as a positive-strand gene; however, because DNA is represented on the positive strand, the reverse
complement of these sequences is shown, as would be observed in a genome browser.
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shown by single-nucleotide polymorphism (SNP) codes (Table 1.3): TATAWAWR. However, only 10% of human genes
have this exact sequence whereas a further 14% of genes have a TATA-like element (Yang, Bolotin, Jiang, Sladek, &
Martinez, 2007). A higher proportion of human genes (46%) contain the eight-nucleotide initiator (INR) element (INR:
YYANWYY), although 46% lack either TATA or INR elements. Along with the core promoter sequences, the surrounding
nucleotides can modulate PIC binding (Sandelin et al., 2007). Although variation in the promoter region can have
significant impacts on gene expression, it is rarely possible to predict what this effect will be without experimental testing.
The promoter is commonly defined as 1000 bp upstream of the transcription start site (TSS).

Untranslated Regions

The PIC binds to the promoter and brings the RNA polymerase II (Pol II) enzyme to the TSS. DNA is transcribed into
mRNA from the TSS; however, the first protein-coding sequence is usually some distance downstream. The transcribed
region before the first protein-coding sequence is called the 50 UTR, and DNA variants in this region have the potential to
influence the resulting protein through transcriptional pausing, the formation of loops of RNA that affect ribosomal
binding, and as a binding for site for regulators of transcription, eg, micro RNAs (miRNAs). Similarly, at the end of the
gene, the transcribed region after the last first protein-coding sequence is called the 30 UTR, and DNA variants in this
region can also influence the resulting protein through variation in polyadenylation and translational efficiency. Notably,
the 30 UTRs of genes are significantly longer in neuronal and brain tissues than in other tissue types (Miura, Shenker,
Andreu-Agullo, Westholm, & Lai, 2013).

Exons

These are regions of DNA that are not removed from the pre-mRNA when it is spliced to form the mature mRNA. They
may be either protein-coding sequence or UTRs.

Introns

These are regions of DNA that are removed from the pre-mRNA when it is spliced to form the mature mRNA. They
alternate with exons and similarly may be present between either protein-coding sequence or untranslated regions. While
introns are removed before translation, they can still perform a wide range of regulatory functions, including variation in
exon splicing and the presence of other types of RNA, eg, lncRNA (Chorev & Carmel, 2012).

Splice Sites

These are the boundaries between exons and introns. Most splice sites (about 99%) are marked by the two-nucleotide
canonical splice site sequences: the GT “donor” at the start of each intron and the AG “acceptor” at the end of each
intron. Variants in these canonical sites frequently lead to exon skipping and an altered reading frame. The intronic
nucleotides near the canonical splice site are also highly conserved and can contribute to splicing behavior.

Protein-Coding Sequence

This includes all DNA in exons that are translated into proteins and it accounts for about 1.5% of the genome. The
coding sequence is made up of three nucleotide blocks, each of which encodes one amino acid in the ribosome through
the binding of tRNA (Tables 1.1 and 1.2). DNA variants in protein-coding sequence frequently change the resulting
protein (a nonsynonymous variant) by changing one amino acid (a missense variant) or creating a premature stop
codon (a nonsense variant). If the DNA change does not alter the resulting amino acid, it is described as synonymous
or silent; however, these variants can still alter RNA stability, ribosomal pausing, and protein folding (Sauna &
Kimchi-Sarfaty, 2011).

Noncoding Transcripts/Genes

Most transcripts and genes do not encode proteins; to date, over 40,000 noncoding transcripts and genes have been
described, compared with about 20,000 protein-coding genes (www.gencodegenes.org). These noncoding genes are split
into four categories of approximately similar size.
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TABLE 1.1 Triplet Code of Amino Acids From Positive Strand Genes as Observed in the DNA on the Positive

Strand of a Genome Browser

Base 1
Base 2

Base 3

T

TTT
TTC

TCT TAT TGT
TGC

TGA
TGG

TAC
TAA
TAG

TCC

TCA

TCG
CCT CAT

CGA
CGG

CGC
CGT

CAC
CAA

CAG

CCC
CCA

CCG
ACT AAT AGT

AGC

AGA
AGG

AAC
AAA
AAG

ACC

ACA

ACG

TTA

(F/Phe) Phenylalanine

(L/Leu) Leucine

(I/IIe) Isoleucine

(M/Met) Methionine

(V/Val) Valine (A/Ala) Alanine

(T/Thr) Threonine

(P/Pro) Proline

(S/Ser) Serine
(Y/Tyr) Tyrosine

(H/His) Histidine

(Q/Gln) Glutamine

(N/Asn) Asparagine

(K/Lys) Lysine

(D/Asp) Aspartic acid

(E/Glu) Glutamic acid
(G/Gly) Glycine

(R/Arg) Arginine

(S/Ser) Serine

(R/Arg) Arginine

(W/Trp) Tryptophan

(C/Cys) Cysteine

Stop (Ochre) Stop (Opal)
Stop (Amber)

ATT

ATC
ATA
ATG

GTT GCT GAT GGT
GGC

GGA
GGG

GAC

GAA

GAG

GCC

GCA

GCG

GTC

GTA

GTG

TTG
CTT
CTC
CTA

CTG

T

T

T

T

C

C

C

C

C

A

A

A

A

A

G

G

G

G

G

T
C
A
G

TABLE 1.2 Triplet Code of Amino Acids From Negative Strand Genes as Observed in the DNA on the Positive

Strand of a Genome Browser

Base 1
Base 2

Base 3

T

T

T

C

C

C

G

G

G
A

A
A

T
C

G
A

T
C

G
A

T
C

G
A

AAA (F/Phe) Phenylalanine
AAG

AGA ATA ACA
ACG
ACT
ACC

ATG
ATT
ATC

AGG
AGT
AGC

GGA GTA GCA
GCG
GCT
GCC

GTG
GTT
GTC

GGG
GGT
GGC

AAT

TAA TGA TTA TCA
TCG
TCT
TCC

TTG
TTT
TTC

TGG
TGT
TGC

TAG
TAT
TAC

AAC

GAA

CAA CGA CTA CCA
CCG
CCT
CCC

CTG
CTT
CTC

CGG
CGT
CGC

CAG
CAT
CAC

GAG
GAT
GAC

(L/Leu) Leucine
(I/IIe) Isoleucine
(V/Val) Valine

(F/Phe) Phenylalanine
(L/Leu) Leucine

(L/Leu) Leucine

(L/Leu) Leucine

(I/IIe) Isoleucine

(I/IIe) Isoleucine

(V/Val) Valine

(V/Val) Valine

(V/Val) Valine
(M/Met) Methionine

(A/Ala) Alanine
(T/Thr) Threonine

(P/Pro) Proline
(S/Ser) Serine

(A/Ala) Alanine
(T/Thr) Threonine

(P/Pro) Proline
(S/Ser) Serine

(A/Ala) Alanine
(T/Thr) Threonine

(P/Pro) Proline
(S/Ser) Serine

(A/Ala) Alanine
(T/Thr) Threonine

(P/Pro) Proline
(S/Ser) Serine (Y/Tyr) Tyrosine

(Y/Tyr) Tyrosine

(H/His) Histidine

(H/His) Histidine

(Q/Gln) Glutamine

(Q/Gln) Glutamine

(N/Asn) Asparagine

(N/Asn) Asparagine

(K/Lys) Lysine

(K/Lys) Lysine

(D/Asp) Aspartic acid

(D/Asp) Aspartic acid

(E/Glu) Glutamic acid

(E/Glu) Glutamic acid

Stop (Ochre)

Stop (Amber)

(G/Gly) Glycine

(G/Gly) Glycine

(G/Gly) Glycine

(G/Gly) Glycine

(R/Arg) Arginine

(R/Arg) Arginine

(R/Arg) Arginine

(S/Ser) Serine

(S/Ser) Serine

(R/Arg) Arginine

(W/Trp) Tryptophan

(C/Cys) Cysteine

(C/Cys) Cysteine

Stop (Opal)
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Pseudogenes

These genes are similar to functional genes but lack coding potential. There are three main classes: (1) processed, mature
mRNA that has been reintegrated into the genome as DNA and lacks introns; (2) unprocessed, duplicated versions of
existing genes; and (3) unitary, nonfunctional genes that are the only copy of previously functional genes (eg, premature
stop codons in olfactory receptor genes). Although these genes do not become translated into proteins, they can still be
transcribed and have regulatory roles (Ding, Qu, & Fang, 2014). Despite their degenerate state, DNA variants in pseu-
dogenes may influence human disorders, possibly by acting as a sponge to suppress the actions of miRNA. A small number
of pseudogenes have been identified as being differentially expressed in neurodegenerative disorders, including Alzheimer
disease (Costa, Esposito, Aprile, & Ciccodicola, 2012).

Long Noncoding RNAs

These are defined as transcripts greater than 200 bp that have been processed and polyadenylated, but which lack any
suggestion of an open reading frame that defines a protein-coding gene or that is degenerate in a pseudogene. Many
lncRNAs represent antisense transcripts of protein-coding genes and therefore bind to the complementary mRNAs.
Understanding of the role of lncRNAs continues to advance; however, they appear to have an important regulatory role,
especially in fine-tuning mRNA transcription and protein translation. This regulatory role is facilitated by their ability to
bind to DNA/RNA, bind to proteins, and form complex 3D structures. They are frequently observed to act as
intermediaries guiding chromatin regulators to specific genomic loci (eg, methyltransferase genes). They can also act to
edit mRNA, alter mRNA stability, influence protein folding, and influence posttranslational modification of proteins.
Finally, lncRNAs have a critical role in X chromosome inactivation (X Inactive Specific Transcript) and genomic
imprinting (eg, Antisense of IGF2R Non-protein-coding RNA) (Fatica & Bozzoni, 2014). There are several databases of
lncRNAs, with some transcript annotations varying between databases (Fritah, Niclou, & Azuaje, 2014). Because of their
regulatory roles, it is likely that DNA variants in lncRNAs have important roles in human disorders. One such example is
an expansion of a triplet repeat in the lncRNA, ATXN8 opposite strand, that is the cause of spinocerebellar ataxia 8,
possibly through the toxic effects of excess RNA.

Small Noncoding RNAs

These are RNAs smaller than 200 bp with varying degrees of posttranslational processing. Numerous classes have been
described (see Table 1.5 for a complete list). They frequently act by targeting mRNA to regulate stability and translation.
For example, miRNAs form part of the RNA-induced silencing complex that binds to mRNA to prevent translation. Like
lncRNAs, it is likely that DNA variants in small noncoding RNAs have key roles in human disorders. Examples of this
include both the miRNAMIR137 and its regulatory targets that are associated with schizophrenia through two large GWAS
(Ripke et al., 2011; Schizophrenia Working Group of the Psychiatric Genomics Consortium, 2014). In addition, absence of
the paternal copy of the small nucleolar RNA, SNORD116, is the cause of PradereWilli syndrome, which is associated with
developmental delay and overeating (Duker et al., 2010). There are several databases of small noncoding RNAs, including
miRNAs (www.mirbase.org, mirdb.org/miRDB/), noncoding elements (www.noncode.org), and genome browsers.

Circular RNAs

These RNAs form a circle without exposed 50 and 30 ends, are consequently resistant to RNA degradation, and therefore
are highly stable. They are usually formed from mRNA by a process of “back-splicing” and are often composed of one or
more exons joined at the canonical splice sites. Their expression pattern is similar to that of mRNAs, including the degree
of cell type specificity and abundance. It has been suggested that they act as miRNA “sponges,” serving to prevent mRNA
degradation as a form of posttranscriptional regulation (Guo, Agarwal, Guo, & Bartel, 2014). The role of circRNA DNA
variants in human disorders remains to be evaluated; however, it is likely to be difficult to distinguish the contribution of
the variant through a circRNA from that of the parent protein-coding gene. CircBase is a database of circRNAs (www.
circbase.org).

Enhancers

These are regions of DNA that act as binding sites for transcription factors that increase (activate) the transcription of nearby
genes (ie, acting in cis). Whereas there are about 20,000 protein-coding genes in the human genome, there are estimated to
be over 100,000 enhancers (E. P. Consortium, 2012) and possibly millions (Arnold et al., 2013). The location of many of
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these has been predicted (www.encodeproject.org), although only a small number of these have been experimentally
validated (enhancer.lbl.gov). Enhancers are thought to be one of the main determinants of cell type by determining which
genes are expressed. Most enhancers are within 100 kbp of the transcription start site of a gene; however, there are
well-documented examples over 1000 kbp away: for example, the zone of polarizing activity regulatory sequence (ZRS),
which is an enhancer of the Sonic Hedgehog (SHH) and in which DNA variants can lead to polydactyly (Lettice et al.,
2003). A 28-bp deletion of the enhancer of the gene proteolipid protein 1 leads to X-linked recessive hypomyelinative
leukodystrophy, characterized by nystagmus, spastic quadriplegia, ataxia, and developmental delay (Hobson et al., 2002).

Silencers

These are the opposite of enhancers; they act as transcription factor binding sites that repress the transcription of nearby
genes; like enhancers, they are usually found in close proximity to the genes they regulate in cis. Silencers are considerably
less well characterized than enhancers. However, some enhancers may double as silencers in different cell types (Kim
et al., 2008). One common example of silencers is the neuron-restrictive silencer elements (NRSEs; also called Repressor
Element-1 [RE1]) that silence neuronal genes in nonneuronal cell types. The RE1-Silencing Transcription Factor (REST;
also called Neural-Restrictive Silencer Factor) gene encodes a transcription factor that acts as a repressor when bound to
these NRSEs. Altered expression of REST in neurons has been implicated in Down syndrome (Canzonetta et al., 2008),
Huntington disease (Zuccato et al., 2003), and Alzheimer disease (Lu et al., 2014).

Insulators

These are regions that block the activity of enhancers and silencers on nearby genes. A common mechanism of this
insulation is through the formation of DNA loops that physically prevent interaction between neighboring regions of DNA,
potentially creating regulatory domains in the genome. These loops are held in place through the action of cohesins that
form a ringlike structure over two strands of DNA; these are often associated with the protein CTCF.

Repetitive Elements

Although most biological investigation focuses on nonrepetitive DNA, about 50% of the genome is duplicated to some
extent (Treangen & Salzberg, 2012). Regions of dense repetitive DNA remain as about 160 gaps in the human reference
genome, because they cannot be mapped with short DNA reads. Their repetitive nature interferes with DNA replication,
making these regions hypermutable and therefore highly polymorphic between individuals.

About 3% of these regions are variable number tandem repeats (VNTRs), ie, stretches of DNA repeated multiple times
next to each other. VNTRs are divided into satellites (>60 bp, eg, the 171-bp a-satellite seen in centromeres), minisatellites
(10e60 bp, eg, short tandem repeats used for DNA fingerprinting), or microsatellites (<10 bp, eg, the 6-bp repeat in
telomeres). Segmental duplications are near-identical (�90% homology) stretches of DNA over 1000 bp long. Although
segmental duplications make up only 0.2% of the genome, they have a disproportionate contribution to human disease
because they are the mechanism behind nonallelic homologous recombination (NAHR) that leads to the copy number
variants (CNVs) responsible for numerous syndromes (eg, DiGeorge syndrome, deletion of 22q11.2). The remaining
46.8% of the genome is composed of interspersed repeat elements (ie, occurring in multiple locations throughout the
genome rather than next to each other, in contrast to tandem repeats) (Treangen & Salzberg, 2012). There are four main
groups of interspersed repeat elements.

DNA Transposons

Transposons are regions of DNA (200e2000 bp, 3% of the genome) capable of cutting and pasting themselves into
another region of the genome by recruiting transposase enzymes that cut the target site and the original transposon donor
site followed by the action of DNA polymerase, which mends the cuts, leaving the transposon in the new position.
Occasionally the transposon is replicated, leading to a copy at the donor site and target site.

Short Interspersed Nuclear Elements

Short interspersed nuclear elements (SINEs) (100e300 bp, 15% of the genome) are retrotransposons, which are regions of
DNA capable of copying and pasting themselves into another region of the genome via an RNA intermediate and the
action of reverse transcriptase to convert the RNA to DNA. SINE elements are copied by RNA polymerase III and rely on
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the presence of reverse transcriptase from other sources. The Alu element is an approximately 350-bp SINE and makes up
11% of the human genome, which makes it the most abundant feature.

Long Interspersed Nuclear Elements

Long interspersed nuclear elements (500e8000 bp, 21% of the genome) are retrotransposons that are transcribed by RNA
polymerase II. They contain a promoter, three genes (RNA binding protein, endonuclease, and reverse transcriptase), and a
poly(A) tail.

Long Terminal Repeat Retrotransposons

Long terminal repeat retrotransposons (200e5000 bp, 9% of the genome) are endogenous retroviruses that have lost the
ability to make a viral envelope.

The interspersed repetitive elements are often considered to be genomic parasites and the existence of Piwi-interacting
RNAs specifically to silence retrotransposons would support this view. However, they have been coopted to create the V(D)
J recombination system that underlies immunoglobulin diversity in the adaptive immune system (Jones & Gellert, 2004).

MULTIPLE ROLES

Conceptually it is simple to imagine each section of DNA having a single function (eg, exon, promoter, enhancer), much
like words and spaces in a sentence. However, this is not always the case and a single DNA locus may perform multiple
different roles. For example, it may act as an exon for a protein-coding gene or as an enhancer, or, in reverse, as a long
noncoding RNA (Birnbaum et al., 2012; E. P. Consortium, 2012).

VARIATION IN THE GENOME

Approximately 0.1% (about 3.5 million nucleotides) of the human genome varies between any two individuals. An
individual’s genome is usually expressed as the variation from the human reference genome, often in a file called Variant
Call Format. Of note, the human reference genome is European biased, therefore individuals with non-European ancestry,
especially African ancestry, have comparatively more variation. These DNA variations are usually named according to
their size (Fig. 1.4).

Entire Chromosomes

The presence of an extra chromosome is called trisomy whereas the absence of one copy of a chromosome is called
monosomy (Fig. 1.4A). This level of variation is poorly tolerated; most trisomies or monosomies are incompatible with
life. The exceptions to this are trisomy of chromosomes 13 (Patau syndrome), 18 (Edward syndrome), 21 (Down syn-
drome), X (XXY/Klinefelter syndrome or XXX), and Y (XYY); the only monosomy exception is the sex chromosomes
(X0/Turner syndrome). Of note, this implies that deletion of a section of DNA generally has more functionally conse-
quences than duplication, and this trend is observed for smaller variants, too.

Structural Variation

Large-scale genomic variation that involves only a part of a chromosome is called structural variation and it is split into two
subcategories: (1) Copy number neutral variation, in which no DNA is gained or lost but the structure has been rearranged.
Examples include inversions, in which a section of a chromosome is back to front, and translocations, in which a section of
a chromosome has been moved, often to a different chromosome (Fig. 1.4B). These variants can cause pathology by
disrupting a gene or removing a section of DNA from its regulatory context. They remain difficult to detect even with
modern sequencing and their overall contribution to human disease is unknown (Steinberg et al., 2014). (2) CNVs, in which
DNA is either lost (deletion) or gained (duplication) (Fig. 1.4C). De novo CNVs have been associated with intellectual
disability (Deciphering Developmental Disorders Study, 2015), ASD (Pinto et al., 2014; Sanders et al., 2011; Sebat et al.,
2007), and schizophrenia (ISC, 2008; Szatkiewicz et al., 2014). Recurrent CNVs frequently occur where regions of DNA in
close proximity are very similar (segmental duplications) through NAHR; this mechanism is responsible for several
well-recognized disorders including DiGeorge syndrome (22q11.2 deletion), WilliameBueren syndrome (7q11.23 dele-
tion), and 16p11.2 deletions and duplications. Large CNVs (>20 kbp) are readily detected using SNP genotyping arrays or
comparative genomic hybridization arrays; detecting smaller CNVs with sequencing remains a challenge.
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Insertions and Deletions

Insertions and deletions (indels) are when DNA is lost (deletion) or gained (insertion) on a smaller scale, defined
as <1000 bp (Fig. 1.4D). If the indel occurs within a coding region, it is described as being “in-frame” if the amount of
DNA lost or gained is divisible by 3; alternately, it is called a “frameshift” because the triplet reading code is altered for all
subsequent nucleotides. Frameshift indels frequently lead to premature stop codons (Tables 1.1 and 1.2) and usually have
more functional impact than in-frame indels. Indels �40 bp are readily discovered using sequencing technology, whereas
the detection of indels >40 bp remains a challenge. Triplet repeats represent a subtype of indels in which a repetitive block
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FIGURE 1.4 Categories of genomic variation. (A) Aneuploidies are whole chromosome duplications (trisomy) or deletions (monosomy). (B) Copy
neutral structural variations are large-scale abnormalities that do not result in the duplication or deletion of DNA: for example, inversions of a portion of a
chromosome or a translocation of one portion of a chromosome to another. (C) CNVs are duplications or deletions of DNA>1000 bp in length. (D) Indels
are duplications (insertions) or deletions of DNA <1000 bp in length. (E) SNVs are the substitution of one nucleotide for another with no duplication or
deletion of DNA. All variants are shown on the maternal chromosome but could equally occur on the paternal chromosome.
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of three nucleotides can be prone to further insertions of the same three nucleotides as the number of repeats increases.
Fragile X syndrome is an example of one such triplet repeat disorder.

Single-Nucleotide Variants

If a nucleotide is altered without the gain or loss of DNA, it is a single-nucleotide variant (SNV) (Fig. 1.4E). These
represent the most frequently observed variation in the human genome and account for at least 80% of known variants.
They are readily detected using sequencing technology. If the SNV is frequently observed in human populations (�1% of a
population), it is called an SNP. A catalog of human SNPs is recorded by the HapMap project (hapmap.ncbi.nlm.nih.gov)
and the variable nucleotides are often recorded using standardized SNP codes (Table 1.3).

Loss-of-Function Variants

These variants lead to “complete” disruption of that copy of a gene. This class of variants is also referred to as likely
gene-disrupting. This term is usually used to describe three types of variant: (1) nonsense/premature stop codon variants;
(2) variants in the canonical splice site; and (3) insertions/deletions that alter the reading frame of the gene (frameshift
indels). In all three cases the transcript is likely to contain an abnormal stop codon and to be targeted by nonsense-mediated
decay (NMD) if it occurs more than 50 nucleotides from the last exoneintron boundary of the gene (Nagy & Maquat,
1998). However, this assumption of NMD has rarely been tested and genomic analysis suggests that the efficiency of the
NMD process is variable (MacArthur et al., 2012). A number of other variants could arguably be included in this definition,
including deletion CNVs, inversions/translocations that disrupt a transcript, variants at the initiation site or transcription
start site in the promoter, and disruption of the AUG start codon.

ETHNICITY AND POPULATION FREQUENCY OF VARIANTS IN THE GENOME

In any individual there are approximately 3.5 million variants that differ from the reference genome (G. P. Consortium,
2010). This number is somewhat higher in populations that are ancestrally diverse from Europeans, eg, Africans, because
the human reference is largely based on European individuals (Lander et al., 2001; Venter et al., 2001).

The vast majority of these variants are observed at a high population frequency (over 1% of individuals) (Table 1.4)
across all ancestries. Based on the principle of natural selection, we would expect these to have minimal impact on human
reproduction, and therefore limited contribution to severe early-onset human disease. A more nuanced view would state
that any detrimental effects on reproductive fitness in specific situations are balanced by beneficial effects on reproductive
fitness in others, leading to a minimal overall effect on reproductive fitness.

About 5% of variants are rare (<1% of individuals) (Table 1.4) and these rare variants are more likely to differ between
populations of different ancestry. Rare variants may represent new mutations in a specific population or longstanding

TABLE 1.3 SNP Codes

SNP Code Nucleotides

M A/C

R A/G

W A/T

S C/G

Y C/T

K G/T

V A/C/G

H A/C/T

D A/G/T

B C/G/T

N A/C/G/T
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variation that has not become more common owing to chance (genetic drift) or potentially because of a more complex and
potentially detrimental effect on reproductive fitness and human disorders.

Finally, a tiny proportion of variants (about 0.002%) (Table 1.4) are de novo, meaning that the variant was not present
in either parent but arose as a spontaneous mutation in the parental germline, during meiosis, or very early in the zygote.
Because these mutations have not been subjected to natural selection, beyond survival of the individual to birth, they have
the potential to mediate significant impairments of reproductive fitness and therefore human disorders.

This relationship between common and rare variation with human disorders is explored at greater length in chapter
“Contribution of Genetic Epidemiology to Our Understanding of Psychiatric Disorders”. There are several databases of
human variation including a catalog of all known single nucleotide variants (www.ncbi.nlm.nih.gov/SNP/), a summary of
all variants identified in whole genome sequencing of over 2500 individuals (www.1000genomes.org), and the variants
identified in whole exome sequencing of over 60,000 unrelated individuals (exac.broadinstitute.org).

VARIATION IN COMPLEX AND MENDELIAN DISORDERS

Mendelian disorders are those in which a small number of genomic variants at a small number of loci are responsible for
the vast majority of cases of a disorder with high penetrance. This results in a clear pattern of inheritance within a family:
for example, autosomal dominant inheritance in which all individuals with the variant are affected (eg, variants in the
Neurofibromin 1 gene causing neurofibromatosis type 1) or autosomal recessive inheritance in which only individuals with
two copies of the disease-associated allele are affected (eg, variants in the Phenylalanine hydroxylase gene that cause
phenylketonuria with intellectual disability). Of note, the variants that lead to severe early-onset Mendelian disorders are
almost always rare in the population (�1% population frequency); in fact, the variants that lead to autosomal dominant
disorders are often de novo, whereas those that lead to autosomal recessive inheritance usually occur in families with a
history of consanguinity. Many of the variants that cause Mendelian disorders are known through linkage analysis, and this
progress has accelerated considerably with the availability of high-throughput sequencing (www.omim.org). The variants
identified frequently result in missense or loss-of-function of protein-coding sequences. However, a rigorous search for
noncoding mutations has not been performed for most Mendelian disorders, and specific examples exist (eg, variants in the
ZRS enhancer of the SHH gene, described in the section on “Enhancers”).

In contrast, complex disorders are caused by a large number of variants at a large number of genomic loci (eg, about
1000 genes in ASD) (He et al., 2013; Sanders et al., 2012), often in parallel with environmental risk factors. These disorders
often represent extremes of a quantitative trait in the population. For example, blood pressure varies across the population,
with the individuals with higher pressures being diagnosed with hypertension. Most of these genetic risk factors tend to be
common (>1% of the population) (Gaugler et al., 2014; Lee et al., 2013) and are often detected in regulatory, noncoding
regions using GWAS (Schizophrenia Working Group of the Psychiatric Genomics Consortium, 2014). Rare variants can
still have a substantial contribution in complex disorders, especially those that are severe and occur early in life, such as
intellectual disability (Deciphering Developmental Disorders Study, 2015) and ASD (De Rubeis et al., 2014; Iossifov et al.,
2014; Sanders et al., 2015). Many of the rare variants discovered in these disorders affect genes involved in chromatin and
transcription regulation. In combination with the known common variants, this suggests that understanding gene regulation
and noncoding variation may be critical for a complete understanding of neuropsychiatric disorders in humans.

CHROMATIN (DNA, RNA, AND PROTEIN) AND EPIGENETICS

The nucleotides of DNA encode information, but generating proteins from this information requires a complex interplay
between DNA, RNAs, and proteins. These RNAs and proteins regulate the DNA, determining when, how, and to what

TABLE 1.4 Approximate Number of Genomic Variants in an Average Individual

Population Frequency

De Novo (£0.001%) Rare Inherited (£1%) Common Inherited (>1%)

Variant type SNV (0 bp) 65 150,000 3,000,000

Indel (1e1000 bp) 5 15,000 250,000

CNV (>1000 bp) <1 150 2000
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extent regions of DNA are opened, regulated, transcribed into RNA and, for protein-coding mRNAs, translated into a
protein. Whereas the DNA nucleotides remain almost entirely constant throughout the life of the organism and between
different cells, the other components of chromatin are dynamic and vary with time and location, and between cell types.
The complete set of these reversible chemical modifications to chromatin is called the epigenome, and the epigenetic
changes allow different cell types to work from a common genome. This dynamism allows the cell to respond to its
environment, including responding to cell signaling, metabolic demands, and circadian variation.

Chromatin State

Examples of known classes of epigenetic factors are described next. These factors act in concert to regulate the extent of
DNA transcription across the genome. By considering the degree of binding of several epigenetic factors, an estimation of
the type of region (eg, enhancer, promoter) and the degree of activity (eg, active, weakly active, inactive) can be made.
These combinations of epigenetic factors are called the chromatin state (Ernst et al., 2011).

This complexity limits the ability to describe specific epigenetic markers as being “activators” or “repressors” in
isolation. There are certainly markers usually associated with activation (eg, H3K27ac) or repression (eg, DNA methyl-
ation); however, there will always be exceptions. Furthermore, it is unclear which markers cause the activity and which are
the consequence. It is better to conceptualize these epigenetic markers as the machinery for integrating multiple variables
(eg, signaling pathways, metabolic state) to produce a suitable transcriptional response for a particular gene in a particular
cell type.

Similarly, it is tempting to think of genes as being “on” or “off” in specific cells, but again this misses the complexity of
the system. Rather, the multiple epigenetic markers each influence the degree of transcription leading to a dynamic
equilibrium around a set point of transcription for a given gene that can rapidly change in response to the cellular envi-
ronment. Moreover, even a set of purified cells of the same type, each cell may have their own transcriptional landscape,
cell cycle, and regulatory states that vary from neighboring cells of the same type.

Heterochromatin

This is DNA that is tightly coiled. This densely packed DNA prevents access by transcriptional machinery leading to genes
that are not transcribed. Heterochromatin is frequently observed in regions of repetitive DNA (eg, telomeres and
centromeres) and is often associated with the nuclear envelope.

Euchromatin

This is the opposite of heterochromatin. The DNA is less tightly coiled, allowing access to transcription factors and
chromatin remodelers so that transcription can occur. This DNA tends to lie away from the nuclear envelope.

DNA Methylation

Cytosine (C) can be methylated to form 5-methylcytosine (5mC) without affecting its ability to form hydrogen bonds with
the guanine (G) on the opposing strand. In humans this methylation occurs when the cytosine is followed by a guanine,
This arrangement is called CpG, where the “p” stands for the phosphate in the DNA backbone. Regions that are enriched
for CpG nucleotides are called CpG islands, and these are frequently observed in the promoter region at the start of a gene
(Fig. 1.3). The methylation and hydroxyl-methylation marks can be modified by the action of ten-eleven translocation and
Wilms tumor 1 enzymes, which convert 5mC to 5-hydroxymethylcytosine (5hmC), 5-formylcytosine, and
5-carboxylcytosine. These three chemicals can revert to unmethylated cytosine spontaneously or through the action of
thymine-DNA glycosylase. Methylation (5mC) of the CpG island usually reduces expression of the gene, whereas 5hmC
of a gene usually increases its expression. DNA methylation is generally preserved between cell divisions but is mostly
erased in the gametes and between generations (Schübeler, 2015). Rett syndrome, associated with encephalopathy and
severe mental retardation in females, is caused by loss-of-function mutations in the gene methyl CpG binding protein 2 on
chromosome X. This gene is highly expressed in neurons and binds to methylated DNA to regulate gene expression
(Pohodich & Zoghbi, 2015).

In addition to silencing specific genes, changes in DNA methylation and packaging also underlie X inactivation in
females, in which one copy of chromosome X in each cell is largely untranscribed. Finally, some regions of the genome are
“imprinted” with different methylation patterns observed on the paternal and maternal chromosomes leading to altered gene
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expression (Schübeler, 2015). Methylation patterns in chromosome region 15q12 are used to diagnose Angelman syndrome,
in which only the paternal copy is present, and PradaeWilli syndrome, in which only the maternal copy is present.

Histone Proteins

DNA exists in a highly ordered and condensed state in the nucleus of cells. The first level of this ordered state is the
nucleosome, in which DNA is wrapped twice around a complex of eight histone proteins (Fig. 1.1A). Each of these histone
proteins has an amino acid tail; chemical modifications of the amino acids in this tail are called histone markers. For
example, acetylation (ac) of the lysine (K) at position 27 of the amino acid tail of histone 3 (H3) is described as H3K27ac
and is a marker of active transcription. The histone marks are created, removed, and recognized by numerous chromatin
and transcription regulating proteins, many of which are associated with risk for ASD including lysine (K)-specific
methyltransferase 2E (Dong et al., 2014).

Chromatin Remodelers

For replication or transcription to occur, the DNA needs to be exposed to the polymerase proteins and transcription factors
by moving the histone proteins, a process called chromatin remodeling. Five major classes of chromatin remodeling
complexes are known: SWI/SNF, ISWI, CHD, INO80, and ATRX (Bartholomew, 2014). Numerous neurological disor-
ders have been associated with the gene in these complexes. CoffineSiris syndrome, characterized by mental retardation
and dysmorphic features, is associated with mutations in several genes in the SWIeSNF complex (Tsurusaki et al., 2012),
including AT-rich interactive domain 1B, which is also one of the genes most strongly associated with ASD (Iossifov et al.,
2014). Mutations in Chromodomain Helicase DNA Binding Protein 7 (CHD7) are a frequent cause of CHARGE
syndrome, characterized by coloboma of the eye, heart anomaly, atresia of the choanae, retardation of mental and somatic
development, genital abnormalities, and ear abnormalities syndrome (Bajpai et al., 2010), whereas loss-of-function
mutations in the chromodomains CHD8 and CHD2 are strongly associated with ASD (Iossifov et al., 2014).

Transcription Factors

Transcription factors are proteins that bind to specific sequences of DNA to modify transcription. This modification may be
direct (for example, an activator that binds to a promoter region of DNA and to Pol II to start transcription) or indirect (for
example, acting through one or many cofactors). Furthermore, the extent and nature of this transcriptional modification
varies among genes, transcription factors, and cell types (Lee & Young, 2013). Transcription factors bind to specific motifs
of DNA that frequently range from 5 to 15 bp in length. Variation of the nucleotides within this motif alters the degree of
binding and can have functional implications. Numerous genes act as transcription factors (including histone modifiers and
chromatin remodelers), many of which are associated with human disorders including cancer and neurological conditions.
Specific examples are described in the section on regulatory complexes.

Cofactors

These are proteins involved in the transcription regulatory process that do not bind directly to DNA, in contrast to
transcription factors. Cofactors frequently form complexes (eg, the PIC and the mediator complex), often involving
transcription factors as well. As with transcription factors, many genes act as cofactors, leading to an association with
numerous disorders. Specific examples are described in the section on regulatory complexes.

Elongation Factors

These are factors that promote continued transcription of RNA, as opposed to the initiation of transcription. It has become
clear that this is a major component of the regulation of transcription in humans, but less so in yeast (Adelman &
Lis, 2012).

Cohesins

In the nucleus, DNA forms loops that allow distant regions of DNA to be brought into apposition; the ring-shaped cohesins
maintain these loop structures (Fig. 1.5). These loops are thought to create regulatory regions in which chromatin state may
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be shared, with the cohesins in combination with the protein CTCF acting as insulators to prevent the regulatory signals
extending beyond the loop. In addition, cohesins can bind enhancers to promoters, leading to active transcription of the
downstream gene (Fig. 1.5). Finally, cohesins have important roles in DNA replication and the binding of sister chro-
matids. The cohesin complex is composed of the proteins made of four genes: NIPBL, SMC1A, SMC3, and RAD21.
Mutations in any of these can lead to Cornelia de Lange syndrome, which is characterized by growth retardation,
developmental delay, a distinctive facial appearance, and upper limb anomalies. These symptoms probably result from the
role of cohesions in transcriptional regulation rather than in replication (Lee & Young, 2013).

REGULATORY COMPLEXES

Preinitiation Complex (PIC)

The main “output” of the regulatory epigenetic factors described earlier (eg, methylation, histones, chromatin remodelers)
is to determine the extent to which a section of DNA is transcribed to RNA. For transcription to occur, the RNA Pol II
enzyme must be brought into contact with the promoter (a section of DNA immediately before the start of the gene) and
released to start transcription. This process involves a large number of transcription factors and cofactors forming a PIC
around Pol II and the promoter region of DNA. The PIC includes three families of proteins.

General Transcription Factors

General transcription factors (GTFs) form six key subunits that make up most of the PIC (Luse, 2014; Sainsbury,
Bernecky, & Cramer, 2015):

l TFIID binds to the promoter through the action of TATA-box binding protein (TBP); triplet repeat expansions in this
gene lead to the neurodegenerative disorder spinocerebellar ataxia 17. It also contains numerous TBP-associated
factors.

l TFIIB also has a role in binding to DNA, specifically B recognition elements near the promoter and selection of the
TSS.

l TFIIH contains helicases that unwind DNA, including excision repair cross-complementing rodent repair deficiency,
complementation group 3, mutations of which cause extreme skin sensitivity to sunlight in xeroderma pigmentosum B.

l TFIIE recruits TFIIH to the PIC.

Enhancer
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Gene

DNA
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Pol-II and 
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Transcription
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FIGURE 1.5 Gene regulation by enhancers. (A) Key elements of a gene, including the promoter, UTRs, exons, and introns. (B) An example of the
same gene in a regulatory loop of DNA maintained by a cohesin complex acting as an insulator. The enhancer is not associated with the promoter
inhibiting transcription of the gene. (C) The enhancer is brought into proximity of the promoter through the binding of transcription factors and the PIC
formed by mediator, Pol II (Pol-II), and GTFs leading to transcription of the gene. A new cohesin complex maintains this arrangement.
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l TFIIF recruits Pol II to the PIC.
l TFIIA is not essential for PIC function, but it serves to stabilize the binding of TFIID to the DNA.

These are the main subunits of the PIC but other factors may be involved in specific cell types, eg, general transcription
factor IIi (GTF2I) forms part of the TFIIeI complex and is one of the many genes deleted in Williams Syndrome, which is
characterized by cardiac abnormalities, developmental delay, and a hypersociable personality. GTF2I may have a role in
the cognitive features of this disorder (Borralleras, Sahun, Pérez-Jurado, & Campuzano, 2015).

RNA Polymerase II

This is an enzyme that transcribes DNA into mRNA. It is recruited to the transcription start site by the PIC and is bound
by TFIIF and the mediator complex. It is composed of 12 subunits named POLR2A to POLR2L in humans (Sainsbury
et al., 2015).

Mediator (Coactivator)

Whereas the GTFs recruit the Pol II to the promoter, mediator allows transcription factors at other DNA sites (eg,
enhancers) and other cofactors to influence this process. The components of the GTF subunits listed previously are
relatively constant, but those of mediator vary with time, cell type, and species. Furthermore, different subunits bind to
different transcription factors (Poss, Ebmeier, & Taatjes, 2013), and this forms the basis for tissue-specific associations. For
example, both Mediator complex subunit 23 and Mediator complex subunit 12 have been associated with intellectual
disability (Lee & Young, 2013). The mediator complex binds to Pol II and TFIIF; however, the presence of the
cyclin-dependent kinase (CDK) 8 subunit blocks this binding behavior (Poss et al., 2013). In addition, mediator modulates
PIC binding at the promoter and the stability of the PIC. Finally, noncoding RNA can also interact with the mediator
complex to govern its function (Luse, 2014).

The vast majority of research on the function and members of the PIC has been performed on genes with TATA-box
promoters, which account for fewer than 25% of protein-coding genes in humans. Although extensive progress has been
made in understanding the PIC, much remains unknown.

Proximal Promoter-Pausing Complexes

In yeast the PIC recruits Pol II to the TSS, after which Pol II is released and transcribes the DNA. In animals, including
humans, an extra level of regulation exists, with Pol II coming to a pause 20e60 nucleotides downstream of the TSS owing
to the action of the negative elongation factor (NELF) (composed of the proteins from four genes: NELFA, NELFB,
NELFC, and NELFD) and DRB sensitivityeinducing factor (DSIF) (composed of the proteins from two genes: SUPT4H1
and SUPT5H) (Adelman & Lis, 2012; Jonkers & Lis, 2015). Of note, NELFA is one of the genes deleted in Wolfe
Hirschhorn syndrome caused by a distal deletion of the short arm of chromosome 4 (4p16.3) and associated with growth
retardation, developmental delay, seizures, and a distinctive facial appearance.

Elongation Complex

Releasing the paused Pol II at the proximal promoter to allow transcription requires the protein complex positive transcription
elongation factor b (P-TEFb), which is composed of the protein encoded by CDK9 and one of several other cyclin proteins
(eg, cyclin T1). P-TEFb phosphorylates NELF, which dissociates, and DSIF, which then promotes transcription as an
elongation factor throughout the rest of transcription. P-TEFb can form a large “super elongation complex” in combination
with other elongation factors and chromatin regulators that strongly promotes further transcription (Jonkers & Lis, 2015).

TRANSCRIPTION (RNA)

To act on the cell, the double-stranded DNA must be transcribed into RNA. RNA differs from DNA in that it is
single-stranded, has a ribose sugar instead of deoxyribose, and uses the nucleobase uracil (U) instead of thymine (T). There
are three broad categories of RNA.

1. mRNA: Pre-mRNA is transcribed from DNA by RNA Pol II and undergoes processing to form mature mRNA, which
is translated by ribosomes to form proteins. Over 20,000 genes form mRNA in humans, and variants in the genes that
code these mRNAs are frequently responsible for human disorders.
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2. Transfer RNA (tRNA) is small molecules that act as a bridge between amino acids and mRNA. Each tRNA binds a
single amino acid and has a distinct pattern of three nucleotides that complements the triplet code in mRNA
(Tables 1.1 and 1.2). There are about 500 tRNA genes throughout the human genome. They are transcribed by
RNA Pol III.

3. Ribosomal RNA (rRNA) forms ribosomes for making proteins from mRNA. Excluding mitochondria, there are four
rRNA genes in humans, although multiple copies of each are often arranged in clusters. rRNA is transcribed by
RNA Pol I and is one of the most abundant transcripts in the cell. The absence of a poly(A) tail excludes it from
RNA-Seq analysis.

Along with these three “classical” types of RNA, more than two dozen other types of RNA have been discovered
(Table 1.5) (Morris & Mattick, 2014).

TABLE 1.5 Types of RNA

Type Abbreviation Function Organisms

7SK RNA 7SK Negatively regulating CDK9/cyclin T
complex

Metazoans

Signal recognition particle RNA 7SRNA Membrane integration All organisms

Antisense RNA aRNA Regulatory All organisms

Circular RNAs circRNA Regulatory All organisms

CRISPR RNA crRNA Resistance to parasites Bacteria and archaea

Guide RNA gRNA mRNA nucleotide modification Kinetoplastid mitochondria

Long noncoding RNA lncRNA XIST (dosage compensation), HOTAIR
(cancer)

Eukaryotes

MicroRNA miRNA Gene regulation Most eukaryotes

Messenger RNA mRNA Codes for protein All organisms

Piwi-interacting RNA piRNA Transposon defense, maybe other functions Most animals

Repeat associated siRNA rasiRNA Type of piRNA; transposon defense Drosophila

Retrotransposon retroRNA Self-propagation Eukaryotes and some
bacteria

Ribonuclease MRP RNase MRP rRNA maturation, DNA replication Eukaryotes

Ribonuclease P RNase P tRNA maturation All organisms

Ribosomal RNA rRNA Translation All organisms

Small Cajal body-specific RNA scaRNA Guide RNA to telomere in active cells Metazoans

Small interfering RNA siRNA Gene regulation Most eukaryotes

SmY RNA SmY mRNA trans-splicing Nematodes

Small nucleolar RNA snoRNA Nucleotide modification of RNAs Eukaryotes and archaea

Small nuclear RNA snRNA Splicing and other functions Eukaryotes and archaea

Trans-acting siRNA tasiRNA Gene regulation Land plants

Telomerase RNA telRNA Telomere synthesis Most eukaryotes

Transfer-messenger RNA tmRNA Rescuing stalled ribosomes Bacteria

Transfer RNA tRNA Translation All organisms

Viral response RNA viRNA Antiviral immunity Caenorhabditis elegans

Vault RNA vRNA Self-propagation Expulsion of xenobiotics

Y RNA yRNA RNA processing, DNA replication Animals
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POSTTRANSCRIPTIONAL mRNA MODIFICATIONS

Regulation continues to have a major role after transcription as the pre-mRNA is processed to form a mature mRNA. This
occurs through several mechanisms.

Epitranscriptome

mRNA nucleotides can be chemically modified in a manner similar to DNA nucleotides (Saletore et al., 2012). For
example, the sixth nitrogen in adenosine (A) may be reversibly methylated to methyl-6-adenosine, particularly at stop
codons, where they have a destabilizing effect on the mRNA, and at the transcriptional start site (Meyer & Jaffrey, 2014).
Over 100 such modifications have been recognized (modomics.genesilico.pl).

RNA Editing

The nucleotides within the mRNA can be edited by the action of proteins encoded by the genes Adenosine Deaminase,
RNA-specific (ADAR) and ADAR1B, the latter of which is highly expressed in the human brain. The ADAR enzymes
deaminate adenosine (A) into inosine (I), which is then recognized as guanosine (G) by both the spliceosome and the
ribosome (Fig. 1.6). This editing may modify the protein-coding sequence, miRNA binding sites, or splice sites. Whereas
RNA editing occurs in numerous tissues, it is most frequently observed in the cells of the central nervous system, including
numerous receptors (eg, glutamate, GABAA, serotonin 2c) and ion channels (voltage-gated potassium and calcium) (Tariq
& Jantsch, 2012). It is especially critical in the processing of the gene Glutamate Receptor, Ionotropic, AMPA 2, with a
glutamine (Q) being converted to an arginine (R) in all transcripts (Nishikura, 2010).

RNA Processing

Introns are removed from the pre-mRNA by the spliceosome, a complex of five small nuclear ribonucleic proteins, named
U1, U2, U4, U5, and U6, that are composed of a combination of proteins and RNA. In addition, the ends of the mRNA are
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FIGURE 1.6 RNA editing. Adenosine (A) nucleotides are converted to inosine (I) nucleotides by the action of the ADAR enzyme on double-stranded
RNA (dsRNA). This can be highly selective in short regions of dsRNA, often between a coding exon and an intron, or promiscuous, with most adenosines
being edited in long regions of dsRNA with perfect homology, eg, in the presence of an antisense RNA (Nishikura, 2010).
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stabilized, often by the addition of a 7-methylguanosine cap at the 50 end and polyadenylation (the addition of 150e200
adenosine nucleotides, a poly[A] tail) at the 30 end. The mature mRNA is exported from the nucleus by the nuclear RNA
export factors (eg, Nuclear RNA Export Factor 1), which bind to the poly(A) tail.

TRANSLATION

In the cytoplasm, ribosomes can form at the AUG initiation codon of the mature mRNA and form a protein through
binding of tRNAs with the specific amino acids to which they are bound (Tables 1.1 and 1.2). As the ribosome moves
along the mRNA molecule, further ribosomes can bind so that one mRNA molecule can be translated into multiple
proteins. The rate of translation varies between mRNA molecules, possibly owing to the relative abundance of specific
tRNAs. This variability is called ribosomal pausing and it may have a role in protein folding and the number of proteins
made. When the ribosome encounters a stop codon (Tables 1.1 and 1.2), a release factor (eg, eukaryotic translation
termination factor 1) binds instead of a tRNA, which prompts the dissociation of the mRNA, ribosome, and protein.

In the cytoplasm, the mRNA is constantly attacked by exonucleases which degrade the poly(A) tail. Once the tail is
removed, degradation proteins are attracted, which rapidly degrade the mRNA from both ends. This process is called the
deadenylation-dependent mRNA decay pathway.

POSTTRANSLATIONAL MODIFICATIONS

The protein products of translation can also be modified by adding chemical groups (eg, phosphorylation), by adding large
molecules (eg, glycosylation, palmitoylation, ubiquitination, SUMOylation), and by cleavage. dbPTM is a database of
known posttranslational modifications (PTMs) at specific sites (dbptm.mbc.nctu.edu.tw). Although DNA and RNA
sequences can be read rapid, accurately, and cheaply through high-throughput sequencing, the technology for reading
protein sequences and PTMs is less developed. However, it is likely that developments under way in proteomics will yield
transformative into human biology, specifically in genomics, epigenomics, and transcriptomics. Whereas there are about
20,000 genes in the human genome, these may yield up to two million distinct proteins. Efforts to map these proteins are
ongoing in, for example, the Universal Protein Resource (UniProt, www.uniprot.org) and the Human Proteome Project
(HPP, www.thehpp.org).

SUMMARY

Sequencing the human genome was a landmark achievement that ushered in an era of genomic research. In addition to
refining the raw DNA sequence, substantial progress has been made in annotating the genome, including locating common
variants, protein-coding genes, noncoding regulatory elements, and epigenetic marks. The availability of the genome and
high-throughput sequencing has helped reveal complex regulatory mechanisms at multiple levels, including epigenetic
(eg, DNA methylation and histone markers), pretranscription (eg, enhancers and transcription factors), posttranscription
(eg, miRNAs and RNA editing), and posttranslation (eg, chemical modification and cleavage).

Progress has already revealed insights into the causes of human neurological disorders. The genes responsible for
many, possibly most, Mendelian disorders are known and there is strong evidence of association between numerous
genetic loci and some complex neuropsychiatric disorders including congenital brain malformations, intellectual disability,
ASD, schizophrenia, multiple sclerosis, and Alzheimer disease. Many of these genetic loci implicate the regulatory
machinery across multiple levels, including the epigenome (eg, CHD8 in ASD), pretranscription (eg, mediator genes in
intellectual disability), and posttranscription (eg, MIR137 miRNA and its targets in schizophrenia). This progress presents
the opportunity and challenge of applying these discoveries to understand the pathology of neuropsychiatric disorders with
the view to transforming patient diagnosis and treatment.
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INTRODUCTION

Advances in molecular genetics have led to a major transformation in the field of genetic epidemiology. With its roots in
population genetics and epidemiology, the first stage of research relied on inference of the contribution of genetic risk
factors to disease etiology based on the adherence of patterns of transmission of disease in families to Mendelian principles.
Diseases that followed the classic modes of Mendelian transmission were the first to profit from our ability to identify
specific genetic markers of disease transmission, and the molecular genetic basis of nearly all of these diseases has now
been established. Identification of genetic risk factors underlying complex, multifactorial diseases such as neuropsychiatric
conditions has been far more challenging.

This chapter will: (1) provide background on the discipline of genetic epidemiology; (2) summarize evidence regarding
the genetic epidemiology of psychiatric disorders; and (3) describe challenges and future strategies for application of the
tools of genetic epidemiology of psychiatric disorders in the molecular era.

BACKGROUND: EPIDEMIOLOGY

Epidemiology is defined as the study of the distribution and determinants of diseases in human populations. Epidemiologic
studies are concerned with the extent and types of illnesses in groups of people and with the factors that influence their
distribution. Epidemiologists investigate the interactions that may occur among the host, agent, and environment (the
classic epidemiologic triangle) to produce a disease state. The important goal of epidemiologic studies is to identify the
etiology of a disease in order to prevent or intervene in the progression of the disorder. To achieve this goal, epidemiologic
research generally proceeds from studies that specify the distribution of a disease within a population by person, place, and
time (that is, descriptive epidemiology), to more focused studies of the determinants of disease in specific groups (that is,
analytic epidemiology).

Differences in prevalence rates by particular characteristics (eg, sex, age, ethnicity, urban vs. rural) provide clues
regarding potential underlying etiologic factors. Potential risk factors that are identified at the descriptive level may then be
tested systematically with systematic caseecontrol designs that compare the association between a particular risk factor or
disease correlate and the presence or absence of a given disease, after controlling for relevant confounding variables.
Caseecontrol designs generally employ either cross-sectional or retrospective studies of associations between risk factors
among cases compared with controls. Significant associations in caseecontrol studies can then be tested in prospective
cohort studies, which can formally test the temporal direction of such associations by observing large populations of
unaffected individuals over time, monitoring risk factors and the onset of new cases of a disease.
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The core measure in epidemiology is estimation of morbidity or illness in a defined population. Rates of morbidity
include incidence, the number of new cases of disease that occur during a specified period in a defined population at risk,
and prevalence, the number of affected persons in the population at a particular time divided by the number of persons in
the population at that period. Prevalence estimates must be anchored in time ranging from lifetime to the current period.
These approaches yield a range of risk estimates, including relative risk, the magnitude of the association between an
exposure and disease incidence; absolute risk, the overall probability of developing a disease in an individual or in a
particular population; attributable risk, the difference in the risk of the disease in those exposed to a particular risk factor
compared with the background risk of a disease in a population (ie, in the unexposed); and population attributable risk, the
risk of a disease in a total population (exposed and unexposed) indicating the amount the disease can be reduced in a
population if an exposure is eliminated (Gordis, 2000). The odds ratio, defined as the ratio of the odds that cases were
exposed to a risk factor to the odds that the control subjects were exposed, is the chief measure of association derived from
caseecontrol studies. The odds ratio is an approximation of the relative risk, which is based on incidence rates from
prospective studies.

There are several criteria for assessing the extent to which a risk factor is causally associated with a trait or disease.
These include strength of the association, a doseeresponse effect, and a lack of temporal ambiguity. Broader criteria that
can be applied to a set of studies on a putative etiologic risk factor include consistency of the findings across studies,
biologic plausibility of the hypothesis, and a specificity of association (Hill, 1953). The field of epidemiology, which is
intricately tied to biostatistics, has employed increasingly sophisticated analytic methods to investigate risk factors for
disease while simultaneously accounting for confounders, effect mediation, interactions, and varying time periods of
observation of both disease and covariates to test associations to build causal models.

Contributions to Psychiatry

Application of the tools of epidemiology to psychiatry over the past 50 years has led to advances in our understanding of
psychiatric disorders in the general population across the world. These contributions include: (1) development of stan-
dardized tools that operationalize diagnostic criteria to obtain reliable estimates of psychiatric disorders; (2) estimation of
the magnitude and correlates of disorders across the world; (3) characterization of the full spectrum of manifestations of
disorders and their underlying dimensions; (4) documentation of patterns of both mental and physical comorbidity with
index psychiatric disorders; (5) identification of the gaps between clinical and population samples; (6) estimation of current
and lifetime disability attributable to psychiatric disorders; and (7) identification of the demographic, biologic, and
environmental risk and protective factors for psychiatric disorders.

Genetic Epidemiology

With advances in molecular biology, there has been a flood of information about the contribution of genetic risk factors to
complex diseases. This has transformed the subdiscipline of genetic epidemiology that previously relied solely on
inferences based on phenotypic disease manifestations in relatives. Commonly, genome-wide association studies (GWAS)
are completed to compare common genetic variants between patients and control subjects to examine their association with
a trait or disease. GWAS typically focus on associations between single-nucleotide polymorphisms (SNPs) (common DNA
variants with >1% population frequency), and owing to the number of SNPs under investigation, a statistical significance
threshold of 5 � 10�8 is employed. Association studies can also investigate structural variation such as segmental
duplications and deletions, or copy number variants (CNVs).

The subdiscipline of genetic epidemiology focuses on identifying the role of genetic factors and their joint influence
with environmental factors in disease etiology. Genetic epidemiology employs traditional epidemiologic study designs
including caseecontrol and cohort studies to evaluate the aggregation in groups as closely related as twins or as loosely
related as migrant cohorts. Before the molecular genetic era, study designs in genetic epidemiology were designed to infer
genetic causation by controlling for genetic background while letting the environment vary (eg, migrant studies, half
siblings, separated twins) or conversely, controlling for the environment while allowing variance in the genetic background
(eg, siblings, twins, adoptees, nonbiologic siblings). Investigations in genetic epidemiology are typically based on a
combination of study designs including family, twin, and adoption studies. Measures of risk in genetic epidemiology
include familial relative risk (disease risk in relatives of patients versus control subjects), and genetic attributable risk (the
proportion of a particular disease that would be eliminated if a particular gene or genes were not involved in the disease).
As described subsequently, sophisticated methods have been developed to compare combinations of genetic markers
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between patients and control subjects (eg, polygenic scores), and genome-wide complex trait analysis (GCTA), that
estimates the proportion of phenotypic variance explained by genetic variants (typically SNPs) for complex traits (Yang,
Lee, Goddard, & Visscher, 2011).

Family Studies

Familial aggregation is generally the first source of evidence that genetic factors may have a role in a disorder. The most
common indicator of familial aggregation is the relative risk ratio, computed as the rate of a disorder in families of affected
persons divided by the corresponding rate in families of controls. The patterns of genetic factors underlying a disorder can
be inferred from the extent to which patterns of familial resemblance adhere to the expectations of Mendelian laws of
inheritance. The degree of genetic relatedness among relatives is based on the proportion of shared genes between a
particular relative and an index family member or proband. First-degree relatives share 50% of their genes in common,
second-degree relatives share 25% of their genes in common, and third-degree relatives share 12.5% of their genes in
common. If familial resemblance is wholly attributable to genes, there should be a 50% decrease in disease risk, with each
successive increase in degree of relatedness, from first to second to third, and so forth. This information can be used to
derive estimates of familial recurrence risk within and across generations as a function of population prevalence (l) (Risch,
1990). Whereas l tends to exceed 20 for most autosomal dominant diseases, values of l derived from family studies of
many complex disorders tend to range from 2 to 5. Diseases with strong genetic contributions tend to be characterized by a
50% decrease in risk across successive generations. Decrease in risk according to the degree of genetic relatedness can also
be examined to detect interactions between several loci. If the risk to second- and third-degree relatives decreases by more
than 50%, this implies that more than a single locus must contribute to disease risk and that no single locus can largely
predominate.

The major advantage of studying diseases within families is that etiologic factors are more likely to be homogeneous
than those studied between families that may result from heterogeneous etiology. In fact, the family study approach is
particularly valuable when sources of heterogeneity are unknown. Evidence for specificity of familial aggregation of
diagnostic subgroups and core features of disorders can inform both phenotypic and etiologic heterogeneity. Phenotypic
heterogeneity is suggested by variable expressivity of symptoms and diseases within families, whereas etiologic hetero-
geneity is demonstrated by similar phenotypes manifesting between families. Moreover, the family study method permits
assessment of associations between disorders by evaluating specific patterns of cosegregation of two or more disorders
within families (Merikangas, 1990).

Twin Studies

The twin study design is one of the most powerful study designs in genetic epidemiology because it yields estimates of
heritability and also permits evaluation of multigenerational patterns of expression of genetic and environmental risk
factors (Dick, Riley, & Kendler, 2010). Twin studies that compare concordance rates for monozygotic twins (who share the
same genotype) with those of dizygotic twins (who share an average of 50% of their genes) provide estimates of the degree
to which genetic factors contribute to the etiology of a disease phenotype. Path analytic approaches that estimate the
proportion of variance attributable to additive genes and common and unique environment have been the standard method
of analysis of data from large twin studies. Twin studies can also provide information on the genetic and environmental
sources of sex differences in a disease by investigating sex-specific concordance rates. Environmental exposures may also
be identified by comparing differential exposures among discordant monozygotic twins. Twin studies may also inform the
genetic mode of transmission of a disease by inspection of the degree of adherence of the difference in risk between
monozygotic and dizygotic twins to the Mendelian ratio of 50%. Finally, twin studies may inform the spectrum of
expression of diseases and disease subtypes through identifying the components of phenotypes that are most heritable
(van Beijsterveldt et al., 2013; Lichtenstein, Tuvblad, Larsson, & Carlstrom, 2007; McGuffin et al., 2003; Verhulst,
Neale, & Kendler, 2015).

Adoption Studies

Adoption studies have been the major source of evidence regarding the joint contribution of genetic and environmental
factors to disease etiology. Adoption studies compare the similarity between an adoptee and his or her biological versus
adoptive relatives, or the similarity between biological relatives of affected adoptees with those of unaffected or control
adoptees. The latter approach is more powerful because it eliminates the potentially confounding effect of environmental
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factors. Similar to the familial recurrence risk, the genetic contribution in adoption studies is estimated by comparing the
risk of disease to biological versus adoptive relatives, or the risk of disease in biological relatives of affected versus control
adoptees. These estimates of risk are often adjusted for sex, age, ethnicity, and other factors that may confound the links
between adoption status and an index disease.

With trends toward selective adoption and the diminishing frequency of adoptions in the United States, adoption studies
are becoming less feasible methods for identifying genetic and environmental sources of disease etiology (National Adoption
Information Clearinghouse, 2007). However, the increased rate of reconstituted families (families composed of both siblings
and half siblings) may offer a new way to evaluate the role of genetic factors in the transmission of complex disorders (Risch
et al., 2014). Genetic models predict that half siblings should have a 50% reduction in disease risk compared with that of full
siblings. Deviations from this risk provide evidence for polygenic transmission, gene � environment (G � E), or other
complex modes of transmission.

GENETIC EPIDEMIOLOGY OF PSYCHIATRIC DISORDERS

There has been a substantial body of research on the genetic epidemiology of psychiatric disorders, as summarized in
numerous reviews of aggregate evidence (Merikangas & Karayiorgou, 2015), as well as of specific disorders (Boraska
et al., 2014; Hinney & Volckmar, 2013; Kim & Leventhal, 2015; Merikangas & Yu, 2002; Sullivan, 2005; Taylor, 2013;
Wetherill et al., 2014; Wilde et al., 2014). Increased recognition of the role of biologic and genetic vulnerability factors for
psychiatric disorders has led to research with increasing methodological sophistication over the past two decades. Next, we
review the current evidence regarding the genetic epidemiology of psychiatric disorders.

Neurodevelopmental Disorders

Attention-Deficit Hyperactivity Disorder

Attention-deficit hyperactivity disorder (ADHD) is both familial and heritable (Wallis, Russell, & Muenke, 2008). The
average twin concordance rate of 0.76 from numerous twin studies indicates that 70e80% of the etiology of ADHD can be
attributed to genetics (Biederman & Faraone, 2005). In addition, a higher rate of ADHD is reported in biological parents of
ADHD probands than in their adoptive parents (18% vs. 6%), and in only 3% of the biological parents of control probands
(Sprich, Biederman, Crawford, Mundy, & Faraone, 2000).

Autism Spectrum Disorder

Both the twin and family studies converge in implicating genetic risk factors in the etiology of autism spectrum disorder
(ASD). Concordance rates of ASD in siblings range from about 3% to 14% (Bolton et al., 1994; Constantino, Zhang,
Frazier, Abbacchi, & Law, 2010; Muhle, Trentacoste, & Rapin, 2004; Sumi, Taniai, Miyachi, & Tanemura, 2006). Studies
of ASD and related phenotypes in infant siblings of patients with autism have also shown that there is a range of man-
ifestations of social and communication as well as cognitive deficits in these siblings compared with control subjects
(Georgiades et al., 2012; Szatmari et al., 1996). The results of these studies suggest that approximately 20% of infant
siblings of autism probands proceed to develop ASDs (Georgiades et al., 2012; Ozonoff et al., 2011), and there are sex
differences in the development of autism phenotypes (Zwaigenbaum et al., 2012). These familial influences have been
investigated as sources of heterogeneity of autism (Szatmari et al., 2008) as well as a source of nongenetic influence on
functioning among children with autism (MacLean et al., 1999).

Estimates of the heritability of ASD from twin studies of clinical samples range from approximately 36% to greater
than 95% (Colvert et al., 2015; Hallmayer et al., 2011). The largest twin study with direct clinical assessment of a sys-
tematic sample of cases of autism from northern California yielded concordance rates of 0.58 (male) and 0.60 (female) for
monozygotic pairs, and 0.21 (male) and 0.27 (female) for dizygotic pairs, yet the heritability (37% for strict autism and
38% for ASD) remained highly significant (Hallmayer et al., 2011).

Schizophrenia

There is an extensive body of research on the genetic epidemiology of schizophrenia (Doherty, O’Donovan, & Owen,
2012; McGrath, Mortensen, Visscher, & Wray, 2013; Sullivan, 2005). Despite wide differences in methods, samples, and
geographic locations, controlled family studies yield a remarkably similar average relative risk of 8.9 to first-degree
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relatives. The fourfold greater proband-wise concordance rate of schizophrenia in monozygotic compared with dizygotic
twins found in 12 studies to date demonstrates the role of genetic factors in the familial aggregation of schizophrenia. The
average heritability in liability to schizophrenia across the studies is 0.81 (Sullivan, Kendler, & Neale, 2003). Similarly,
adoption studies using traditional paradigms and modern diagnostic criteria (if available) demonstrate that the average risk
to first-degree relatives was 15.5% compared with 3.6% for control subjects, yielding a relative risk of 4.3.

Despite evidence regarding the importance of genetic risk factors for schizophrenia, the lack of expected Mendelian risk
ratios in the difference in risk of schizophrenia as a function of genetic similarity suggests that schizophrenia is a
genetically complex disorder (Risch, 1990). Despite its high heritability, schizophrenia has been shown to result from
multifactorial etiologic influences (Agerbo et al., 2011; Fazel, Wolf, Palm, & Lichtenstein, 2014; Hallmayer, 2000;
Kendler, Ohlsson, Sundquist, & Sundquist, 2015; McGuffin, 2004; Portin & Alanen, 1997; Sariaslan et al., 2015; Sullivan
et al., 2003; Tsuang, 2001). As described subsequently, the neurocognitive correlates of schizophrenia and increased
neurodevelopmental abnormalities among children at high risk for schizophrenia have led to the widespread recognition of
schizophrenia as a neurodevelopmental disorder (Dealberto, 2007).

Eating Disorders

Eating disorders (EDs) are a group of disorders involving disturbed or distorted body image coupled with eating and/or
weight loss behaviors, and include anorexia nervosa (AN), bulimia nervosa (BN), binge eating disorder (BED), and EDs not
otherwise specified. The prevalence is low; eg, the average prevalence rate for AN in young females is 0.3%, and 1% for
BN, whereas higher prevalence rates have been shown for partial syndromes of AN (Hoek, 2006). Prevalence rates are even
lower in males (Hudson, Hiripi, Pope, & Kessler, 2007). Because of the low prevalence rates, EDs have often been excluded
from examination in national surveys, and data are primarily derived from clinical samples. Because most people with EDs
do not seek treatment, those in research studies may comprise a different group from that of the general population.

Relatives of probands with AN are 11 times more likely to have AN than are relatives of control subjects and there is a
higher prevalence of AN and other subthreshold EDs in first-degree relatives of probands than in relatives of control
subjects (Strober, Freeman, Lampert, Diamond, & Kaye, 2000). Increased prevalence of BN is also found in relatives of BN
probands (Thornton, Mazzeo, & Bulik, 2011). Multiple twin studies have found high heritability for AN, and one clinically
ascertained study reports that additive genetic effects accounted for 88% of the liability to AN (Bulik, Sullivan, Wade, &
Kendler, 2000), whereas a population-based study reports a lower rate (58%) (Wade, Bulik, Sullivan, Neale, & Kendler,
2000). Heritability estimates on ED symptoms from an adoption study ranged from 59% to 82% (Klump, Suisman, Burt,
McGue, & Iacono, 2009), which indicated the importance of underlying genetic risk factors. Other studies of the heritability
of EDs yielded slightly lower estimates: 22% for AN, 52% for BN, and 57% for BED (Mitchison & Hay, 2014).

Mood Disorders

Genetic factors have long been implicated in the etiology of bipolar (BP) disorder. The bulk of evidence is based on
controlled family studies that have yielded risk ratios averaging from 8.0 to 12.0 (Merikangas & Yu, 2002; Sullivan, Neale,
& Kendler, 2000). In a meta-analysis of the familial loading of mood disorders, Wilde et al. (2014) reported close to an
eightfold increase in odds of BP among first-degree relatives of probands with the disorder. In two population-based
studies, a sevenfold and a 6.5-fold increased risk of BP disorder among first-degree relatives of probands with BP dis-
order were reported from the Swedish (Lichtenstein et al., 2009) and Dutch (Aukes et al., 2012) registries. Furthermore, a
meta-analysis of BP disorder in children found that the odds of BP-I were almost sevenfold in first-degree relatives of
probands with pediatric BP disorder compared with control probands (Wozniak, Faraone, Martelon, McKillop, &
Biederman, 2012).

Twin studies of BP disorder reported concordance rates in monozygotic twins that are about eight times those of
dizygotic twins and yielded high heritability estimates (Smoller & Gardner-Schuster, 2007). For example, a study of twins
from the Maudsley Twin Registry reported a heritability estimate of 85% when employing a narrow definition of
concordance and 89% when employing a broad definition (McGuffin et al., 2003). Such high heritability estimates indicate
that a substantial proportion of phenotypic variation in BP disorder is attributable to genes.

The familial aggregation of major depression has also been examined in numerous controlled studies. Aggregate
estimates of the familial associations for major depression based on reviews and meta-analyses of controlled family study
(Sullivan et al., 2000) and registry data (Wilde et al., 2014) are substantially lower than those of BP disorder, with familial
risk ratios averaging about 2.5e2.8, familial heritability of 0.32 (Wray & Gottesman, 2012), and average twin heritability
of 0.3e0.4.

Genetic Epidemiology Chapter | 2 31

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



The results of two large controlled family studies demonstrated that the familial transmission of mania and major
depression may be independent (Merikangas et al., 2013; Vandeleur, Merikangas, Strippoli, Castelao, & Preisig, 2013).
This suggests that mania and depression do not comprise opposite ends of a common underlying diathesis (Hickie, 2014).
Aside from the BPemajor depression distinction, there is substantial ongoing effort to distinguish subtypes of both BP
disorder and major depression, which may increase our ability to identify their genetic and environmental correlates. The
most discriminating subtypes of BP disorder are early age at onset (Kendler, Gatz, Gardner, & Pedersen, 2005) and
psychotic subtypes (Ostergaard, Waltoft, Mortensen, & Mors, 2013), whereas the atypical subtype of major depression
appears to differ from that of nonatypical, particularly melancholic depression (Lamers et al., 2013). Therefore, future
studies that investigate mania and major depression as well as early age at onset and the atypical subtype may yield results
different from those cited earlier.

Aggregate adoption study data on mood disorders reveal a moderate increase in rates of mood disorders among biologic
compared with adoptive relatives of adoptees with mood disorders (Faraone, Kremen, & Tsuang, 1990). With respect to
BP disorder, there is little evidence for differential risk among biologic compared with adoptive relatives of adoptees with
BP disorder. However, the small numbers of BP adoptees who have been studied (ie, fewer than 50) do not provide an
adequate test of genetic and environmental influences. The most compelling finding from adoption studies, however, is the
dramatic increase in completed suicide among biologic, as opposed to adoptive, relatives of mood disorder probands
(Mendlewicz & Rainer, 1977; Wender et al., 1986).

Anxiety Disorders: Panic Disorder

The lifetime prevalence of panic disorder is reported to be 4.8%, typically with a young adult age at onset, and it occurs
more frequently in females (Kessler et al., 2006; Roy-Byrne, Craske, & Stein, 2006). Panic disorder has the strongest
degree of familial aggregation of any of the anxiety disorder subtypes. A review of 13 family studies of panic disorder by
Gorwood, Feingold, and Ades (1999) shows a sevenfold relative risk of panic among relatives of panic probands compared
with control subjects. In addition, early-onset panic, panic associated with childhood separation anxiety, and panic
associated with respiratory symptoms each have been shown to have a higher familial loading than other varieties of panic
disorder (Goldstein, Wickramaratne, Horwath, & Weissman, 1997). Although there has been some inconsistency reported
among twin studies of panic disorder, studies show that panic disorder has the highest heritability of all anxiety disorders
(44%) (Kendler, Gardner, & Prescott, 2001). Comorbidity with other anxiety disorders, such as social anxiety disorder,
generalized anxiety disorder, major depressive disorder, and substance use disorders, often occurs with panic disorder and
may be the result of phenotypic overlap within the internalizing disorder spectrum as well as shared genetic and nongenetic
risk factors (Hettema, Neale, Myers, Prescott, & Kendler, 2006). There is also a strong association between panic disorder
and suicidal ideation and suicide attempts, even after adjustment for affective comorbidity and other suicide risk factors
(Sareen et al., 2005).

ObsessiveeCompulsive Disorder

Controlled family studies of obsessiveecompulsive disorder (OCD) reveal an elevated familial risk in probands with OCD
compared with control subjects. There is greater familial aggregation associated with early age at onset and obsessions
rather than compulsions (Grabe et al., 2006; Nestadt et al., 2000; Pauls, Alsobrook, Goodman, Rasmussen, & Leckman,
1995). Other studies show that the risk for OCD among relatives of OCD probands increases proportionally to the degree
of genetic relatedness, and relatives at similar genetic distances have similar risks for OCD despite different degrees of
shared environment. The proportion of familial risk for OCD attributable to additive genetic factors is 47%. There are no
significant sex differences in the familial pattern or heritability estimates (Mataix-Cols et al., 2013). Heritability of OCD in
twins across multiple studies ranges from 0.48 to 0.54; however, heritability of obsessiveecompulsive trait is substantially
greater than the disorder (Bellodi, Sciuto, Diaferia, Ronchi, & Smeraldi, 1992; Browne, Gair, Scharf, & Grice, 2014; Carey
& Gottesman, 1981; Lenane et al., 1990; Taylor, 2013). First-degree relatives of OCD probands are more likely to have
mood disorders than those of control relatives (Black et al., 2013). Furthermore, relatives of OCD probands with
unaffected-OCD first-, second-, and third-degree relatives have a significantly increased risk for schizophrenia, BP dis-
order, and schizoaffective disorder (Cederlöf et al., 2015). Interestingly, nonbiologic relatives (spouses or partners who
have at least one child together) also have an elevated risk for OCD (Mataix-Cols et al., 2013). The rate of OCD among the
relatives of children with OCD (onset before age 12/prepubertal) is significantly higher than the rates in families of adults
with OCD, which indicates that childhood-onset OCD may have a different etiology from adult-onset OCD (Pauls,
Abramovitch, Rauch, & Geller, 2014).
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Substance Use Disorders

A positive family history of a substance use disorder is a consistent and robust risk factor for substance use in first-degree
relatives (for comprehensive reviews of alcoholism, see Heath et al. (1997, 2001), Merikangas (2002), and Tsuang, Bar,
Harley, and Lyons (2001)). Twin studies have demonstrated the contribution of both genetic and environmental risk factors
to both alcoholism and drug abuse (Kendler et al., 2012; Kendler, Neale, Heath, Kessler, & Eaves, 1994). Heritability of
alcoholism (narrowly defined) has been estimated at 59% by some researchers (Kendler, Karkowski, Neale, & Prescott,
2000), whereas the heritability of problem drinking (using broad definitions) has been estimated at 8e44% in females and
10e50% in males (Heath et al., 1997). Several adoption studies conducted in the 1980s and 1990s in Scandinavia
demonstrated the importance of genetic factors underlying alcoholism (Cloninger, Bohman, Sigvardsson, & von Knorring,
1985; Goodwin, 1985; Sigvardsson, Bohman, & Cloninger, 1996).

Although there has been less systematic research on the familial aggregation of drug use disorders, numerous family
history studies and uncontrolled and controlled family studies have demonstrated that rates of substance use disorders are
elevated among relatives of drug abusers compared with those of control subjects and compared with population
expectations (Bierut et al., 1998; Merikangas, Stevens, et al., 1998). One controlled family study of drug use disorders
using contemporary family study data (Merikangas, Stolar, et al., 1998) showed an eightfold increased risk of substance
use disorders (opioids, cocaine, cannabis, and alcohol) among relatives of probands with drug disorders compared with
relatives of people with psychiatric disorders and normal control subjects. Family, twin, and adoption studies have also
demonstrated common genetic and environmental factors that contribute to cannabis use disorders and other drug use
disorders (Agrawal & Lynskey, 2006). The results of numerous twin studies of substance use disorders in general, as well
as those of specific drugs, have shown that genetic factors underlie drug abuse in general (Kendler, Karkowski, & Prescott,
1999) in addition to unique genetic factors associated with specific drugs of abuse including nicotine and cannabis
(Kendler et al., 2012, 2000; Kendler & Prescott, 1998a, 1998b; Tsuang et al., 2001).

Summary

This review demonstrates that all of the major mental disorders are familial with the highest recurrence risks for BP
disorder, schizophrenia, and ASD, intermediate for AN, OCD, and substance abuse, and lowest for major depression and
ADHD. Heritability in twin studies parallel the familial risks, demonstrating the contribution of genetic factors contributing
to their etiology (Table 2.1). There has been a shift from small clinical studies to those with larger samples from registries
and population samples that have increased our ability to identify shared familial risk across these conditions, as well as

TABLE 2.1 Summary of Estimates of Familial Risk, Phenotypic, and Genotypic Heritability

Disorder

Family-Based

Risk Ratios

Phenotypic

Heritability

SNP-Based

Heritability
�
h2
SNP

�

Neurodevelopmental disorders

Attention-deficit hyperactivity
disorder

2e8 0.30e0.76 0.281

Autism spectrum disorder 7e10 e 0.130

Schizophrenia 8e10 0.80e0.84 0.235

Eating disorder

Anorexia nervosa 7e10 0.48e0.88 e

Mood disorders

Bipolar disorder 7e10 0.60e0.80 0.250

Major depression 2e3 0.28e0.40 0.210

Obsessiveecompulsive disorder 5e6 0.38e0.51 0.370

Panic disorder 3e8 0.40e0.60 e

Substance dependence 4e8 0.30e0.50 e
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patterns of familial specificity. The newer generation of family studies has also begun to expand phenotypic assessments to
include dimensional measures of phenotypes and biologic measures that may be closer manifestations of the underlying
genetic factors (Glahn et al., 2012; Gur et al., 2007).

APPLICATIONS OF GENETIC EPIDEMIOLOGY IN MOLECULAR ERA

The next section describes future directions in genetic epidemiology in the molecular era. We first summarize the results of
GWAS and sequencing studies of neuropsychiatric disorders using caseecontrol designs. We then consider future study
designs and methods that can incorporate advances in molecular genetics and neuroscience, as well as the role of envi-
ronmental exposures that influence the timing and manifestation of psychiatric disorders.

Study Designs and Samples

Genome-Wide Association Studies: CaseeControl Studies

There has been dramatic growth in large-scale caseecontrol studies to identify genetic markers associated with
psychiatric disorders, especially with the advent of large international data-sharing initiatives such as the Psychiatric
Genomics Consortium (PGC) (www.med.unc.edu/pgc/). This initiative has been most successful for schizophrenia, in
which, in the largest study to date (36,989 patients and 113,075 control subjects) the PGC reported 128 independent
associations spanning 108 loci that meet genome-wide significance (Schizophrenia Working Group of the Psychiatric
Genomics Consortium, 2014). The PGC has also completed the largest GWAS to date of major depressive disorder and
found no statistically significant hits (Ripke et al., 2013). However, a meta-analysis combining major depression and BP
disorder did demonstrate genome-wide significant associations for six SNPs on chromosome 3p21 (P < 7.2 � 10�8)
(McMahon et al., 2010). More robust results have been found in GWAS of BP disorder, in which researchers identified
statistically significant associations at CACNA1C and ODZ4 (Psychiatric GWAS Consortium Bipolar Disorder Working
Group, 2011).

Despite the high heritability of ADHD, to date no SNPs have reached the genome-wide significance threshold in
GWAS (Neale et al., 2010); however, genome-wide CNV studies have demonstrated some promising findings (Hawi et al.,
2015). Given heritability estimates of 60e80%, ADHD is assumed to be a complex, polygenic disorder with substantial
genetic contributions (Froehlich et al., 2011). In ASD, GWAS completed by the Autism Genome Project yielded a
statistically significant association for an SNP inMACROD2 (Anney et al., 2010), but this association was not replicated in
the second stage of the analysis (Anney et al., 2012). More promising findings have been reported in CNV studies of ASD,
in which rare CNV is now considered an important risk factor in the development of ASD (Pinto et al., 2010). Pinto et al.
(2014) demonstrated an excess of genic deletions and duplications in affected versus control groups.

Studies of AN and BN have not yielded genome-wide associations (Boraska et al., 2014; Wade et al., 2013), nor have
examining general eating disorders been successful (Boraska et al., 2012). However, Boraska and colleagues stated that
intronic variants in SOX2OT and PPP3CA were suggestively associated in their analyses, and signals specific to Europeans
were found between CUL3 and FAM124B and near SPATA13 (Boraska et al., 2014).

Although twin and family studies have consistently shown that genetic factors explain almost half the variance of panic
disorder (Maron, Hettema, & Shlik, 2010), GWAS have not yet led to the identification of potential underlying genetic
variants (Schumacher et al., 2011). The largest GWAS and meta-analysis (718 patients and 1717 control subjects) of panic
disorder detected no genome-wide significant SNPs, although the authors reported suggestive associations for several loci
(eg, BDKRB2) (Otowa et al., 2012).

Likewise, a GWAS of OCD by the International OCD Foundation Genetics Collaborative did not report genome-wide
significant associations in the combined caseecontrol and trio meta-analysis of this sample (Stewart et al., 2013). The OCD
Collaborative Genetics Association Study, composed of comprehensively assessed OCD patients with an early age of OCD
onset, did not report genome-wide significant associations; however, follow-up analyses of signals from previously
published data highlighted DLGAP1 and GRIK2, as well as another set of genes including NEUROD6, SV2A, GRIA4,
SLC1A2, and PTPRD (Mattheisen et al., 2015).

A GWAS of aggregate substance dependence categories using multiple caseecontrol studies yielded one significant hit
in PKNOX2 for European women; however, the association signal was not statistically significant in males or
African-origin population (Chen, Cho, Singer, & Zhang, 2011). Binary analysis of data from the Collaborative Study on the
Genetics of Alcoholism sample (2322 subjects from 118 European American families) revealed a significant SNP in the
uncharacterized gene LOC151121 on chromosome 2, whereas quantitative analysis implicated another SNP in ARHGAP28.
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The result of the binary analysis was replicated in the Study of Addiction: Genetics and Environment sample, whereas the
results of the quantitative analysis were not (Wetherill et al., 2015).

Despite the enthusiasm generated by the positive findings for many of these disorders, the total proportion of variance
explained by even the largest international collaborative studies with hundreds of thousands of cases is still small (17e29%
in the cross-disorder analyses and much lower in others) (Lee et al., 2013). This has led to substantial discussion regarding
the so-called “missing heritability” in GWAS. However, the finding that common genetic variants explain only a limited
proportion of the variance is not surprising in light of growing evidence regarding the role of undetected rare variants,
environmental factors, and sources of misclassification of patients and control subjects in GWAS, including etiologic and
clinical heterogeneity within patients, misclassification of control subjects, and other factors that might reduce the power of
these studies. The clinical samples from these studies have been highly heterogeneous in terms of sampling source and
diagnostic characteristics, and few of the control samples would meet traditional criteria for controls in epidemiology
(Wacholder, Garcia-Closas, & Rothman, 2002). Future studies will require large systematic samples that are directly
recruited for a cohort study or existing registries and/or biobanks that have sufficiently large and well-characterized
samples of cases, as well as built-in controls without the index conditions.

Whole Genome/Exome Sequencing of CaseeControl Studies

International collaborations have focused on genome-wide or exome (protein-coding) sequencing techniques that have
been proposed as a tool that can be used in risk prediction and may lead to greater understanding of the etiology, prognosis,
and treatment response in psychiatric disorders (Biesecker & Peay, 2013). Moreover, the analytic challenges will be
complex, and novel techniques are under development (Pabinger et al., 2014). Success of the sequencing approach has
been shown in schizophrenia, in which an exome sequencing study of 2536 schizophrenia patients and 2543 control
subjects showed polygenic burden from rare (less than one in 10,000), disruptive mutations distributed across many genes
(Purcell et al., 2014). Although no individual gene-based test achieves significance after correcting for multiple testing,
enriched gene sets included those previously implicated by GWAS and CNV studies, specifically the voltage-gated
calcium ion channel, and the signaling complex formed by the activity-regulated cytoskeleton-associated scaffold pro-
tein of the postsynaptic density.

Population Registries and Biobanks

One of the most important sources of future data for genetic epidemiology will be systematic data from population
samples, disease or medical registries, and biobanks that have sufficiently large samples of diseases coupled with
comprehensive information on phenotypes, genotypes, treatment patterns, laboratory measures, environmental exposures,
and health behaviors. Population-based registry data have made a growing contribution to epidemiologic research because
of their large sample size, the representativeness of their target populations, and the reduced likelihood of bias owing to
recall, or nonresponse. Registries such as the Scandinavian administrative registries that are inclusive of the entire pop-
ulation (Olsen, Basso, & Sorensen, 1999) can be combined with other ones (eg, population, multigeneration, hospital
discharge, outpatient care, etc.) because they contain common identifying information for the entire population. The ability
to link health data with family information, social factors, and morbidity and mortality information is a bonus of
registry-based research that can provide a rich series of correlates of disease, especially in registries that include biologic
data. In fact, some registries even include genomic data for the entire population (ie, deCODE) (Gudbjartsson et al., 2015).
The National Health and Nutrition Examination Survey collected DNA and disease information on a nationally repre-
sentative sample of US adults that is available for analysis for research (http://www.cdc.gov/nchs/nhanes/genetics/genetic_
types.htm). Analysis of registry data as a retrospective cohort study can provide a cost-effective way to gain insight into
important associations that can later be tested in more expensive prospective studies.

Similar to all secondary data, the quality of diagnosis and risk factors is not under the control of the researcher, and
often there are missing data that preclude comprehensive analysis of risk. There is often a lack of clinical information
beyond categorical diagnosis (eg, patient discharge registers) which precludes the examination of subclinical features of
disorders and can be subject to greater misclassification of cases and controls. The registers also represent treated cases that
may reflect the “tip of the iceberg” phenomenon for common disorders. Finally, the retrospective nature of a registry limits
causal inference.

Another type of population sample that has been of growing interest is biobanks, or repositories for biologic samples
(typically including blood and extracted DNA, but also other tissues and cells) with associated phenotype information.
Biobanks can be disease-specific, such as the EuroBioBank (http://www.eurobiobank.org/), which focuses on a

Genetic Epidemiology Chapter | 2 35

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/

http://www.cdc.gov/nchs/nhanes/genetics/genetic_types.htm
http://www.cdc.gov/nchs/nhanes/genetics/genetic_types.htm
http://www.eurobiobank.org/


particular rare disease, or population-specific, such as the United Kingdom Biobank (http://www.ukbiobank.ac.uk/
about-biobank-uk/; de la Paz et al., 2010). Biobank data are also available in the United States from large health care
networks such as Kaiser-Permanente (http://www.dor.kaiser.org/external/DORExternal/rpgeh/index.aspx) and the
Geisinger My Code Project (https://c.ymcdn.com/sites/www.isber.org/resource/resmgr/2014_Presentations/D.Ledbetter-
GeisingersByCode.pdf).

There are strengths and limitations to both of these approaches, as well as specific biases that should be considered
when interpreting findings. The observational and retrospective nature of opt-in biobanks and registries is perhaps the most
serious impediment to the generalizability of the findings (Krumholz, 2009). Finally, ethical concerns such as informed
consent, reporting of incidental findings, and confidentiality will continue to be an important concern in biobanks and
registry settings (de la Paz et al., 2010). The most powerful studies of the future will require large numbers of participants
with in-depth assessment of both phenotypes and potential risk factors for these diseases, particularly cohort studies that
can detect incident patient who are observed prospectively over time.

Statistical Approaches to Estimate Genetic Influence

Several statistical approaches that take advantage of markers identified in GWAS have also advanced our understanding of
the genetic architecture of psychiatric disorders, notably genomic profile (or polygenic) risk scores and GCTA. Polygenic
scores summarize genetic effects in a GWAS by computing a weighted sum of associated “risk” alleles within each subject.
Initially, markers (typically SNPs) are selected based on their evidence for association, typically their P values, using a
training sample, and the weighted score is then constructed in an independent replication sample. The association threshold
used in the score is determined by researchers, but is typically examined at multiple thresholds (eg, 0.5, 0.1, 0.01, 0.001,
0.0001, <0.0001) (Wray et al., 2014). If an association is found between a trait/disorder and the polygenic score, one
assumes that a genetic signal is present among the selected markers. Later, this score can be used to predict individual trait
values (Dudbridge, 2013). The original use of polygenic scores has been extended to include detecting shared genetic
etiology among traits, to infer the genetic architecture of a trait, and to establish the presence of a genetic signal in
underpowered studies, and can act as a biomarker for a phenotype (Euesden, Lewis, & O’Reilly, 2014).

Polygenic score analysis was first applied successfully to a GWAS of 3322 European individuals with schizophrenia
and 3587 control subjects. Findings provided molecular genetic evidence for a substantial polygenic component to the risk
of schizophrenia involving thousands of common alleles of very small effect (Purcell et al., 2009). This approach has also
been used to examine the shared genetic effect between purportedly distinct disorders, notably schizophrenia and BP
disorder. For example, in a study of 1829 patients with BP disorder and a replication sample of 506 patients, researchers
found that patients with schizoaffective bipolar disorder were significantly discriminated from the remaining participants
with BP disorder in both the primary and replication data sets, whereas those with psychotic BP disorder were not
significantly different from those with nonpsychotic BP disorder in either data set (Hamshere et al., 2011). Subsequently,
polygenic score methodology has been applied to a host of complex disorders beyond psychiatric phenotypes, including
Parkinson disease (Escott-Price et al., 2015), breast cancer (Vachon et al., 2015), Alzheimer disease (Martiskainen et al.,
2015), and obesity (Domingue et al., 2014), among others, and has examined differences in the genetic architecture of
behavioral traits and psychiatric disorders (Stergiakouli et al., 2015).

GCTA, which estimates the proportion of phenotypic variance explained by genetic variants (typically SNPs) for
complex traits, is another method that can be used to characterize the genetic architecture of complex disorders (Yang et al.,
2011). Genomic-relatedness matrix-restricted maximum likelihood, either chromosome- or genome-wide, provides an
estimate of narrow heritability that does not rely on the assumptions defined in standard twin studies. Instead, it assumes
that environmental factors are not correlated with differences in the degree of genetic similarity for individuals who are not
in the same extended families. Contrary to standard behavioral genetics studies that define relatedness by pedigree
structure, it estimates genetic relatedness directly from the SNP data (Benjamin et al., 2012).

In addition to defining the genetic relationship from genome-wide SNPs, GCTA can also be used to predict the
genome-wide additive genetic effects for individual subjects and for individual SNPs, to estimate the linkage disequi-
librium structure encompassing a list of target SNPs and the genetic correlation between two traits or diseases using a
bivariate SNP-based model that estimates the average genome-wide relationship between two disorders (Lee et al., 2012).
This method was first applied successfully to analyze the genetic contribution to human height (Yang et al., 2010), but its
use has expanded to psychiatric disorders such as ADHD (Yang et al., 2013), anxiety-related behaviors (Trzaskowski et al.,
2013), ASD (Klei et al., 2012) and others, to neurological disorders such as Parkinson disease (Keller et al., 2012) and
multiple sclerosis (Watson, Disanto, Breden, Giovannoni, & Ramagopalan, 2012), and to childhood obesity (Llewellyn,
Trzaskowski, Plomin, & Wardle, 2013).
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However, polygenic scoring and GCTA assume additive genetic variance, which does not take into account potential
multiplicative geneegene interactions nor do they consider G � E interactions. Furthermore, polygenic scoring and GCTA
estimates that are typically derived from SNPs do not include other types of genetic variants (CNVs, segmental dupli-
cations, etc.) that may also underlie disease etiology.

As shown in Table 2.1, there are striking differences in the discrepancy between SNP-based heritability estimates for

GWAS “hits” compared with all genome-wide SNPs. In general, the estimates of SNP based heritability
�
h2SNP

�
are

substantially lower than those for phenotypic heritability. For example, the SNP-based heritability for BP disorder and

schizophrenia are about one-third that of phenotypic heritability
�
eg; h2phenotype ¼ 0:70 vs: h2SNP ¼ 0:20; and h2phenotype ¼

0:80 vs: h2SNP ¼ 0:30; respectively
�
. Moreover, in contrast to the much greater heritability of BP disorder compared with

major depression, the estimates of SNP-based heritability for BP disorder and major depression are nearly equal (ie, 0.25
for BP and 0.21 for major depression) (Wray & Gottesman, 2012). Whereas the SNP-based estimate for major depression
is nearly equal to the phenotypic heritability, there is a large discrepancy between these estimates for BP disorder.
However, phenotypic blurring between manic episodes, the core feature of BP disorder, and major depressive episodes
may have led to misclassification of patients in current GWAS studies on which these heritability estimates are based.

Differences between phenotypic and SNP-based heritability have important implications for risk prediction. There has
been increasing concern regarding the low attributable risk of GWAS “hits” because few of the molecular genetic findings
have improved our ability to predict risk. For example, the variance explained by GWAS for BP disorder is 0.02 and for
schizophrenia is 0.01 (Visscher, Brown, McCarthy, & Yang, 2012). By contrast, the phenotypic variance explained for
nonpsychiatric disorders has been much greater (eg, 0.60 for type 1 diabetes, 0.24 for Alzheimer disease (Ridge,
Mukherjee, Crane, & Kauwe, 2013), and 0.10 each for multiple sclerosis (Sawcer et al., 2011) and high-density lipoprotein
cholesterol (Teslovich et al., 2010). This disparity can be attributed to the fact that GWAS do not examine the full range of
genetic variation such as rare or structural variants (Wray, Goddard, & Visscher, 2008). Furthermore, they do not reflect
sources of complexity of the genetic architecture of diseases such as pleiotropy (multiple phenotypic effects of single
variants) (Visscher et al., 2012) or the dichotomous classification of disease, which may lead to misclassification of patients
with subthreshold manifestations of disease as control subjects. In addition, phenotypic heritability estimates from family
studies may reflect environmental factors that may influence familial resemblance. In a comparison of the use of family
history and SNPs to predict risk of complex diseases, Do, Hinds, Francke, and Eriksson (2012) found that family history
surpasses SNPs for highly common heritable conditions such as cardiovascular disease and type 2 diabetes, whereas
SNP-based estimates have superior prediction of risk for diseases of low frequency such as multiple sclerosis and Crohn’s
disease. Ultimately, combinations of family history and genome-wide SNPs may have increased prognostic ability for
complex diseases.

Phenotypes: Moving Beyond Dichotomous Classification

The most important impediment to progress in psychiatric genetics is the lack of validity in the classification of psychiatric
disorders. The development of structured interviews to ascertain diagnostic criteria for psychiatric disorders has enhanced
the comparability of diagnostic methods within the United States and worldwide, as reflected in the World Mental Health
Initiative, the largest international study of psychiatric disorders. Despite the enhancement of reliability conferred by
operational diagnostic criteria, however, there is still a lack of validity for these broad categories (Kendell, 1989). There is
substantial evidence that all of the major mental disorders are reflections of continuous underlying liabilities as represented
by the multifactorial polygenic threshold model of complex diseases introduced by Falconer (1960). The spectrum concept
of schizophrenia (Kraepelin, 1919), mood disorders (Angst, 2007), and autism (Wing, 1981) has provided alternatives to
dichotomous classification of these conditions. Future studies that consider the full range of expression of these conditions
as well as more homogeneous subtypes may improve our ability to define psychiatric phenotypes. For example, a study of
ADHD symptoms and clinical disorder demonstrated that the same genetic factors influenced ADHD as both a disorder
and trait (Stergiakouli et al., 2015). Therefore, studies that impose high disease thresholds may misclassify those with less
severe manifestations as control subjects. The Research Domain Criteria initiative established by the National Institutes of
Mental Health, that was designed to develop new ways of classifying psychiatric disorders based on behavioral dimensions
and neurobiological measures for research purposes, has led to widespread research that extends dichotomous phenotypic
classification beyond dichotomous diagnostic entities (http://www.nimh.nih.gov/research-priorities/rdoc/index.shtml).

The boundaries between disorders are also blurred, and most individuals with one disorder tend to have others as
well. For example, 70% of people with BP disorder have a history of three or more other psychiatric disorders
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(Merikangas et al., 2007). Despite these well-established patterns of overlap among disorders and their dimensional
underpinnings, genetic studies to date have been based on dichotomous categories that are certainly replete with co-
morbidity and characterized by heterogeneous etiologic factors. Twin and family studies will have major value as we move
from dichotomous diagnostic categories to identify the underlying components and subtypes of these categories, as
described next.

Phenotypic Boundaries

One finding regarding psychiatric phenotypes that has generated substantial attention is the overlap in genetic factors
underlying schizophrenia, BP disorder, ASD, and ADHD from analyses of registries and large GWAS (Lee et al., 2013;
Smoller et al., 2013). Using data from the Swedish treatment registry, Lichtenstein et al. (2009) reported heritability
coefficients of 0.59 for BP disorder and 0.64 for schizophrenia. However, they also found substantial familial overlap in the
two conditions, most of which was attributable to common genetic influences. Wray and Gottesman (2012) reported
remarkably similar heritability of these conditions in the Danish Registry (0.62 for BP disorder and 0.67 for schizophrenia,
respectively).

Cross-disorder studies of SNP-based overlap have also yielded suggestive evidence of shared genetic etiology across a
range of psychiatric disorders. In a combined case sample of 33,332 cases of European ancestry which included ASD,
ADHD, BP disorder, major depressive disorder, and schizophrenia compared with 27,888 control subjects, there was
shared heritability between schizophrenia and BP disorder; moderate heritability between schizophrenia and major
depressive disorder, and BP disorder and major depressive disorder; and limited overlap between schizophrenia and ASD.
This overlap also occurred at the genome level. For example, four loci surpassed the genome-wide significance cutoff for
common genetic risk, with a particularly intriguing finding in the calcium channel subunits (Maier et al., 2015).

There is also substantial evidence for specificity of familial factors underlying schizophrenia and BP disorder. Analyses
of the Danish registry data by Aukes et al. (2012) showed strong evidence for familial specificity of schizophrenia, BP
disorder, and major depressive disorder, but also a less potent but significant degree of shared familial risk of these
conditions. Likewise, Goldstein, Buka, Seidman, and Tsuang (2010) found substantial specificity of familial transmission
of affective psychosis and schizophrenia in the New England Family Study. Several large studies of the mood disorder
spectrum demonstrated specificity of familial aggregation of BP disorder, major depression, and schizophrenia, as have
studies of registries that demonstrate substantial specificity (Merikangas et al., 2013; Steinhausen, Foldager, Perto, &
Munk-Jorgensen, 2009; Vandeleur et al., 2013). Another meta-analysis of 33 high-risk studies based on parents with severe
psychiatric disorders such as schizophrenia, BP disorder, and major depression yielded evidence for specificity of
manifestation of the index parental disorder in youth (Rasic, Hajek, Alda, & Uher, 2013).

Discrepancies in findings regarding familial specificity may be partly attributable to diagnostic methods across studies.
Specificity has been much greater in direct family interview studies than in registry studies that are based solely on
diagnostic codes. A review by Cosgrove and Suppes (2013) documented the importance of distinctions between the major
classes of psychiatric disorders based on evidence regarding the specificity of course, clinical features, and treatment
response that continues to discriminate these two major disorders. These aggregate findings suggest that there may be
common underlying factors as well as risk factors that are specific to particular disorders.

Use of Endophenotypes for Classification

Numerous studies have begun to deconstruct psychiatric phenotypes by their component features or subtypes, including BP
disorder (Benazzi, 2007), generalized anxiety disorder (Angst et al., 2006), OCD (Eapen, Pauls, & Robertson, 2006),
schizophrenia (Braff, Freedman, Schork, & Gottesman, 2007), and panic disorder (Smoller & Tsuang, 1998). Identification
of phenotypic traits or markers, which are themselves heritable and which may represent intermediate forms of expression
between the output of underlying genes and the broader disease phenotype, have been termed “endophenotypes”
(Gottesman & Gould, 2003). Studies of the role of genetic factors involved in these systems may be more informative than
studies of the aggregate psychiatric phenotypes because they may more closely represent the expression of underlying
biologic systems. To the extent that particular endophenotypes more clearly represent the expression of genotypes, they
may help to unravel the complexity of transmission of the psychiatric disorders. For example, some of the endophenotypes
that may underlie mood disorders include circadian rhythm, stress reactivity, and mood, sleep, and appetite regulation
(Lenox, Gould, & Manji, 2002). Cognitive, neurophysiological, and structural measures continue to be tested as potential
schizophrenia endophenotypes (Calkins et al., 2007; Gur et al., 2007; Horan et al., 2008). However, before applying
endophenotypes in gene identification studies, there should be evidence that the endophenotype has a stronger genetic
signal than the broader phenotype. A meta-analysis of psychiatric endophenotypes (Flint & Munafo, 2007) and a review of
the genetic architecture of traits in model organisms are not yet evidence that endophenotypes are superior to current
phenotypic disease definitions (Valdar et al., 2006).
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Continued reliance on the descriptive approach as the sole basis for diagnosis in psychiatry is attributable to the lack of
identification of biologic markers for these conditions. Although there has been some progress in identifying neuroimaging
and cognitive tests that may enhance the diagnosis of schizophrenia (Smucny, Wylie, & Tregellas, 2014; Targum & Keefe,
2008), there is still a lack of such markers for most other psychiatric disorders. The difficulty in classifying disorders of
human cognition, behavior, and emotion is understandable in light of the complex psychological and physiological states
underlying mental function, which is the culmination of human adaptation to the environment to date. Progress in
neuroscience that reveals information about the biologic pathways underlying psychiatric disorders should inform our
understanding of the classification of psychiatric phenotypes.

Computational Phenotype Analysis

There are also a growing number of methods for refinement of phenotypes that move beyond the current dichotomous
disease classification approach. First, there are increasingly sophisticated methods for classification analysis to identify
disease subgroups that may be more direct manifestations of genetic liability, such as machine learning, regression trees
and random forests, support vector machines, artificial neural networks, and latent variable analysis. Second, there have
also been numerous developments in strategies that examine multiple phenotypes simultaneously, such as the Human
Phenotype Ontology Project (Kohler et al., 2014), which creates a structured vocabulary for phenotypic features and can be
used in computational phenotypic analysis that ranks variants based on their pathogenicity and the semantic similarity of
patients’ phenotypes (Zemojtel et al., 2014). The most critical step will involve linking biologic markers and systems to
these more refined indices of phenotype subtypes and their underlying dimensions.

Incorporation of Environmental Factors

To date, most molecular genetic studies in psychiatry have not incorporated environmental factors as a source of variance
in etiologic models. Most evidence for the role of the common and unique environment has been based on residuals from
path analytic models employed in twin studies. Yet there are now numerous well-established environmental correlates of
most psychiatric disorders, particularly schizophrenia, ASD, and other neurodevelopmental disorders. Aggregate evidence
clearly demonstrates that multiple common exposures across all phases of development are associated with a broad range
of neurodevelopmental disorders in three chief domains of risk, including prenatal and perinatal exposures and infections,
parental age at birth of the affected individual, and a range of social factors such as urban environment, social class, and
immigration status.

There is accumulating evidence that prenatal exposures to potential teratogens including maternal infections, auto-
immune disease, gestational diabetes (Buka, Tsuang, Torrey, Klebanoff, Bernstein, et al., 2001; Buka, Tsuang, Torrey,
Klebanoff, Wagner, et al., 2001; Lyall, Pauls, Santangelo, Spiegelman, & Ascherio, 2011), and other prenatal factors
(Meli, Ottl, Paladini, & Cataldi, 2012) including preeclampsia (Mann, McDermott, Bao, Hardin, & Gregg, 2010), maternal
psychotropic (Croen, Grether, Yoshida, Odouli, & Hendrick, 2011) and antiseizure medication use (Williams et al., 2001)
or pollution exposure (Volk, Hertz-Picciotto, Delwiche, Lurmann, & McConnell, 2011), birth difficulties including ob-
stetric complications and preterm birth (Clarke, Harley, & Cannon, 2006; Johnson et al., 2010), maternal stress (Froehlich
et al., 2011; Li, Olsen, Vestergaard, & Obel, 2010), and family interactions (McGuffin, 2004) are associated with an
increased risk of both ASD and schizophrenia, whereas only reduced birth weight has been significantly associated with an
increase in ADHD symptoms (Pettersson et al., 2015). Urbanicity has been reported as a risk factor for schizophrenia as
well (Mortensen et al., 1999), but this finding is complicated by socioeconomic status (Matheson, Shepherd, Laurens, &
Carr, 2011) and associated stressors, which have also been identified as risk factors for the later development of
schizophrenia. Finally, of specific interest in schizophrenia is cannabis use as a precursor to psychotic symptoms
(Arseneault et al., 2002; Dean & Murray, 2005; Giordano, Ohlsson, Sundquist, Sundquist, & Kendler, 2014; Wilkinson,
Radhakrishnan, & D’Souza, 2014).

Parental age at birth has been linked with the subsequent development of psychiatric disorders (McGrath et al., 2014),
specifically autism (Reichenberg et al., 2006), schizophrenia (Malaspina et al., 2002), and ADHD (Chang et al., 2014).
Interestingly, whereas ADHD is associated with younger parental age, later parental age is associated with both ASD and
schizophrenia. Data also show that both maternal and paternal age effects contribute to increased risk of both schizophrenia
and ASD (Risch et al., 2014; Shelton, Tancredi, & Hertz-Picciotto, 2010).

Other environmental correlates of schizophrenia and other psychotic disorders are the degree of urbanization of the
place of birth, and urban rearing, presumably attributable to social isolation or disorganization in cities, and the course is
poorer in developed countries. An excess of stressful life events and other social stresses seems to trigger relapse. Low
socioeconomic status also increases the risk for schizophrenia, but it remains unclear whether this is a causal factor or a
consequence of delayed diagnosis and treatment, because lack of access to intervention could lead to more severe disease

Genetic Epidemiology Chapter | 2 39

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



in lower-socioeconomic status patients (McDonald & Murray, 2000; Mortensen et al., 1999). The incidence of schizo-
phrenia and ASD is also increased among immigrants in several different countries (Hultman, Sparen, & Cnattingius,
2002; Selten, Cantor-Graae, & Kahn, 2007). Environmental factors have also been shown to increase the risk of mood
disorders. Infections (Benros et al., 2013) and inflammation or immune response (Maes, 1995) are purported environ-
mental factors associated with subsequent depression, though this association may be related to comorbid conditions, rather
than depression per se influencing the development of inflammation or inflammation instigating depression (Glaus et al.,
2014). Whereas season of birth, urban residence, and some other risk factors for schizophrenia have also been found
among those with bipolar disorder, the overlap appears to be attributable to psychosis that is common to both conditions
(Demjaha, MacCabe, & Murray, 2012; Lichtenstein et al., 2009; Ostergaard et al., 2013).

The most widely studied factors for mood disorders are stressful live events and low social supports; however, their
bi-directional association with mood disorders blurs causal inferences, and prospective research suggests that life stressors
may have a provocative rather than causal influence on depression (Hammen, 2005; Kessler, 1997). However, many forms
of childhood adversity appear to be nonspecific risk factors for adult mental disorders. For example, several studies have
shown that childhood physical abuse increased risk for bipolar disorder after adjusting for socioeconomic characteristics
and other psychiatric comorbidity, but it also increased risk for subsequent onset of drug abuse, nicotine dependence,
posttraumatic stress disorder, ADHD, generalized anxiety disorder, panic, MDD, and suicide attempt (Nierenberg et al.,
2010; Sugaya et al., 2012). Moreover, retrospective reporting bias of child abuse had been demonstrated by comparisons
with prospective data in the same sample (Scott, Smith, & Ellis, 2010).

Retrospective studies, particularly those of dietary exposures, have been notoriously unreliable, and have produced
erroneous conclusions regarding etiologic links between cancer and dietary patterns that have not been replicated in
prospective research (Taubes, 2007). Prospective cohort studies have been shown to be the only valid approach to identify
causal environmental factors for some exposures such as environmental toxicants, dietary factors, or infectious agents
because of the necessity of demonstrating that the environmental factor predates the onset of disease (Wareham, Young, &
Loos, 2008).

Another major challenge to the incorporation of environmental risk factors in genetic studies is that the clustering of
multiple risk factors limits inferences regarding the attributable risk of specific factors. Patel and Ioannidis (2014) proposed
environment-wide association studies as a method to characterize environmental factors and their temporal relationships to
health conditions across several studies that appropriately adjust for confounders of their associations. Such methods are
appropriate for environmental toxicology and other studies that have numerous correlated biomarkers, but these methods
have not been applied to diseases for which measured environmental exposures are less reliable.

Environmental risk factors for many psychiatric disorders appear to have impact on early neural development (perinatal
exposures to toxins, malnutrition, and infections) or later physical or emotional trauma, whereas others may influence the
context of expression of psychiatric disorders (eg, social class, urban environment, immigration). The lack of specificity
and clustering of risk factors challenge our ability to identify specific environmental factors that may interact with un-
derlying genetic susceptibility in the etiology of any of the psychiatric disorders.

Combining Genetic and Environmental Factors

The next phase of research in genetic epidemiology will require integrating research on these genetic and environmental
risk factors. Traditional study designs in genetic epidemiology that can be used to study the joint influence of genetic and
environmental factors include case-only studies, cross-sectional caseecontrol studies, as well as cohort studies of G � E
interaction (Beaty, 1997; Ottman, 1990; Yang & Khoury, 1997). These study designs can be extended to conditions with
broad or specific genotypic similarity based on GWAS to identify environmental exposures that influence gene
expression.

A growing number of studies have incorporated findings from genetic studies to identify the effect of environmental
factors for diseases that have well-established genetic risk factors. The large scope of studies that will be required to detect
the joint impact of genetic with environmental factors is daunting, as illustrated by the InterAct study, an eight-country
prospective cohort study of the incidence of type 2 diabetes in a subcohort of 16,154 European individuals that in-
cludes 3.99 million person-years of follow-up (Langenberg et al., 2014). Although G � E interaction is generally assumed
to be a key mechanism for links between genetic susceptibility and environmental exposures in complex diseases, analyses
of several of these cohort studies have yielded additive rather than interactive influences of genetic and environmental risk
factors. For example, no interactions were found between the genetic risk score based on the 49 established SNP loci for
type 2 diabetes and environmental/lifestyle variables including family history, obesity, waist circumference, physical
activity, and dietary factors in the InterAct prospective cohort study. In fact, genetic risk factors were found to have greater
influence on incidental diabetes in young, thin people than in older individuals with elevated body mass index and other
risk factors. Likewise, studies of environmental factors among those with the apolipoprotein-E4 genotype that confers
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increased risk of cognitive decline and Alzheimer disease have found additive rather than interactive influences of other
environmental risk factors (Andrews, Das, Anstey, & Easteal, 2015; Wirth, Villeneuve, & La Joie, 2014).

The bulk of evidence for the joint influence of genetic and environmental factors for psychiatric disorders has been
based on indirect estimates from twin studies and other variations of this design such as the twin-family study (Posthuma &
Boomsma, 2000). Although numerous studies have reported G � E interaction between several genes that interact with
nonspecific environmental exposures such as life stress or childhood adversity and a range of outcomes including
depression, cannabis dependence, and conduct disorder (Caspi et al., 2003), replication of these findings has not been
consistent (Risch et al., 2009; Zammit & Owen, 2006). Duncan and Keller (2011) concluded that low power along with
low prior probability that a G � E hypothesis is true suggests that most or even all positive candidate-gene G � E findings
represent type I errors.

Over the next decades, it will be important to identify and evaluate the effects of specific environmental factors on disease
outcomes and to refine measurement of environmental exposures to evaluate the specificity of effects. There have been a few
efforts to integrate findings from GWAS with well-established risk factors for psychiatric disorders such as schizophrenia.
Using data from the Danish-population registry, Agerbo et al. (2015) demonstrated the complexity of analysis of the joint
effect of the polygenic risk score, parental socioeconomic status, and family history for schizophrenia risk. The attributable
risk of socioeconomic status was substantially greater than either family history of or polygenic risk score for schizophrenia.
This work will be facilitated by growing efforts to enhance the quality of measurement of environmental exposures and to
include environmental measures in large-scale population registries and collaborative cohort studies.

Resurrection of the extended family study, particularly as an extension of caseecontrol GWAS, is a promising direction
for the next generation of genetic studies of psychiatric disorders (Benyamin, Visscher, & McRae, 2009; Cordell, 2009;
Ott, Kamatani, & Lathrop, 2011). Family studies can minimize the false-positive risk induced by population stratification,
increase the rate of genetic susceptibility variants, reduce heterogeneity that plagues current GWAS caseecontrol studies,
and inform GWAS findings by discriminating positive findings and elucidating patterns of transmission and biologic
pathways underlying SNPs or genetic variants identified in GWAS. The polygenicity and heterogeneity of the psychiatric
disorders as well as the indisputable role of environmental influences will also require study designs that are conditioned on
either genetic or environmental factors as described previously to hone in on specific factors underlying these sources of
risk. Incorporation of phenotyping that taps the domains underlying broad diagnostic categories based on knowledge
of underlying biologic pathways, coupled with built-in hypothesis-based environmental exposures, will facilitate the
integration of advances in molecular genetics and environmental science.

Team Science

This chapter summarizes the contributions of epidemiology to our current and future understanding of the complex risk
factors underlying psychiatric disorders (Table 2.2). When taken together with other chapters by molecular geneticists,
bioinformaticians, statistical geneticists, neuroscientists, psychiatrists, and clinical geneticists, it is increasingly evident that
future progress in genomics will require a team effort that moves beyond molecular biology and bioinformatics. Epide-
miology is critical to refining phenotypes and identifying appropriate samples, study designs, and analytic methods to
evaluate the role of genetic and environmental risk factors in complex diseases (Lehner, Senthil, & Addington, 2015).
Therefore, it will be essential to include epidemiologists as key members of teams that seek to identify the role of genetic
risk factors and environmental influences on psychiatric disorders. Furthermore, the tools and methods of epidemiology
will be extremely valuable in translating the advances in molecular genetics to the general population and public health.

Effective translational research teams require mutual respect across multiple disciplines, as well as at least familiarity
with the key goals and methods of each discipline to facilitate communication. Epidemiology has generally been mis-
construed solely as a descriptive discipline that provides estimates of morbidity rather than a field that seeks to identify
causal mechanisms for diseases. Familiarity with the goals, methods, and analytic tools of epidemiology will be necessary
for other members of collaborative groups engaged in psychiatric genetics. However, it will be equally important for
epidemiologists to have greater understanding of molecular genetics and disease pathology to contribute to research teams
that seek to discover disease etiology (Kuller, 2012).

Clinicians will also be essential members of teams involved in translating genomics to the public. An understanding of
the significance of genetic risk factors and proper interpretations of their meaning for patients and their families will also
become part of clinical practice. Epidemiologists should also devote effort to educating clinicians and patients in inter-
preting genetic findings. Clinicians will become increasingly involved in helping patients to comprehend the meaning and
potential impact of genetic risk for both psychiatric and nonpsychiatric disorders. As our knowledge of the role of genetic
risk factors in psychiatric disorders advances, it will be incumbent upon clinicians to become familiar with knowledge
gleaned from genetic epidemiologic and genomics research. In the meanwhile, use of recurrence risk estimates from family
studies best predicts the risk of the development of psychiatric disorders.
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Natural Selection and Neuropsychiatric
Disease: Theory, Observation, and
Emerging Genetic Findings
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Massachusetts General Hospital, Boston, MA, United States; Broad Institute of MIT and Harvard, Cambridge, MA, United States

INTRODUCTION

Natural selection is almost universally effective at eliminating or at the least dramatically suppressing the frequency of
alleles that predispose to diseases that substantially affect reproductive fitness. In practice, and as a direct result, most
genetic conditions that substantially reduce or eliminate the opportunity to reproduce are indeed rare. Neuropsychiatric
disease, particularly severe mental illness, stands in contrast to this picture because:

1. Neuropsychiatric diseases are common, consistently observed across all populations, and are actually rising in the
frequency with which they are diagnosed.

2. Neuropsychiatric diseases have been established as being among the most heritable of common human diseases.
3. Neuropsychiatric diseases [most substantially autism spectrum disorders (ASDs) and schizophrenia (SCZ), and many

others to a smaller degree] have been reliably observed to result in significantly reduced fecundity.

Such seemingly strong selective pressure suggests that only rare and de novo variation should contribute to neuro-
psychiatric diseases because strong-acting alleles must be rapidly removed from the population via natural selection.
However, this assertion is inconsistent with the extremely high frequency, high heritability, and apparently non-Mendelian
genetic epidemiology of severe mental illnesses.

Numerous theories have been proposed by which this conundrum might be resolved. In this section we cover basic
epidemiologic observations and theoretical proposals for resolving them, and examine how emerging genetic data begin to
inform the ultimate resolution of these questions.

EPIDEMIOLOGY OF NEUROPSYCHIATRIC DISEASE

Neuropsychiatric diseases are devastating conditions not only individually but societally, given their high prevalence
(Kessler et al., 2005) and early age of onset compared with most other serious common chronic diseases. Even without
considering the burden of substance abuse disorders, 2012 National Institutes of Mental Health estimates suggest that
18.6% of American adults have a mental illness and nearly a quarter of those have a serious mental illness that severely
limits major life activities. Unlike many diseases which exhibit substantial heterogeneity across different regions of the
world, the impact of neuropsychiatric disease is felt everywhere (Demyttenaere et al., 2004; Whiteford et al., 2013).

The 2010 Global Burden of Disease (GBD) study (Whiteford et al., 2013) is particularly informative on several key
issues. This study estimated that 7.4% of disability-adjusted life-years, an integrated estimate of the value of future years
lost to disease mortality and disability, result from mental illness as a category. Despite the elevation of mortality of all
causes (Harris & Barraclough, 1998; Hiroeh, Appleby, Mortensen, & Dunn, 2010) (including estimates indicating that
mental illness has a role in 90% of suicides (Nock et al., 2008)), the major contribution to this number comes from years
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lived with disability. Because mental illness frequently appears in young adulthood (if not childhood, as in the case of
ASDs) and responds to therapy only in some dimensions, the lifetime burden of disease per case is enormous. Moreover,
neuropsychiatric disorders have been described as “disproportionately disabling” because they substantially impair a range
of faculties including cognition, emotional regulation and perception, executive function, and motivation. In addition, the
impairments often arise at a time that disrupts higher education, career development, and employment opportunity as well
as the formation of personal relationships that might lead to long-term commitment and marriage. On top of this, mental
illness leads to increased substance abuse rates and lower access to medical treatment for other nonmental illnesses, which
further exacerbates their impact.

Owing to the dramatically increased disability and mortality attributable to serious mental illness at the earliest stages of
adulthood, it is perhaps unsurprising that for decades epidemiologic studies have demonstrated substantially reduced
reproductive fitness. Strong and consistent reports of reduced marriage and fertility rates among schizophrenic patients in
particular have existed for decades; an overview of many of these is contained in Saugstad (1989). Epidemiological studies
have left little question as to the magnitude and veracity of these effects. A population-wide study of all Danes born from
1950 through 1990 (Laursen & Munk-Olsen, 2010) provides a striking view. With cohort follow-up of 2.8 million
individuals from 1970 through 2006 using the Civil Registration System and the Central Psychiatric Registry, the authors
described strikingly reduced rates at which patients hospitalized for a psychiatric disorder subsequently had offspring,
compared with their population counterparts who had not been hospitalized. Most dramatic was the small incidence rate
ratio (IRR), the rate relative to the reference nonhospitalized cohort, with which schizophrenic patients subsequently had a
first child (men, 0.10; and women, 0.18). Similar but less extreme IRRs were seen for the categories of bipolar (men, 0.32;
and women, 0.36) and unipolar depression (men, 0.46; and women, 0.57) and even for the catchall category of all other
psychiatric admissions (men, 0.51; and women, 0.70). The rates of having a second or third child were also significantly
reduced although not as dramatically as the rates of having a first child.

A similarly powerful study examined a broader set of diagnoses using the entire 2.3-million-person birth cohort of
Sweden between 1950 and 1970 (Power et al., 2013).

In that study, six major psychiatric diagnoses were examined individually (schizophrenia, autism, bipolar disorder,
depression, anorexia nervosa, and substance abuse) using a fertility ratio indicating the fold increase or decrease in the
number of offspring, correcting for year of birth. Schizophrenia and autism showed the most dramatic and almost identical
reduced fecundity (schizophrenia: men, 0.23; women, 0.47; autism: men, 0.25; women, 0.48). This confirmed the pre-
viously noted stronger effect in male than in female patients. All other diagnoses except depression showed a similar but
markedly less substantial pattern of reduced fecundity, which was greater in males than in females (Fig. 3.1).

Another important observation from the 2010 GBD and previous studies is the recognition of strikingly consistent and
substantial rates of mental illnesses in almost every region of the world despite great variations in ancestry, culture, and
level of development (Demyttenaere et al., 2004; Whiteford et al., 2013). Whereas phenotypic consistency across cultural
backgrounds just beginning to be studied is for some disorders, diseases with strong forces of selection at play, as well as
most chronic diseases that have an environmental contribution, often show substantial variation in rates across the world.
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FIGURE 3.1 Fertility ratios for individuals with schizophrenia, autism, bipolar disorder, depression, anorexia nervosa, and substance abuse. A fertility
ratio of 1 represents that of the general population. Reproduced from Power, R. A., Kyaga, S., Uher, R., MacCabe, J. H., Langstrom, N., Mikael, L., .
Svensson, A. C. (2013). Fecundity of patients with schizophrenia, autism, bipolar disorder, depression anorexia nervosa, or substance abuse vs their
unaffected siblings. JAMA Psychiatry, 70(1), 22e30.
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Thus it is perhaps informative to some of the considerations below that marked rate differences are not systematically noted
on geographic or national development lines.

In addition to their individual and collective commonality, severe mental illnesses share a feature that is an important
element of this conundrum and ultimately a key to disentangling it: extremely high heritability. Despite the lack of a
pathology with which to make definitive diagnosis, there is a prevailing sense that better characterization of patients is
needed to improve the genetic (and therefore molecular) homogeneity of patient groups. This lack of biological insight
means that most mental illnesses are simply referred to as disorders; despite this, mental illnesses, particularly
schizophrenia, ASDs, and bipolar disorder, are among the most heritable common diseases known. With a heritability of
60e90% documented in numerous twin and family studies over many decades for each of these major diagnoses, the
genetic component of severe mental illness is as large or larger than every other common disease and among the most
heritable of human traits generally. Such consistent population measures are not only striking in the presence of this
diagnostic uncertainty and lack of pathology, the familial recurrence in the presence of the drastic reduction in fitness is all
the more puzzling.

For extremely rare severe diseases such as cystic fibrosis, twin and family studies established the importance of genetic
risk factors. Building on the observed heritability, family-based linkage studies were pursued to map the causal locus.
These linkage studies succeeded because the inheritance pattern for these rare severe diseases was effectively Mendelian or
single-gene, in which highly penetrant mutations in a single gene explain most of all cases in the population. Unlike these
Mendelian diseases, severe and common mental illnesses were not amenable to these approaches. Indeed, despite some
sizable efforts, linkage studies by and large failed to elucidate regions reliably and have led to inconclusive genetic
findings. Although this is unsurprising in retrospect (indeed common human diseases outside the brain have also rarely
benefited from this approach), these early efforts strongly suggest that high-penetrance variants in one or a small number of
genes is not the general mechanism by which the heritability of mental illnesses arises. For example, a single gene in which
high- or even intermediate-penetrance (eg, odds ratio ¼ 20), recessive-acting variation explained 10e20% of schizo-
phrenia would have had highly significant linkage results in studies with far fewer than 100 sibling pairs. A thought
experiment proposed by Keller and Miller (2006) also points out that such models make little sense because selection
against such alleles suggests that schizophrenia would have been substantially and inconsistently more common only tens
of generations ago.

Furthermore, a role for truly high-penetrance Mendelian mutations may be limited overall: Many genes for early-onset
and severe forms of cancers, neurodegenerative disease, diabetes, and cardiovascular disease have all been discovered by
the presence of unusual, densely affected families that were individually large enough to map genetic variants unique to
those families. Such families have been far less forthcoming in mental illnesses and to date have not provided the same
early foothold into the molecular underpinnings of disease as in these other medical areas.

THEORETICAL CONSIDERATIONS

How then can psychiatric diseases that are so evidently devastating to the individual and his or her probability of
reproducing be so common in today’s population and be a growing, rather than shrinking, public health concern?
Unsurprisingly this observation has not escaped notice, but rather been the topic of active hypothesis generation among
epidemiologists, psychiatrists, and geneticists for many years. We first articulate these hypotheses and then address each in
turn, integrating results from large-scale genetic studies to bolster traditional epidemiologic analyses to evaluate their
potential validity.

Such reproductive disadvantages as seen in severe mental illness must exert a significant influence on the genetic
architecture of disease. For example, in the case of autosomal recessive diseases that are lethal before maturity,
disease-causing mutations must generally be at very low frequencies in the general population, because in each generation
any homozygous individuals are eliminated from the breeding pool, and along with them, the two disease-causing alleles.
Specifically, if in generation N the recessive lethal allele a is at frequency f, then of the fraction of the population that is aa
( f 2), Aa (2 f [1 � f ]), and AA ([1 � f ]2), only these latter two groups survive and reproduce, and as a result the expected
allele frequency of a in generation N þ 1 is f /(1 þ f ), demonstrating the inexorable cleansing of natural selection. Sce-
narios exist, however, by which such mutations can be unexpectedly common. A heterozygote advantage may exist: that is,
a survival advantage conferred upon heterozygous carriers of the mutation as in the canonical example of hemoglobin-S,
which when it is homozygous causes sickle-cell anemia, but in the heterozygous form affords the carrier protection from
malaria. Such an advantage is a specific instance of balancing selection, in which the forces of natural selection may act
upon an allele in different directions owing to the impact of the allele on diverse favorable and unfavorable phenotypes.
Other potential instances of balancing selection include cases in which the same phenotype was previously favorable in a
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different point in evolution or alternate environmental setting, such as the white-bodied versus black-bodied peppered moth
in Manchester before and after the industrial revolution.

Against a certain and strong force of selection against alleles predisposing to schizophrenia, and ASDs in particular,
commonly proposed theories have often focused on balancing selection as a potential for how such heritable disorders can
maintain high frequency. These include:

1. Benefits are conferred upon nondiseased individuals with high genetic risk.
2. Sexual antagonism exists: alleles damaging to one sex are favorable to the other.
3. Genetic risk to disease was ancestrally neutral or under positive selection.

Each of these forms of balancing selection makes specific predictions about the epidemiology and genetic architecture
of disease.

The major competing hypothesis explaining the high frequency of mental illness is that ofmutationeselection balance.
Specifically, deleterious disease-causing variants are restored to the population via mutation as rapidly as they are
removed by natural selection. This hypothesis, too, can be evaluated afresh with emerging genetic data, particularly from
exome and genome-sequencing efforts possible owing to dramatic technical improvements in DNA sequencing in the past
few years.

HYPOTHESIS TESTING: EPIDEMIOLOGY AND EMERGING GENETIC DATA

Hypothesis 1 proposes there might be a reproductive advantage to individuals carrying genetic risk factors but not
manifesting disease. The simplest way in which this might be recognized is through increased reproductive success among
healthy siblings of cases. Without knowledge of the specific genes involved in mental illness, we can rely on the obligatory
fact that siblings of cases must be genetically enriched (because they share half of their genomes) for risk of disease
compared with the rest of the population at large. Continuing the earlier example of hemoglobin-S, two-thirds of the
healthy siblings of homozygotes with hemoglobin-S will themselves be carriers and protected from malaria.

Epidemiologically this question has been addressed in numerous studies across recent decades. For example, Haukka,
Suvisaari, and Lonnqvist (2003) explored siblings of patients of schizophrenia born between 1950 and 1959 (drawn from
the total population cohort of more than 870,000 nationally). While observing the same reduced fecundity as later observed
in the Sweden and Denmark studies noted earlier among 10,000 patients with schizophrenia, their more than 24,000
siblings showed no significant differences in reproductive age or number of children, which suggested no evidence of
compensation for the reduced fitness of patients via more favorable outcomes in high-risk but healthy relatives.

The more recent Sweden study (Power et al., 2013) described also addressed this hypothesis and similarly concluded
that no significant increase in fecundity was consistently observed after correcting for potential confounders, again with the
conclusion that perhaps hypotheses other than direct balancing selection to increase the fitness of healthy relatives should
be considered more likely.

One limitation of the sibling construct is that it might casually be taken to suggest that the increased fitness needs be
strong. As articulated in Haukka et al. (2003), because 2% of the population consists of siblings of schizophrenic people,
these individuals would have to have dramatically increased fitness to make up for the more than 50% deficit in offspring
produced by their (1% population rate) schizophrenic siblings. Such a comparison is inherently flawed, however,
particularly under a polygenic model. Most individuals who carry a greater than average number of risk alleles for
schizophrenia will not in fact have schizophrenia. Consequently, those allele carriers in the population may well benefit
from the positive side of the balancing selection.

Take our simple recessive lethal/heterozygote advantage model once again: If we imagine a population in which the
allele is at a frequency of 0.10, 1% of the population is affected and the 1e2% of the population that is their healthy carrier
siblings would indeed need to reproduce at a dramatically higher rate to make up for the loss of the homozygotes. However,
a full 18% of the population at random enjoys the benefit of carrier status, and each carrier therefore needs to have an
advantage roughly comparable to 1 þ f to make up for the lost heterozygotes. In the case of recessive lethal alleles, most of
which exist at frequencies less than 0.001, this indeed constitutes an almost imperceptible advantage as far as most
epidemiological studies are concerned. Of course new mutation does arise and contribute to risk, which suggests some
contribution from mutationeselection balance, but just as the failure to exclude balancing selection does not constitute proof
of its existence, neither does the existence of mutationeselection balance preclude a contribution from balancing selection.

In addition, advantages that could provide the balance in the balancingeselection equation with respect to mental
illness may not themselves be obvious in direct fecundity of siblings or high-risk individuals in the first place. If, for
example, siblings/carriers were advantaged in their career and life trajectory, they might not themselves have more children
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but their children might be greatly advantaged, more likely themselves to have children, and so forth. For example, if
genetic risk for mental illness also conferred increased creativity, risk taking that increased odds of career success, or
perhaps even greater cognitive performance in general, one might not expect a greater number of children but perhaps
greater achievement, filial success rates, and ultimately greater likelihood of having grandchildren.

Historically, such conjecture has rested entirely in the realm of the hypothetical (a fantastical possible connection
between mental illnesses and human behavioral, emotional, and cognitive traits) and the epidemiological (in which
correlational relationships can be found but establishing causation is vexingly elusive because potential confounding
explanations simply cannot be excluded). As the unfortunately complicated genetic architecture of mental illnesses and
human traits has begun to come into focus in the past decade, a compelling opportunity to take more concrete steps in this
direction has emerged in an exciting way.

MENDELIAN RANDOMIZATION AND POLYGENIC RISK

Genetic associations are unique among the myriad correlations between measurable risk factors and common disease
outcomes. Because diseases do not modify the germline DNA carried in each of our cells, when a correlation is observed
between a genetic variant and disease, one can conclude (assuming the genetic study is free from flaws in the study design
and uses technically and ancestry-matched cases and controls) that a causal link exists between DNA variation and
outcome.

As pertains to modifiable risk factors for common disease, a powerful concept has emerged from this simple obser-
vation for determining causation in the absence of a definitive randomized controlled trial. Originally articulated in the
evaluation of bone marrow transplantation (BMT) versus chemotherapy, Gray and Wheatley (1991) pointed out that the
existence of a human leukocyte antigenematched sibling suitable for BMT was a matter of chance and that because there
would be an intent to perform such in all cases in which a donor was available, the comparison of two groups was therefore
justified since essentially, individuals were assigned at random to the two groups. If there a common genetic variant exists
with a strong impact on the risk factor, such a genetic variant provides a powerful influence on the problem. If the risk
factor is causally related to the disease, any genetic variant influencing the risk factor must have a predictable and defined
effect on the risk of disease (assuming there are no pleiotropic effects of the allele on other traits which countermand or
attenuate the influence on disease). By contrast, if the variant strongly influences the risk factor but does not change disease
risk, a hypothesized causal link can be rejected confidently.

Because they enable robust inferences from cross-sectional and observational data, such approaches (Davey Smith &
Ebrahim, 2003; Youngman et al., 2000) have gained great popularity and have, for example, been widely used to evaluate
cardiovascular risk factors, affirming causal roles of low-density lipoprotein, triglycerides, and lipoprotein(a) levels but
significantly challenging others which many had presumed likely causal (eg, high-density lipoprotein, C-reactive protein).
At face value, nothing could seem less relevant to psychiatry and mental illness as strong-acting common variants
theoretically cannot and empirically do not exist. Additional developments (in both genetic discovery and analytic
methods) have now enabled this concept to be carried much further than expected.

By 2005 both the heritability of mental illness and the failure of linkage methods to define regions in which higher
penetrance variants explained meaningful amounts of that heritability had been well established. Dramatic technical
advances, spurred by the Human Genome Project and follow-on projects such as the HapMap to characterize common
human genome variation, were suddenly making new study designs possible. Along with catalogs of DNA variants and an
understanding of their correlation patterns (linkage disequilibrium [LD]) emerged array-based genotyping technology that
enabled simultaneous assessment (genotyping) of hundreds of thousands of sites across the genome. Rather than linkage
analysis, which evaluated cosegregation of long genomic regions within a family, the new (but conceptually simpler)
approach of genome-wide association suddenly became possible. Instead of a series of within-family tests, it became
possible to evaluate the contribution of individual common DNA variants across the entire population. The attractiveness
of the approach was considerable: As emerging genome variation catalogs (International HapMap Consortium, 2005)
reinforced the theoretical principles that humans have limited genetic variation (Kimura & Ota, 1973) and that most human
heterozygosity is due to common DNA variants with a population distribution suggesting that they have existed for
thousands of generations (Lewontin, 1972), new technologies enabled the potential for an association study that could
potentially comprehensively assess the vast majority of DNA variation in the human genome for a role in disease. In theory
and practice, the approach was dramatically more sensitive: Instead of an indirect assessment of the role of a DNA variant
(an effect on disease risk indirectly leading to an increased likelihood that related family members sharing a trait would
share the chromosomal region carrying that variant), one could now directly compare large numbers of cases and controls
at the genotype level and assess those variants which even only modestly attenuate risk of disease.
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Early genome-wide association studies (GWASs) in mental illness, particularly in schizophrenia and bipolar illness,
where they have been most fervently pursued to date, were only modestly more successful than their linkage-based
predecessors. Most studies turned up evidence of few if any genuine risk factors. Viewed retrospectively, this is
expected in light of nothing more than the reduced fitness of severe mental illness presented previously and the
consequent selective pressure against variants conferring strong risk. Table 3.1, derived from mathematical formulation in
Zuk et al. (2014), using the selection against schizophrenia/ASDs as an example, shows a range of effect sizes, the
average allele frequencies at which such an effect should be found, and the sample size required to achieve “genome-wide
significance” (a widely used figure of P < 5 � 10�8 is most often used, reflecting a classical P ¼ 0.05 corrected for what
effectively corresponds to roughly 1 million independent statistical trials (eg, univariate association tests across the
genome)).

Although few significantly associated loci were identified in these early studies, a particularly insightful analysis was
introduced by Purcell and colleagues (International Schizophrenia Consortium et al., 2009) in one that radically altered the
course of GWAS interpretation afterward. An early large-scale schizophrenia GWAS effort demonstrated that a large
number of variants must exist across the genome with individual effects too small to detect, but when combined these
effects could explain and predict a meaningful amount of schizophrenia risk. Essentially by weighting each single
nucleotide polymorphism across the genome by its contribution to risk in one study, it was possible to define a risk score
that predicted caseecontrol status in a completely independent study. These scores demonstrated conclusively that
schizophrenia was a highly polygenic disease and a large slice of heritability could be explained by the combination of very
weak-acting common variants.

A simple extension of this approach was then to create polygenic risk scores (PRSs) which, in their simplest form, are
log(odds ratio) weighted sums of nominally associated alleles from the largest GWAS. PRSs can be standardized across a
population and evaluated in new studies and populations as a measure of risk. As the GWAS efforts in schizophrenia have
become larger and more powerful through a series of collaborations forged by the Psychiatric Genomics Consortium
(PGC), such scores have increased in value. In an instance of schizophrenia GWAS, nearly 37,000 cases of schizophrenia
were evaluated and 108 distinct genomic loci were robustly associated to schizophrenia at the cited genome-wide
significance threshold (PGC-SCZ, 2014). When these loci, and many others not reaching certain significance, were
combined into a PRS, roughly 7% of the population-wide variance in liability to schizophrenia is accounted for by this
PRS, and the ability to predict risk in other population samples was demonstrated, with the top decile of PRS showing
between 7 and 20 times increased risk over the lowest decile in independent studies. Capturing even this much genetic risk
in a single variable opens up entirely novel and impactful avenues for genetic and epidemiological work.

A few things are noteworthy considering this theoretical approximation in light of the empirical findings. Whereas from
Table 3.1 it would appear that no study to date should have defined risk factors, a great many risk factors will be
substantially more frequent than the median and have more attainable power given the sample numbers achieved by the
PGC in schizophrenia. If many such alleles are present in the population, some of these alleles will become lucky and
achieve a better than average strength of association from the initial 30,000e40,000 cases in GWAS (a corollary of this is

TABLE 3.1 Theoretical Selection and Power in Schizophrenia/Autism

OR s MedianAF SS_5eL8

20 0.12 <0.00001

10 0.06 <0.00001

5 0.025 0.00001 700,000

3 0.013 0.00004 500,000

2 0.006 0.0001 500,000

1.5 0.003 0.0005 400,000

1.2 0.001 0.01 108,000

1.1 0.0006 0.05 86,000

1.05 0.0003 0.11 163,000

Estimated impact of reduced fitness of autism/schizophrenia. MedianAF, median allele frequency
extrapolated from simulations provided in Zuk et al., 2014; SS_5e�8, sample size required in a
conventional caseecontrol design for such a median allele; s, the selection coefficient.
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the often discussed winners cursedin genetic association terms, the first study to detect a true effect has almost certainly
substantially overestimated its effect because in practice, all of our current studies are badly underpowered to find the
alleles that exist). Given the success of GWAS in schizophrenia (with the most substantial reduced fitness), it would seem
likely that the study of other highly heritable mental illnesses on a similar scale should provide substantial genetic insights.

Fig. 3.2 expands on these points. The plot shows the risk allele frequency plotted against the odds ratio for the 128
common variants conclusively associated with schizophrenia risk in the PGC-SCZ findings in 2014. As described, odds
ratios are consistently low and their combination with allele frequency places them in the range where the reduced fitness
of schizophrenia exerts little pressure to eliminate them. Furthermore, these alleles exist in a thin odds ratio band bounded
on top by selection and on the bottom by power to discover. At the same time, theory suggests that some modest pressure
will work against common, low-penetrance alleles; however, little if any signature of this is seen. In fact, Fig. 3.2 seems to
show that the risk allele is almost as often the more common rather than the less common allele and even common (>90%)
alleles that exert stronger risk (ie, new, low-frequency variants that are protective) seem not to drift to higher frequencies.
Although not affirmative proof of any specific hypothesis, these last effects are consistent with an impact of additional
forces, potentially balancing selection, beyond direct selection based on reduced fitness.

One additional, unexpected observation was noted early on in the first schizophrenia study to introduce this concept
(International Schizophrenia Consortium et al., 2009): Not only did a schizophrenia score predict schizophrenia in a new
study, it was also demonstrated to predict bipolar case or control status in independent studies (albeit with not as strong a
correlation). However, it did not predict any of a range of autoimmune or cardiometabolic traits. This indicated that many
of the weak polygenic risk factors were shared between schizophrenia and bipolar illnesses. At the same time, rare copy
number variants (CNVs) were observed to be shared between autism and schizophrenia more often than not (Sebat et al.,
2009) and these CNVs were often associated with a more diverse range of neurodevelopmental phenotypes. Thus, it
became the exception rather than the rule that genetic risk factors might often be shared across related neuropsychiatric
diseases and that underlying genetic risk factors, often acting at a fundamental molecular level, would be unlikely to
respect traditional diagnostic boundaries or have intimately specific influences on complex adult behavioral, emotional, and
cognitive traits.

To estimate the genetic overlap better between related traits such as schizophrenia and bipolar disorder, genome-wide
complex trait analysis (GCTA) was developed (Yang et al., 2011). Building from the conceptual PRS observations and
from foundational approaches to sibling pair linkage analysis years earlier, the basic principle behind GCTA is that if a
diagnosis or quantitative trait has a genetic component, people who share that diagnosis or are more phenotypically similar
will tend to be more genetically similar. This approach and others that have followed provided for the first time a
mechanism to estimate heritability arising from common DNA variation from population GWAS data directly,
complementing estimates from twin and family studies. Importantly and satisfyingly, these new approaches have strongly
confirmed the epidemiological determination of high heritability for nearly every severe mental illness. Perhaps more
importantly, the approach also enables the joint analysis of multiple traits and diseases and can provide an estimation of the
proportion of heritability shared between distinct diseases, and in an initial application of such approaches, an estimated
genetic correlation of 0.7 between schizophrenia and bipolar was detected (Cross-Disorder Group of the Psychiatric
Genomics et al., 2013) as well as significant correlations between schizophrenia and autism and both schizophrenia and
bipolar with major depression.

FIGURE 3.2 Schizophrenia risk allele frequency versus odds-ratio (PGC-SCZ, 2014). Colored lines represent power of the study to detect variation at
specific (frequency, odds ratio) pairings.
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An alternate approach to estimating heritability based on genome-wide association results was developed based solely
on summary statistics. This approach, LD score regression (Bulik-Sullivan et al., 2015; PGC-SCZ, 2014), capitalizes on
the premise that the more genetic variation an individual variant tags, the more likely it is to tag causal allele when the trait
is polygenic. This approach allows for a rapid evaluation of genetic correlation across large-scale meta-analyses of
complex traits. These methods have recapitulated the same correlations among neuropsychiatric diseases and then
seamlessly extended them in a broad cross-disease study of GWAS summary statistics, confirming genetic correlations in
distinct diseases with prior epidemiological support (eg, schizophrenia and inflammatory bowel disease).

This rapid evolution of findings and methodology from global efforts in psychiatric genetics now brings us the potential
to bring our discussions of balancing selection from the realm of untestable philosophical conjecture to scientifically
testable hypotheses. If we imagine there could be advantages in creativity, cognition, or other traits leading to success that
might be conferred by genetic risk to schizophrenia or autism, we now have a direct means of inquiry, rather than the
nonspecific and indirect assessment of sibling fecundity. We need only perform a powerful GWAS on the trait in the
general population to explore the nature of the relationship between these traits and mental illness. These approaches
including genetic risk scores, Mendelian randomization, and powerful genetic correlation techniques such as are
implemented in GCTA to enable direct evaluation of these relationships. Intriguingly, although the concept is extremely
new, two independent studies have suggested that the genetic risk for autism is positively correlated with genetic influences
that raise IQ and, using LDescore regression correlation, increase educational attainment (Bulik-Sullivan et al., 2015).
This almost paradoxical observation (given the substantial average IQ deficit in patients with autism) is nonetheless
supported by some historical epidemiological and clinical observations (Baron-Cohen, Wheelwright, Skinner, Martin, &
Clubley, 2001; Kanner, 1943) and is at the leading edge of what will likely be countless efforts in upcoming years to take a
fresh and much more powerful look at the potential role of balancing selection in psychiatric and neurodevelopmental
traits.

Other hypotheses by which balancing selection might play a role have not been similarly supported by emerging
genetics. Balancing selection via sexual antagonism has become similarly evaluable across large-scale GWAS efforts of
the PGC and others. Little evidence has emerged to support the idea that individual implicated loci show different let alone
opposite effects on disease risk, and PRSs in total have not been shown to predict outcomes in males and females with any
meaningful difference. As data sharing efforts of the PGC expand, this hypothesis will become conclusively evaluable over
all psychiatric diseases, even though early analyses do not suggest that this is likely to be a major contributor.

That traits, particularly complex polygenic ones, might have been neutral or even positively selected for in ancient
times, accounting for their modern prevalence, is a particularly challenging conjecture to test. To the extent that
correlations between traits and diseases as described previously are now discoverable, it could certainly help focus
hypotheses in this space as well. Such correlations may not confer significant discernible reproductive advantage in our
modern environment and society, but they could in some cases be hypothesized to have been much more important for
survival evolutionarily.

DE NOVO MUTATION AND MUTATIONeSELECTION BALANCE

With decades of epidemiological observations indicating reduced fitness, a common, informal line of thinking took hold in
much of psychiatric genetics. Specifically, because alleles contributing to neuropsychiatric disease have strong selection
acting against them, common variation is unlikely to contribute because risk variants will never rise in frequency to
become common, and if they happen to be common they are rapidly purged. As noted earlier, by example and in Table 3.1,
selection against the disease does not equate with selection against the alleles predisposing to disease. Even in the absence
of pleiotropic effects that might balance the effect on a reproductively deleterious disease, different penetrances and modes
of inheritance attract the attention of natural selection with markedly different ardor. Regarding the unexpectedly large
number of common alleles that make up a substantial portion of heritability, their individual contributions to risk are so
modest that it would potentially take thousands of generations to move many of these to the ranks of the uncommon
(consider a 0.50 frequency allele with an odds ratio of 1.05; after 1000 generations this is still a respectable common allele
in the range of 0.20, assuming no other balancing effects or linked loci with opposite effects on risk).

As pertains to higher-penetrance alleles, however, the informal assumption that selection would not permit these to
achieve common frequencies is consistent with theory. Among the earliest recognized genetic risk factors for neuropsy-
chiatric disease were large and generally spontaneously arising (so-called de novo) microdeletions or microduplications
(referred to collectively as CNVs). An unexpectedly common form of DNA variation, a global excess of such events in
ASDs and schizophrenia was demonstrated in several early studies (Sebat et al., 2007), predating the polygenic risk
findings described earlier and fueling further focus on rare and de novo mutation as a potential source of risk. Such major
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alleles have indeed been shown by themselves to result in reduced fecundity (Stefansson et al., 2014)), although impor-
tantly this study also points out a systematic flaw in our simplistic construction of penetranceeselection, as in Table 3.1.
Specifically, whereas carriers of particular CNVs such as those recurrently observed at 22q11.21 and 16p11.2 are at high
risk of developing ASDs or schizophrenia (perhaps odds ratios in the 10e20 range), those individuals who escape such
diagnoses likely have other substantial impairments that are not selectively neutral, and thus even those high odds ratios
may underestimate the force selection may bring to bear on them (Moreno-De-Luca, Moreno-De-Luca, Cubells, &
Sanders, 2014).

Although only a small fraction of patients with neuropsychiatric disease carry a major genomic perturbation such as a
CNV (Gaugler et al., 2014), the idea that more commonly observed de novo point mutations might have a similar but more
substantial role was a logical next consideration. Given the emergence of remarkable advances in genome sequencing
technology between 2005 and 2010, it became possible to sequence the exomes (the roughly 1% of the genome that
encodes for proteins) efficiently in parents and affected children, and zero in on spontaneously arising mutations.
Conveniently, the mutation rate of human genomes is such that each of us carries on the order of 100 new mutations, with
the expectation that one will land in a protein-coding sequence. A wave of such studies in ASDs (De Rubeis et al., 2014;
Iossifov et al., 2014) in particular have indicated that anywhere from 5% to 20% of cases of ASD may have a contribution
to risk from a de novo point mutation. However, such mutations appear to have a larger role in intellectual disability and
epilepsy and a more muted contribution to schizophrenia and other neuropsychiatric disease (Fromer et al., 2014; Samocha
et al., 2014). Indeed when the ASD data are further dissected, it is clear that the vast majority of the excess resides in
patients with concomitant substantial or severe intellectual disability, whereas higher-functioning patients demonstrate
little if any excess of mutations but by contrast have a stronger family history of schizophrenia and other neuropsychiatric
diseases (Robinson et al., 2014).

Regarding selection, the excess of de novo mutations appears distributed, like the polygenic risk, over many hundreds
of genes. Strong-acting mutations in one or a small number of genes could not explain common diseases with reduced
fitness simply because new mutation will not occur frequently enough to replace the celerity with which selection removes
higher-penetrance mutations.

If we accept that the odds ratio ¼ 20 allele could survive only 5 to 10 generations, mutation rates are now reasonably
well established, and for an average gene we would estimate a rate of damaging mutations to be roughly 1 in 100,000 births
and new mutation in that gene would therefore add a new case for every 500,000 individuals. If, however, we postulate
100e1000 such genes, mutationeselection balance could readily accommodate a contribution to severe mental illness
similar to what is seen in autism.

The actual model by which the mutationeselection balance exerts effect will be more complex and vary from disease to
disease. Even within ASDs, it is becoming clear that likely only a substantially smaller set of genes has high odds ratios of
greater than 20 and most of these have a strong role in the far less heritable trait of severe intellectual disability, whereas the
bulk of the mutational excess has a smaller impact on risk and will more often be inherited than de novo but will still (as in
the estimates in Table 3.1) be held to very low frequencies. Nonetheless, this segment of the genomic architecture of
disease, as with the polygenic common variation, is beginning to come into a more concrete focus, and with it a better
picture of the forces of selection acting on it.

CONCLUSIONS

The compelling paradox of the high frequency of clearly reproductively deleterious mental illnesses continues to be a great
focus of debate and study in behavioral epidemiology and psychiatric genetics. Although the complete etiology of
neuropsychiatric disease is still in its early stages, substantial insights have been gained into genetic architecture that are
advancing this discussion. Specifically, significant roles for both polygenic common variation (distributed over hundreds to
thousands of common variants) and much rarer and de novo variants of intermediate or higher risk (distributed over many
hundreds of genes) are now well established. More than the balance of the two categories, the sheer number in each case
helps clarify some of the challenges in this debate, which began in a much earlier time when we considered single-gene
models, or single genes making substantial individual contributions to common disease plausible.

In the case of rare variation, we can now extend the traditional mutationeselection balance hypotheses to a number of
genes whereby mutation can plausibly keep up with the obvious swift scythe of selection. Given the equally if not more
important parallel role of common, low-penetrance variation, this may not likely be the entire story. Consistent with the
observed reduced fitness in schizophrenia, GWAS has begun to have dramatic success only when sample sizes began to
permit detection of alleles with effects modest enough that they may rise to common frequencies. At the same time, the
apparent uniformity of risk allele frequency and early hints that the polygenic risk in autism may correspond to genetic
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predisposition to higher cognitive performance suggest that balancing selection may well have a role in maintaining the
polygenic signature that is also keeping mental illness common. Of importance to this hypothesis is that the polygenic
combination of so many low-impact common alleles, individually and collectively of little concern to selection, does not
demand that balancing selection come with increased fecundity among siblings as many prior studies have postulated.

We have much more to learn regarding the genetic architecture of neuropsychiatric disease, but even in advance of the
articulation of all genetic risk factors, the patterns we learn from polygenic risk from GWAS, shared polygenic risk with
other traits and diseases, and the specific role of rare variation derived from genome sequencing are greatly advancing the
discourse on selection and mental illness. It seems at this point there is no definitive and simple answer (just as there is no
one simple model by which genetic variation influences disease risk) but the emerging genetic architecture suggests that
many of the proposed rejections of both mutationeselection balance and balancing selection were likely premature, and
furthermore that the considerable difference between selection against disease and selection against alleles contributing to
disease, particularly in extremely polygenic models, suggests that there may be less of a conundrum than once imagined.
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Chapter 4

Genome Tools and Methods:
Rare Genetic Variation

Daniel J. Barrera and Jonathan Sebat
University of California San Diego, San Diego, CA, United States

RARE VARIANTS IN PSYCHIATRIC DISEASE

Rare variants have a storied history in the field of neurogenetics. Mapping of the first human disease gene was achieved by
linkage analysis of large families with the autosomal dominant neurodegenerative disorder Huntington’s disease (HD)
(Gusella et al., 1983) and similar breakthroughs soon followed for a variety of other neurodegenerative disorders (Goate
et al., 1991; Levy-Lahad et al., 1995; Sherrington et al., 1995) and movement disorders (Schöls, Bauer, Schmidt, Schulte,
& Riess, 2004). Linkage analysis of large pedigrees of autosomal dominant Alzheimer’s disease (AD), for example, led to
the identification of amyloid precursor protein (Goate et al., 1991) and presenilins 1 (Schellenberg et al., 1992) and 2
(Levy-Lahad et al., 1995). Since their discovery, most autosomal dominant familial AD cases can be attributed to one of
these three genes. Whereas such families are rare in AD, the identification of these genetic factors has contributed
significantly to our understanding of AD pathogenesis.

Until recently, the rare genetic causes of mental disorders were not known. In contrast to dominant neurological
disorders (Fig. 4.1A and B), behavioral and psychiatric traits do not segregate in families in a Mendelian fashion and
therefore have been less amenable to linkage analysis. The familial segregation of severe psychiatric disorders differs from
that of autosomal dominant HD and AD for variety of reasons. Chief among them is the early age at onset of disease and
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FIGURE 4.1 Modes of disease inheritance. (A) Family tree of the inheritance pattern of a recessive autosomal disease in which both deleterious alleles
are required for disease presentation. Disease alleles are represented as plus signs and wild-type alleles are represented as minus signs. An affected
individual (þ/þ) who produces offspring with an unaffected individual of genotype (�/�) will produce unaffected carriers with genotype (þ/�).
Offspring from (þ/�) individuals will produce either affected (þ/þ), unaffected carriers (þ/�), or disease allele-free (�/�) individuals depending on the
genotype of their partner and the alleles contributed by each person. (B) Family tree of the inheritance pattern of an autosomal dominant disease. There are
no unaffected carriers in autosomal dominant diseases because the deleterious allele is sufficient to cause disease even in the presence of the functional,
wild-type allele. Affected individuals can still produce unaffected offspring if they contribute their wild-type allele and their partner is unaffected. (C) De
novo inheritance is a form of autosomal dominant inheritance except that the disease allele is derived sporadically, often through a paternal germline
mutation (mutation density increases with age). A lightning bolt indicates a de novo mutation not present in previous generations.
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the effect of the disease on reproduction. For example, individuals with schizophrenia have far fewer children (Laursen and
Munk-Olsen, 2010) than their healthy family members. Consequently, a severe dominant form of schizophrenia is less
likely to segregate over multiple generations in a family.

For psychiatric disorders such as autism, schizophrenia, and bipolar disorder, genetic architectures have proven to be
complex, spawning a lively debate as to the nature of this complexity (Klein, Xing, Mukherjee, Willis, & Hayes, 2010;
McClellan & King, 2010). According to a common variant model, genetic risk can be explained by the additive effects of
many common alleles (>5% in the population), and the evidence for this model is explored in detail elsewhere in this
book. According to a rare variant model, many rare variants (<1% frequency) each may confer significant risk to an
individual and in aggregate could explain a substantial proportion of risk in the population. The modern genomic methods
for identifying rare variants and the study designs for investigating their impact on neuropsychiatric disease are detailed
here.

As knowledge of the genetic basis of psychiatric disorders has emerged, we have begun to understand that rare
functional variants of large effect are significant contributors to disease risk (Malhotra & Sebat, 2012) (Fig. 4.1C). This
chapter will address the new genetic approaches for identifying causal rare variants and the emerging new understanding of
the genetic basis of mental illness.

GENETIC VARIATION

Variation in the human genome comes in many flavors, including multiple forms of nucleotide sequence variation and
structural variation. Fig. 4.2 provides a concise summary of the most prevalent categories of variation and the nomen-
clature that is used elsewhere in this book.

MODERN TECHNOLOGIES FOR DISCOVERY OF RARE VARIANTS

New genomic technologies have replaced linkage analysis for disease gene discovery. In contrast to traditional methods,
modern approaches rely on the direct detection of causal variants in the genome. The characterization of common genetic
variation based on single nucleotide polymorphism (SNP) genotypes is discussed in detail in chapter “Natural Selection
and Neuropsychiatric Disease: Theory, Observation, and Emerging Genetic Findings.” This chapter will focus on
knowledge that has been gained from studies of rare genetic variation.

MICROARRAY TECHNOLOGY AND LARGE-SCALE COPY NUMBER VARIANTS
IN NEURODEVELOPMENTAL AND NEUROPSYCHIATRIC DISEASE

Microarrays are a reliable method for high-throughput genotyping of common SNPs and detection of large-scale copy
number variants (CNVs). A microarray consists of an array of many thousands or millions of short (<100-base pair)
oligonucleotide probes. Each probe is complementary to a specific sequence in the human genome. DNA copy number can
be determined by hybridizing the microarray with a fluorescently labeled genomic DNA sample and by measuring the
probe signal intensities using optical techniques (Fig. 4.3A). A duplication or deletion of a genomic region in a given
sample is evident as a segment of multiple probes with intensities significantly increased or decreased, respectively, relative
to the average intensities of reference samples (where the typical copy number is 2) (Fig. 4.3B).

Computational methods for the normalization of probe intensities and CNV calling (Xu, Hou, Bickhart, Song, & Liu,
2013) have become increasingly reliable, thus enabling the analysis of CNV across large samples.

COPY NUMBER VARIANT STUDIES OF DISEASE

Current genotyping platforms and CNV discovery algorithms enable the genotyping of 1000 common copy number
polymorphisms and the discovery of additional new CNVs, including mutations that are rare or unique to an individual
(Alkan, Coe, & Eichler, 2011). These rare CNVs have provided the first glimpse into the many rare mutations that
contribute to common psychiatric disease. New findings have begun to emerge from genome-wide studies of CNV in three
major psychiatric disorders: autism spectrum disorders (ASDs), schizophrenia, and bipolar disorder.

Two study designs in particular have been effective in elucidating the rare genetic variation that contributes to disease.
These approaches were originally pioneered within the context of microarray-based studies of CNV. Similar strategies are
now being applied in the context of high-throughput sequencing.

64 SECTION | I The Genome Tools and Methods

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



ATG CAG TGT

TGA

M   Q   C

M   Q   C

M   Q   W

M   Q   *

GTG T
M   Q   V

GTN
M   Q   V

Synonymous

Missense

Nonsense

Insertion

Deletion

SNV

indel

silent

LOF

truncation, LOF

frameshift, truncation,
LOF

frameshift, truncation
LOF

TGC

TGG

In frame VNTR
M   Q   Q Q C   

expansion, LOF/GOF

translocation

Duplication

Deletion

(A)

(B)

Complex

Reference

Reference

Inversion

FIGURE 4.2 Classes of mutation which lead to genetic variation. (A) Reference sequence with three codons encoding the M, Q, and C amino acids are
subject to point mutations (also known as single-nucleotide variants [SNVs]) or small insertions or deletions (indels) which create genetic variation. SNVs can
produce the same amino acid if a degenerate base of the codon is mutated (synonymous), a different amino acid if a critical base is mutated (missense), or a
truncated protein if mutated into a stop codon (nonsense). Indels generally produce truncated, nonfunctional proteins by inserting or removing base pairs out of
frame with the start codon. If multiples of three bases are inserted or deleted, an in-frame amino acid addition or deletion can occur, altering the peptide sequence
but still producing nontruncated protein. Variable nucleotide tandem repeats (VNTRs) can produce in-frame expansions of amino acid sequences; these are at the
core of several neurodegenerative diseases. (B) Structural variation is larger scale sequence diversity than SNVs or indels and can cover multiple genes. Several
types of structural variation are presented in relation to a reference chromosome segment with a black, a dark gray, and a light gray gene. The dark gray gene is
deleted, duplicated, inverted, or subjected to complex rearrangement with multiple types of structural variation of the dark gray gene. Translocation is presented
with a set of reference sequences because this type of structural variation occurs between different chromosomes. LOF, loss-of-function;GOF, gain-of-function.
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STUDIES OF DE NOVO MUTATION IN TRIO FAMILIES

Neurodevelopmental disorders and severe psychiatric illness are characterized by high heritability, early age at onset,
and significantly reduced fecundity. As we have come to recognize, such characteristics are consistent with an etiology
composed of de novo (spontaneous) mutations. A series of studies by our group and others have demonstrated a
significant association of de novo CNVs with schizophrenia (Karayiorgou, Simon, & Gogos, 2010; Malhotra et al.,
2011), early-onset bipolar disorder (Malhotra et al., 2011), autism (Sebat et al., 2007), and intellectual disability
(Hehir-Kwa et al., 2011). The aggregate frequency of de novo CNVs in patients ranges from 5% to 10% and is several
times higher than the frequency in control subjects (1e2%). Thus, although this class of variants does not explain a large
fraction of cases, the large effect that we observe is consistent with de novo CNVs contributing significant risk to
individual patients.

CASEeCONTROL STUDIES

We have also shown that independent of the mode of inheritance, there is a genome-wide enrichment of rare CNVs in
patient cohorts with schizophrenia compared with the general population (Walsh et al., 2008). Thus a similar approach can
be applied to the analysis of large patient and control cohorts, including large array datasets that have been collected in
conjunction with genome-wide association studies of several psychiatric disorders, including schizophrenia (Schizophrenia
Working Group of the Psychiatric Genomics, 2014), bipolar disorder (Green et al., 2015), and major depression
(O’Dushlaine et al., 2014).

ANALYSIS STRATEGIES

Using either of these designs, the association of rare CNVs with disease traits can be interrogated at multiple levels: for
example, across the genome (Fig. 4.4A), pathways, (Fig. 4.4B), or genes (Fig. 4.4C) or at an individual SNV (Fig. 4.4D).
Analysis of CNV has thus has yielded key insights into the genetics of disease at all levels.
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FIGURE 4.3 Microarray technology can detect enrichments of copy number variation in disease. (A) Technical workflow process for data
generation from microarrays. Genomic DNA (gDNA) is fragmented and labeled with fluorescent tags before being applied to an array with
complementary probe sequences covalently attached to a surface. The arrays are scanned with a fluorescence scanner to generate signals corresponding
to relative presences of target sequences (dot matrix). Probes that anneal to a target sequence will produce an optical signal when interrogated with
an excitation light source (gray dots), whereas the limited presence or absence of a target sequence will produce a weak signal or none at all (black or
dark gray dots). A high relative optical signal indicates that more of a target sequence is present (white dots). Computational methods are used
to normalize signal intensities and infer target abundance. (B) Illustration of a case deletion from a patient with a neuropsychiatric disease. Log2
ratios are plotted and a deletion of a gene (white box) is evident from a reduced signal originating from three contiguous probes that fall within the
same region. The prevalence of similar deletions from other affected individuals covering the same region in a cohort implicates that region in the
respective disease.
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Genome

The contribution of risk CNVs to disease can be examined by comparing the aggregate burden of deletion or duplication
in cases and controls. An enrichment of large (>100 kb) CNVs in patients has been reported in schizophrenia
(I.S. Consortium, 2008; Walsh et al., 2008), autism (Pinto et al., 2010), and bipolar disorder (Zhang et al., 2008).
Measuring a genetic association based on CNV burden has obvious limitations. When all deletions across the genome are
collapsed into a single category, the genetic effect can be measured only in terms of the excess of risk alleles in patients. By
contrast, “protective” alleles (ie, variants associated with control subjects) will not be captured and their presence in the
dataset will tend to diminish the overall effect. Rare protective alleles appear to influence caseecontrol status to some
extent (Rees et al., 2014). Accurate estimation of the combined genetic effect of rare CNVs will require more complete
knowledge of the directionality and effect size of the individual variants.

Pathways

A pathway-based analysis of CNV seeks to quantify the enrichment of deletions and duplications accurately across specific
gene set by comparing the observed CNV count in a pathway with a null model that accurately reflects the caseecontrol
difference in CNV burden that would be expected for a random pathway with the same number and sizes of genes.
Findings indicate that risk CNVs are not randomly distributed in the genome and that CNV burden is concentrated within
pathways related to neurodevelopment (Kirov et al., 2012; Pinto et al., 2014; Walsh et al., 2008). For instance, pathways
implicated in autism include genes involved in synapse function, chromatin regulation, and transcripts that are bound by
Fragile X mental retardation protein (FMRP) (Pinto et al., 2014). Pathways implicated in schizophrenia include proteins
located at the postsynaptic density and components of the activity-regulated cytoskeleton complex (Kirov et al., 2012).

Genes

Because of low frequencies of the individual variants, statistical power to detect the association for a specific allele may be
limited. In some cases additional power can be gained by testing association across individual genes.

Genome Pathway
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SNVGene
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FIGURE 4.4 Analysis strategies for case control or family design studies of disease genetics. (A) A chromosome with dark gray boxes marking case
CNV loci against light gray boxes marking control CNV loci. (B) Pathway analysis attempts to identify enrichments of CNVs in genetic pathways for
cases versus controls. Dark gray shapes represent gene products affected by significantly more CNVs in cases than in controls. Light gray shapes are gene
products without an enrichment of CNVs for cases. Enrichments are detected by assessing CNV burden in a randomized pathway of similar size. (C) An
enrichment in unique CNVs detected from many case samples (dark gray lines) helps implicate a single gene when there are significantly fewer CNVs
detected in the same gene for control samples (light gray lines). (D) In contrast to the previous example, when there are statistically enough case CNVs
across an SNV (dark gray lines) compared with case CNVs (light gray lines), a single polymorphism can be implicated in the disease.
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SNVs

For some genomic loci, risk CNVs occur at sufficient frequencies to test the association at individual sites. In autism and
schizophrenia, several loci have been specifically implicated (for review see Malhotra & Sebat, 2012).

Although these approaches were pioneered in the context of CNV studies, the same principles apply to any mutation
discovery platform including exome and whole genome sequencing (WGS).

DETECTION OF RARE GENETIC VARIATION BY HIGH-THROUGHPUT SEQUENCING

High-throughput sequencing technologies carry out massively parallel sequencing of shotgun libraries. In contrast to
traditional Sanger sequencing, the technical workflow for next-generation sequencing exchanges bacterial cloning for a
library preparation step which involves ligating universal amplification primers onto target DNA that has been mechan-
ically or enzymatically sheared to a length appropriate for the platform. Generally the target library is then annealed to
immobilized primers that are complementary to the universal sequencing adapters. A variety of different chemistries are
applied to generate signals that represent nucleotide addition during elongation, and these signals are interpreted as
sequence. Unlike Sanger sequencing, the nucleotide addition and detection steps are incorporated into a single process, and
the physical separation of immobilized templates allows upward of billions of unique, elongating DNA molecules to be
recorded at the same time.

High-throughput sequencing has allowed researchers to examine sequence diversity that is not limited to predefined
arrays. This makes the technology particularly useful for identifying rare variants that are unaccounted for through array
technologies. As the cost per accurate base call lowers, the ability to perform WGS of very large sample sizes will enable
association studies with rare variants. Currently, read length and depth required to confidently call a base are the biggest
technological limiting factors hindering these studies. A combination of exome sequencing (Fig. 4.5A), targeted
sequencing (Fig. 4.5B), and WGS (Fig. 4.5C) is currently being employed to elucidate the genetic underpinnings behind
neuropsychiatric diseases.

Exome

It is currently more cost-effective to sequence an informed subset of the genome selectively. For this reason, researchers
have focused on whole exome sequencing, which reduces complexity to 1% of the entire genome. Genetic variation within
protein-coding regions of the genome is of high interest because mutations within these regions are more likely to have
functional consequences. Exon capture and sequencing is economical and sequencing depth is not sacrificed as quickly
when sample size increases compared with WGS.

Whole GenomeTargetedExome
(A) (B) (C)

FIGURE 4.5 High-throughput DNA sequencing applications. (A) Whole exome sequencing attempts to selectively sequence the 1% of the genome
that encodes mature transcripts. Genomic DNA is fragmented and exons (white boxes) enriched through a combination of hybridization to bead probe
conjugates (gray circle) and amplification by polymerase chain reaction, leave intergenic and intronic DNA. The resulting sequence information after
high-throughput sequencing exclusively covers the exons (gray lines above exons). (B) Targeted sequencing with molecular inversion probes (MIPs)
selectively sequences regions inherent in the design of the MIPs. In this simplified example, an MIP is designed against an SNV, and the A allele is
confirmed by reading the T that is incorporated through a gap-filling process. It is now possible to design MIPs with targeting arms that are farther apart,
and capture a larger region through polymerization and ligation (circularization of MIP). (C) Whole genome sequencing is able to assess variation within
the accessible genome. Genomic DNA is fragmented (black and white boxes representing intergenic and genic space, respectively) and ligated to adapter
sequences (gray flanking boxes) specific to the high-throughput sequencing platform used. After high-throughput sequencing is performed, the reads can
be assembled into larger contigs and matched to a reference sequence.
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Using the analytical approaches similar to those described previously, whole exome sequencing has been successfully
applied to relatively large trio and caseecontrol samples of ASD and schizophrenia. In this context, however, the relevant
genes can be elucidated with much greater precision.

In particular, trio-based analysis of de novo mutation has proven to be a highly effective approach to gene discovery.
The observation of recurrent de novo mutations in individual genes can provide strong statistical evidence for asso-
ciation. In this context, the association of recurrent gene mutations with disease is assessed by estimating the probability
of observing a given number of mutations per gene by chance, taking into consideration the per-base mutation rate,
gene length, guanine and cytosine content, and sample size (Sanders et al., 2012). In a sample of 1000 trios, for
example, there is a low (<0.05) probability of observing four mutations in any one gene throughout the genome
(Sanders et al., 2012). Thus, any mutation observed at this frequency in cases would achieve genome-wide significance.
Recurrent de novo protein-disrupting mutations in genes have provided credible evidence implicating specific genes in
ASD (Iossifov et al., 2012; Neale et al., 2012; Sanders et al., 2012) and have greatly strengthened the evidence
implicating synaptic networks, genes involved in the regulation of chromatin, and targets of FMRP (Iossifov et al.,
2014). Exome sequencing of trio samples in schizophrenia have similarly strengthened the evidence for synaptic
proteins (Fromer et al., 2014).

Gene Panels

Highly economical sequencing of small panels of genes (typically fewer than 50) is possible using specialized target
capture procedures such as “padlock” or molecular inversion probes (MIPs). This has proven useful for resequencing
candidate disease genes that have been implicated from exome and CNV studies. In ASD, there are hundreds of
implicated genes with a small number of recurrent mutations. Thus, whereas more exomes may help expand the
candidate gene list, targeted gene sequencing can extend coverage of specific gene sets and help identify recurrent
mutations.

One example of this comes from a study that used MIPs to resequence a prioritized list of 44 ASD candidate risk genes
in 2446 probands (O’Roak et al., 2012). Using a family-based trio design looking for de novo variation, recurrent sporadic
mutations in six genes were found. This study also finds new exonic de novo mutations that were not found in exome
sequencing studies as a result of the increased coverage inherent in sequencing smaller, focused target sets.

Whole Genome Sequencing

Sequencing of the complete human genome at greater than 30 times coverage provides accurate detection of nucleotide
variants across 85% of the reference genome (G.P. Consortium, 2010). This portion is referred to as the “accessible”
genome. The inaccessible portion consists mainly of highly repetitive sequences, and a significant fraction of reads in these
regions have a low mapping quality. WGS enables a far more complete ascertainment of common and rare variation
throughout the genome, including structural variation and variation in nucleotide sequence (G.P. Consortium, 2010).
Furthermore, the cost of high-throughput sequencing has fallen to a point that enables WGS of thousands of samples
(Gudbjartsson et al., 2015; Michaelson et al., 2012; Genome of the Netherlands Consortium, 2014).

To date, multiple small studies of autism have been published (Michaelson et al., 2012; Yuen et al., 2015).
The focus of these small studies has been to explore new genetic questions that can be addressed using complete
genomic information on families. For instance, our team examined global patterns of de novo germline mutation in
autism by WGS of identical twins concordant for ASD autism. We showed that variation in global mutation rates are
strongly influenced by paternal age. We further showed that local mutation rates are influenced by intrinsic properties of
DNA sequencing and chromatin structure. Two studies by Scherer and colleagues sought to apply a clinical genetics
perspective to the interpretation of genome sequence data. The first, a study of 32 families (Jiang et al., 2013),
performed expert curation of variants in coding regions and yielded clinically interpretable variants in about 50% of
cases. However, a lack of strong statistical support for most of these variants makes it difficult to assess the accuracy of
the interpretations. The second study expanded this approach to 85 “multiplex” families with multiple affected
offspring. The results of this second study were fraught with similar challenges. Expert curation of genetic variants
yielded a variety of putative causal variants, most which were not shared among multiple affected family members, thus
raising doubt about their causal role. The results of this study highlight the difficulties in trying to infer pathogenicity of
genetic variants (Yuen et al., 2015). Every genome sequence possesses remarkable narrative potential because every
human genome contains a variety of CNVs and protein-altering variants in genes that can plausibly be associated with
disease.
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Although only a limited number of WGS studies have been published, numerous studies are ongoing in autism,
schizophrenia, and bipolar disorder, and in the general population (Gudbjartsson et al., 2015). We are likely to see a flood
of new data emerging in the coming years.

RARE GENETIC VARIATION IN NONCODING DNA: A NEW FRONTIER

The strategies described here have been successful. Knowledge of rare genetic contributors to risk is growing rapidly along
with an improved understanding of the molecular pathways underlying mental illness. However, large gaps remain in our
knowledge.

Studies have focused on coding sequence variation, largely for economic reasons. A focus on protein-coding sequences
is also justified because it is possible to infer with some degree of accuracy whether changes in protein sequences are
deleterious. However, protein coding sequence represents only 1% of the human genome. It has been has been more
difficult to explore and interpret noncoding DNA, which represents 99% of the genome. The DNA sequences that comprise
this “dark matter” perform a variety of regulatory functions pertaining to transcriptional regulation and chromatin
accessibility (E.P. Consortium, 2007). We are only beginning to understand the underlying genetic mechanisms and how
they are influenced by genetic variation. Analysis of genetic regulatory elements is becoming increasingly tractable. Genes
are governed by promoters, enhancers, untranslated regions, and noncoding RNAs; these can be prioritized based on what
genes have been previously implicated and then targeted for sequencing in caseecontrol or family design studies. Then,
variant loci that are enriched in affected individuals can be tested for functionality using reporter assays.

RARE GENETIC VARIANTS AND THE POTENTIAL TO AFFECT CLINICAL CARE

Rare and de novo mutations at specific genetic loci may confer substantial risk to an individual patient. In addition, specific
clinical features may be associated with a given genotype (Sebat, Levy, & McCarthy, 2009). Thus rare variants of large
effect could have a significant impact on the diagnoses and treatment of mental disorders. Future progress will continue to
depend heavily on new genomic technologies and their application in the clinical arena.

The development of cell-based and animal models of genetic disorders has been greatly accelerated by the development
of highly efficient gene editing techniques, in particular the CRISPR/Cas9 system (Cong et al., 2013; Mali et al., 2013).
The extraordinary efficiency of this system has made it possible to introduce a variety of specific mutations into
mammalian genomes, including nucleotide substitutions, indels, and structural variants (Kraft et al., 2015). Model systems
that faithfully recapitulate human mutations will enable the design of novel therapeutics based on the underlying molecular
pathology of disease.

By design, personalized treatments that emerge from such studies will be effective for specific patient groups.
Therefore, from the early phases of clinical trials to the eventual application of such treatments, diagnostic testing is needed
to identify genetic subgroups (Brandler & Sebat, 2015). Diagnostic methods will require more accurate prediction algo-
rithms for inferring the functional impact of mutations in both coding and noncoding regions. In addition, if the set of
genotypes that defines a diagnostic group is rare, genetic screening must be applied to large populations to identify them.
Hence routine clinical genetic testing of patient populations ultimately will be required to make good on the promise of
precision medicine.
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Chapter 5

Neuroepigenomics and Human Disease

John M. Greally
Albert Einstein College of Medicine, Bronx, NY, United States

Eric J. Nestler
Icahn School of Medicine at Mount Sinai, New York, NY, United States

EPIGENETICS

Most of the time when the word “epigenetics” has been defined, it has nothing to do with the concept originally proposed
by Waddington. This issue was excellently reviewed (Gilbert, 2012) but bears repeating. Waddington’s training in
developmental biology and appreciation of the potential for genetic mutations to cause disease put him at the intersection of
two fields of research: embryology (which he referred to as epigenesis) and the emerging field of genetics. The conflict
between the groups was based on a simple question: If genes are involved in embryogenesis and the DNA content of each
cell is the same, how can the DNA cause different cell types to be created? Waddington’s goal was to reconcile the fields of
epigenesis and genetics with what he called an “epigenetic” model of genes influencing cell lineage commitment but
without proposing how such lineage commitments could be mediated by variability in function of the same DNA.

In the interim, we have learned that the fixed information content of DNA is used in different ways in different cell
types, associated with a large number of distinctive nuclear events, including those involving chromatin structure and
nucleosomal organization, posttranslational modifications of chromatin proteins, covalent modifications of DNA, and
transcription factor (TF) binding to DNA with recruitment of enzymatic complexes influencing local chromatin organi-
zation, all resulting in cell typeespecific transcriptional regulatory patterns with subsequent feedback from small and long
noncoding RNA species to influence these regulatory events (Choukrallah & Matthias, 2014; Ciabrelli & Cavalli, 2014;
Delatte, Deplus, & Fuks, 2014; Henikoff & Smith, 2015; Hiragami-Hamada & Fischle, 2014; Liebers, Rassoulzadegan, &
Lyko, 2014; Messerschmidt, Knowles, & Solter, 2014; Morris & Mattick, 2014; Peschansky & Wahlestedt, 2014; Pikaard
& Mittelsten Scheid, 2014; Sarkies & Miska, 2014; Tee & Reinberg, 2014; Vogel-Ciernia & Wood, 2014; Weick & Miska,
2014). With a focus on DNA methylation, Holliday revisited the original Waddingtonian concept of an epigenetic
landscape and proposed that the maintenance of a cell commitment in the canals (or “creodes,” as Waddington (1957)
described them) required information to be propagated from parent to daughter cells (Holliday, 1979), updating the
definition of epigenetics accordingly to encompass all heritable information that is not encoded in the DNA sequence
directly, and resulting in one currently accepted definition.

However, a further complication arises when the definition of epigenetics becomes conflated with all transcriptional
regulatory processes, which is commonplace at present. For example, whereas posttranslational modifications of histones
are frequently referred to as epigenetic, and there is certainly some evidence in model organisms that these modifications
can self-propagate at particular loci through cell division (Ragunathan, Jih, & Moazed, 2014), there are few mechanistic
insights into how this takes place. This has prompted the alternative viewpoint that the maintenance of cell lineage
commitment is in fact primarily influenced by TFs (Ptashne, 2013a, 2013b). This is a reasonable model because it only
requires the presence of the TF at the same locus in parent and daughter cells to maintain the cell state, a “bookmarking” of
mitotic chromosomes for which there is some evidence (Caravaca et al., 2013). Because TFs recruit enzyme complexes
that influence chromatin characteristics (Benner et al., 2013; Cheng, Shou, Yip, & Gerstein, 2011; Luu, Scholer, &
Arauzo-Bravo, 2013), as noted earlier, the presence of many regulatory processes described as epigenetic may in fact result
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from TF actions. As a counterpoint, it could be argued that the activity of a TF is at least in part determined by preexisting
chromatin organization and DNA methylation states (Iwafuchi-Doi & Zaret, 2014; Magnani, Eeckhoute, & Lupien, 2011),
so the system is more likely to reflect an interplay of these mediators than a model in which all TFs are completely
deterministic.

We should therefore use care and perspective when using the term “epigenetic,” recognizing that not all transcriptional
regulation is epigenetic, because not all transcriptional regulatory processes have clear mechanisms of self-propagating
heritability, and that the study of one component of the transcriptional regulatory process ignores or may be
confounded by influences from many other components that are not being tested.

So where does this leave us when we want to discuss the field of epigenetics as it relates to neurobiological processes?
The question becomes one of how the identification of transcriptional regulatory changes associated with specific
phenotypes, including diseases, allows insights into pathogenesis and the potential for novel avenues of therapy. In this
review, we describe the experimental approaches that have been used to suggest links between transcriptional regulatory
mechanisms and nervous system phenotypes, but maintain the perspective that these links have less certain mechanistic
interpretability than might have been supposed, because of the considerations described earlier. However, even applying
this cautious perspective, it is clear that observations linking DNA methylation and chromatin states with psychiatric or
neurological disease phenotypes show promise for gaining insights into pathogenetic mechanisms.

EPIGENETICS IN NEUROBIOLOGICAL RESEARCH

There has been a surge of epigenetic studies of the nervous system over the past decade (Epigenetic Regulation in the
nervous system: Basic mechanisms and clinical impact, 2013). The vast majority of this work has used the broader
definition of epigenetics noted previously: namely, denoting stable mechanisms of transcriptional regulation and not
denoting transgenerational inheritance. One of the primary interests of the field is to explain lifelong changes in disease
vulnerability (Robison & Nestler, 2011; Zhang, Labonte, Wen, Turecki, & Meaney, 2013). Exposure to severe stress early
in life can increase an individual’s vulnerability to a range of mental disorders in adulthood, such as depression and drug
addiction. Likewise, repeated exposure to a drug of abuse during adolescence can permanently enhance that individual’s
risk for addiction for a lifetime. Conversely, a several-month course of treatment with an antidepressant medication may
not only alleviate the symptoms of depression while a person is being treated but can often render many individuals
illness-free for the rest of their lives. The ability of these and other discrete environmental exposures to produce such
long-lasting changes in behavior means that they are altering the brain in stable ways, for which epigenetic control over
gene expression is one plausible mechanism.

A second imperative to study epigenetic mechanisms in neuropsychiatric diseases is to gain a more complete appre-
ciation of how specific genes or nongenic loci are affected. Studies focused solely on measures of RNA expression levels
(whether polymerase chain reaction for individual genes or sequencing or microarray platforms for all RNAs) are limited
by the fact that they quantify steady-state RNA levels with no indication of the dynamic nature of an RNA’s regulation. By
contrast, assays of DNA methylation or chromatin states reveal many layers of regulation of a genomic locus that might not
be evident from measures of that locus’s transcription at a given time point (Robison & Nestler, 2011). Thus, epigenetic
modifications can represent latent forms of regulation that, although not reflected in altered steady-state levels of RNA
expression, modify that gene’s inducibility in response to a subsequent stimulus. For this reason, epigenetic studies can
uniquely identify genes whose future transcription is sensitized (primed) or desensitized. Epigenetic investigations also
provide information for the first time about the molecular mechanisms associated with an altered state of gene transcription.
Before such approaches, any effort to understand mechanisms of gene transcription have relied on studies in cell culture,
even though we know that what occurs in a cultured cell, even a cultured neuron, is not always an accurate reflection of
what occurs in the brain in vivo (Robison & Nestler, 2011). Finally, epigenetic studies reveal regulation occurring at
nongenic regions of the genome, which might have profound influences on normal cell function and perhaps disease states.

There has also been increasing attention given to true, heritable epigenetic regulation in the nervous system and its
contribution to neuropsychiatric disease (Bale, 2014; Dias & Ressler, 2014; Dietz et al., 2011; Franklin, Saab, & Mansuy,
2012; Szutorisz et al., 2014; Vassoler, White, Schmidt, Sadri-Vakili, & Pierce, 2013). Such interest is based partly on
observations that whereas most nervous system disorders are highly heritable, it has been difficult to identify individual
risk genes of strong effect. However, whether epigenetic inheritance contributes to disease risk remains uncertain, largely
owing to a lack of appreciation of plausible mechanisms that might be involved.

Lack of access to the human brain represents a unique obstacle for epigenetic investigations of the nervous system.
Unlike every other organ system, it is not possible to obtain brain tissue from living patients during the course of an illness.
For this reason, the vast majority of epigenetic studies of the nervous system have relied on animal models. Genetic tools in
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mice that enable the isolation of individual cell types from a microdissected brain region offer another driver of the use of
animal models. However, there is growing interest in epigenetic analyses of human postmortem brain tissue as well as
peripheral tissues from living patients as surrogate indicators of the brain. Each of these approaches has strengths and
limitations; the integrated use of multiple approaches is currently the most effective way to elucidate epigenetic mecha-
nisms of brain diseases.

THE GENOMIC CONTEXT OF TRANSCRIPTIONAL AND EPIGENETIC MECHANISMS

The process of gene transcription involves numerous mediators. Ultimately the RNA message is produced by the
movement of RNA polymerase through a region of the genome, generating the primary transcript that should be a perfect
copy of the transcribed DNA strand.

The process by which this transcription is established at a specific locus is generally the focus of studies trying to
understand how phenotypic variability is established, but some of the same mediators appear to act as a result of, or
associated with, transcription. For example, specific histone modifications are present almost exclusively in transcribed
regions (histone H3 lysine 36 trimethylation (H3K36me3) and H3K79me3 (Vakoc, Sachdeva, Wang, & Blobel, 2006),
H3K9me3, and HP1 (Vakoc, Mandat, Olenchock, & Blobel, 2005)). DNA methylation is also generally increased in
transcribed regions (Suzuki et al., 2011), where it may have roles in transcriptional (Kulis, Queiros, Beekman, &
Martin-Subero, 2013) and splicing regulation (Maunakea, Chepelev, Cui, & Zhao, 2013). The association of DNA
methylation with transcription is sufficiently strong that on a macro-organizational level, there is increased DNA
methylation in euchromatic regions of the mammalian genome compared with heterochromatic regions (Suzuki et al.,
2011). This suggests that there are two types of heterochromatin in the mammalian genome: one that is associated with
highly repetitive, pericentromeric DNA and is highly DNA methylated, probably involving the effects of DNA methyl-
transferase (DNMT) 3B, and one in interstitial regions of chromosomes, which has low levels of DNA methylation.

When performing a study of transcriptional and epigenetic regulators associated with a phenotype, there may therefore
be changes identified that reflect the response to transcription rather than processes that determine transcription. The
transcriptional differences may be the primary distinctive characteristic distinguishing the groups being studied, reflected
by the transcriptional regulatory and epigenetic differences. The observation remains valuable because it indicates a
transcriptional change associated with the phenotype being studied. However, the observation does not support a model in
which transcriptional regulatory and epigenetic processes are primary events in determining the phenotype. Advances
which enable studies of the causal role of epigenetic mechanisms in inducing disease-like abnormalities in animal models
(Heller et al., 2008) are discussed subsequently.

However, the focus of phenotypic association studies involving the epigenome is to understand how transcriptional
changes represent the consequences of altered epigenetic regulation. The paradigm established for the field is from cancer
epigenetics, in which there have been both global and local changes observed for DNA methylation (Torano, Petrus,
Fernandez, & Fraga, 2012), with some of the changes associated causally with transcriptional changes. It becomes a
reasonable question whether similar events take place in nonneoplastic phenotypic or disease states, including brain
disorders.

The most direct mediator of transcription is the RNA polymerase holoenzyme, which is recruited by a group of TFs
forming the preinitiation complex at a nucleosome-free region of a gene (Thomas & Chiang, 2006). Events at the carboxyl
terminal domain of RNA polymerase II are required to start the polymerase moving along the DNA of protein-coding
genes, including the binding of transcriptional coactivators such as the mediator complex (Myers & Kornberg, 2000).
This places our focus directly on the promoter as the locus of critical importance for gene transcriptional regulation. The
most conclusive finding from cancer epigenetics studies is the demonstration of DNA methylation acquisition in cancer
cells at promoters of genes that were transcriptionally silenced (Kulis & Esteller, 2010). These promoters are generally rich
in the CG dinucleotides typical of CpG islands, and the DNA methylation events occurred consistently enough to allow a
subset of colorectal carcinomas to be described as having a distinctive ‘CpG island methylator phenotype’ (Issa, 2004).
The associated silencing of transcription of known tumor-suppressor genes completes the chain of causality in this CpG
island methylation contributing to the neoplastic process (Lopez-Serra & Esteller, 2012; Sarkar, Goldgar, Byler, Rosenthal,
& Heerboth, 2013; Taberlay & Jones, 2011).

Whereas this model has provided the foundation for exploring epigenetic dysregulation in human diseases other than
cancer, even in the cancer epigenome it is being recognized that a substantial proportion of changes do not occur at
canonical promoters but are located more distally at regulatory sequences generally classified as enhancers (Aran, Sabato,
& Hellman, 2013; Blair et al., 2013; Hu et al., 2014; Ko et al., 2013; Taberlay, Statham, Kelly, Clark, & Jones, 2014;
Zhang et al., 2014). How the physically distant enhancers interact with promoters is being tested using studies that reveal
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the three-dimensional architecture of chromatin in the cell nucleus (Dostie et al., 2006; Kalhor, Tjong, Jayathilaka, Alber, &
Chen, 2012; Lieberman-Aiden et al., 2009). That these physical interactions occur is apparent; what is less clear is how
these interactions are controlled and how they affect the polymerase complex located at the promoter.

The properties of enhancers have been reviewed (Plank & Dean, 2014), including their transcription to form enhancer
RNAs, a type of noncoding RNA that may be involved in their function (Kim, Hemberg, & Gray, 2015). Although the
property of transcription is in common with promoters, a distinction is that the histone posttranslational modifications that
occur at enhancers differ from those at promoters, in which H3K4me3 and histone H4 lysine 16 acetylation (H4K16ac) are
enriched compared with the enrichment of H3K4me1 and H3K27ac at enhancers, for example. Another difference is that
enhancer locations vary among cell types to a much greater extent than do promoter locations (Won et al., 2013).
Promoters tend to be “poised” and ready for transcription constitutively (Guenther, Levine, Boyer, Jaenisch, & Young,
2007) but require additional signals from transcription factors such as MYC (Rahl et al., 2010) to allow their transition to
an active state. Because enhancers can be defined by their property of TF binding, a simple model for their activation of
promoters may be that they bring into proximity the TFs needed to convert promoters from a poised to an actively
transcribing state.

There are several reasons for our placing emphasis on the complementary roles of promoters and enhancers. One is to
stress the need for enhancer actions in normal transcriptional regulation; a second is in terms of the information content
from the assays used to study the epigenome. A problem with promoter studies reflects their constitutive nature: They tend
to have too little normal variability for phenotypic or even transcriptional associations to be made. For example, DNA
methylation at CG dinucleotide-rich promoters tends to be almost completely absent whether the associated gene is
transcriptionally active or silent (Weber et al., 2007).

This finding was highlighted in a study of DNA methylation at and flanking CpG islands in which it was observed that
the variability in DNA methylation within the CpG island was poorly correlated with both local gene transcription and
changes associated with cancer (Irizarry et al., 2009). However, the 2-kb regions flanking these promoter-associated CpG
islands were much more predictive of these changes, which led the authors to propose that the “shores” of CpG islands are
more valuable for study than the CpG islands themselves (Irizarry et al., 2009). Further extension of this notion is to
consider so-called “shelves” (beyond the shores) and the remaining “open seas” of the genome, which have also proven
popular as ways of describing more or less informative contexts for DNA methylation (Sandoval et al., 2011). In a study of
CD34þ hematopoietic stem and progenitor cells, we showed that the CpG island shore is in fact highly enriched with
histones with posttranslational modifications typical of enhancer sequences (Wijetunga et al., 2014). This observation ties
together the emerging role of enhancers in transcriptional regulation and its dysregulation in disease states, with studies that
indicate CpG island shores to be DNA methylation-dependent enhancers (Perisic, Holsboer, Rein, & Zschocke, 2012) and
informative in phenotypic and disease associations (Aran et al., 2013; Blair et al., 2013; Hu et al., 2014; Ko et al., 2013;
Taberlay et al., 2014; Zhang et al., 2014). It is likely that CpG island shores represent a subset of the broader group of
enhancers genome-wide which would be the optimal targets of DNA methylation studies in disease states.

A problem with studying DNA methylation at enhancers is that they are located in distinct locations in different cell
types, which makes a single analytical platform surveying fixed locations in the genome unlikely to be universally
informative. For example, the popular Illumina Infinium microarray, which tests about 485,000 sites for DNA methylation
throughout the human genome, is focused on annotated promoters (Bibikova et al., 2011). Although it also covers some
CpG island shores and other nonpromoter locations, even if it performs well in testing enhancer locations in one cell type,
it is unlikely to be comprehensive in enhancer coverage in other cell types. The reduced representation bisulphite
sequencing assay (Meissner et al., 2008) is targeted to very CG-rich regions of the genome and likewise targets promoters
preferentially. The more comprehensive approach of shotgun bisulphite sequencing (Lister et al., 2008) is more likely to
report informative loci as a result, but it suffers in comparison by being substantially more costly and generates a sizable
proportion of sequence from uninformative regions of the genome. We discuss choices of genome-wide epigenetic assays
subsequently, taking some of these considerations into account.

TRANSCRIPTIONAL AND EPIGENETIC REGULATORY MECHANISMS

DNA methylation is the most studied regulator in epigenetic association studies of mammalian phenotypes and diseases.
It warrants further discussion as a result. DNA methylation refers to the addition of a methyl group to cytosine in the
context of a CG dinucleotide. A CG on one strand of DNA is mirrored on the other strand by a complementary CG, which
makes this the smallest possible unit of DNA in which a cytosine can be present on both strands. This becomes interesting
when the biochemistry of DNA methylation is considered, because it is now recognized that cytosine methylation is
symmetrical on both strands and that this state is transmitted from parent to daughter cells. The process of DNA replication
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creates complements to each parental DNA strand using unmodified cytosines, creating a hemimethylated state in which
the cytosine on one strand is methylated, but not that on the other strand. This hemimethylated state is recognized by the
UHRF1 protein (Bostick et al., 2007), which recruits DNMT1 that then restores symmetrical methylation on both daughter
strands. This mechanism of heritability makes DNA methylation a genuinely heritable process, whereas chromatin states
lack similar mechanisms for self-propagation unless mediated by a primary TF binding event, as described earlier.

5-Methylcytosine (5mC) is not the only modification of nucleotides in the mammalian genome. Oxidases exist that
convert 5mC to 5-hydroxymethylcytosine (5hmC), which is then further oxidized to 5-formylcytosine and to
5-carboxylcytosine, reactions catalyzed by ten-eleven translocases (TETs), of which there are three homologues in
mammals (Delatte et al., 2014). These enzymatic steps create substrates for glycosylases, which remove the modified
cytosine to create an abasic site that is then filled with an unmodified cytosine (Maiti & Drohat, 2011). This provides a
means of reversing DNA methylation that appears to be active in early embryogenesis (Guo et al., 2014) and may persist in
adult brain (Kriaucionis & Heintz, 2009; Lister et al., 2013). The other means of removing DNA methylation is for
DNMT1 not to maintain the mark through cell division, allowing the mark to be diluted passively. Nondividing cells do not
have this option, which makes the increased amount of 5hmC in nondividing cells of the brain (Kriaucionis & Heintz,
2009; Lister et al., 2013) an intriguing observation that could be consistent with the preferential use of this alternative
mechanism. A related question is whether there is a cell cycleeindependent means of establishing DNA methylation that
may be especially important in terminally differentiated nondividing cells. The maintenance DNMTs, DNMT3A, and
DNMT3B do not require DNA replication but can add methyl groups to cytosines de novo (Jurkowska, Jurkowski, &
Jeltsch, 2011). A report suggests that DNMT3A not only establishes DNA methylation at CG dinucleotides but also
establishes and maintains DNA methylation at a substantial number of non-CG cytosines in postmitotic neurons (Guo
et al., 2014), which indicates a degree of complexity in the brain beyond what we have come to expect in mammalian
genomes. Interestingly, levels of 5hmC are particularly enriched in the nervous system (Kriaucionis & Heintz, 2009; Lister
et al., 2013), but most studies of DNA methylation in the brain to date have not distinguished between these two forms.

This discussion of DNA methylation can be framed in terms of the regulatory mechanisms that establish the mark in the
first place: the chromatin components that recognize the mark and the enzymes that remove the mark subsequently. This
has led to the common description of epigenetic writers, readers, and erasers. For DNA methylation, the writers are
DNMTs, the erasers are the TET and glycosylase enzymes, whereas the readers are those DNA binding proteins that are
positively or negatively influenced by the presence of the methyl group at the intended site of binding. Of the DNA binding
proteins whose binding is enhanced by 5mC, the paradigm is established by the proteins containing methyl-binding do-
mains (MBDs) but also include some of the zinc finger domain transcription factors (Liu et al., 2014; Liu, Zhang,
Blumenthal, & Cheng, 2013). The methyl group protrudes into the major groove of the DNA where sequence-specific
recognition of DNA by binding proteins can occur. Interestingly, the conversion of 5mC to 5hmC by TET oxidases
changes the binding characteristics of some MBDs for the DNA, including methyl CpG binding protein 2 (MECP2), which
is abundantly expressed in the brain (Nan, Campoy, & Bird, 1997). Because MECP2 mutations are responsible for Rett
syndrome (Amir et al., 1999) and a subset of individuals with autism spectrum disorders (ASDs) (Cukier et al., 2010), the
relative degrees of interaction of MECP2 with 5mC versus 5hmC need to be understood to gain insights into the path-
ogenic effects of the mutations. The methyl group can also interfere with binding of transcription factors, as exemplified by
the CTCF protein (Bell & Felsenfeld, 2000; Wang et al., 2012), which acts to prevent enhancers from binding to pro-
moters, referred to as an insulator function that partitions chromatin into functional domains (Bell & Felsenfeld, 2000). The
influence of DNA methylation has been especially well-characterized for CTCF binding within imprinted domains, leading
to imprinted insulator function and enhancer-dependent transcription of the Igf2 locus in mouse (Bell & Felsenfeld, 2000).
Genomic imprinting represents an example of an epigenetic mark being written distinctively in male compared with female
gametes, proving resistant to subsequent erasure and leading to differences in how the mark is read on each parental
chromosome.

The same structure of writers, readers, and erasers can be used when considering the vastly more diverse world of
posttranslational modifications of chromatin components. The number of posttranslational modifications of the canonical
H2A, H2B, H3, and H4 histones in eukaryotic chromatin is in the hundreds (Nardelli et al., 2013), an indication of the
complexity and potential diversity of the information encoded in these marks. This complexity is further expanded when
one considers that a substantial proportion of nucleosomes contain alternative types of histones other than the four listed
(Maze, Noh, Soshnev, & Allis, 2014) (so-called histone variants) which can themselves undergo their own repertoire of
posttranslational modifications, whereas TFs themselves also represent targets of frequently poorly understood post-
translational modifications (Filtz, Vogel, & Leid, 2014).

The enzymes that write and erase the posttranslational modifications of histones and other chromatin constituents are
diverse and incompletely understood, as might be expected from the enormous range of modifications, sites, and biological
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effects. Readers of the posttranslational modifications can even recognize combinations of different marks occurring in
close proximity (Musselman, Lalonde, Cote, & Kutateladze, 2012). This complex and emerging field has been the subject
of several excellent reviews (Du & Patel, 2014; Fischle, 2014; Fuchs & Oren, 2014; Gayatri & Bedford, 2014; Musselman,
Khorasanizadeh, & Kutateladze, 2014; Rothbart & Strahl, 2014; Sawicka & Seiser, 2014).

EPIGENETIC PERTURBATION AND EPIGENOME-WIDE ASSAYS

This all leads to the question that is central to epigenetic studies of human disease phenotypes: How do epigenetic changes
take place causing those associated with a normal cellular function to modify patterns associated with disease? This
depends on the researcher’s perspective. In a TF-centered model, the primary signal would come from a change in the
quantitative or qualitative characteristics of the TF, resulting in an altered pattern of association with chromatin in the
genome. The differential recruitment of enzyme complexes to loci would then result in distinctive patterns of post-
translational modifications of chromatin components and of DNA methylation. Someone with a more chromatin-centered
perspective may invoke the need for nucleosomal remodeling as a primary event to allow TF binding to DNA, whereas
those interested in DNA methylation may invoke the need for DNA methylation patterns to change to allow TF binding to
take place.

To date, most epigenome-wide assays of human disease tissue have been based on the study of DNA methylation. This
partly reflects the success of such approaches in cancer epigenomics, partly the relative maturity of the assays and
associated analytical approaches, and partly the perception that we understand how to interpret DNA methylation changes
in the genome. It also assumes that even if DNA methylation is not the primary event in changing the cell’s state to that
associated with disease, the interdependence of the transcriptional and epigenetic regulatory mechanisms is such that DNA
methylation will reflect changes to any component of the process. No DNA methylation assay is genuinely comprehensive
in testing the entire genome, so the assay will need to interrogate the loci where dysregulation is occurring if it is to be
informative.

Chromatin mapping approaches, on the other hand, should be comprehensive in identifying the location of a chromatin
component genome-wide (apart from highly repetitive loci), but have the problem of choice: Can you predict in advance
which of at least hundreds of different chromatin states is going to be informative for your phenotype of interest? Although
chromatin studies of human diseases are relatively rare, the general approach has been to study some of the better
understood posttranslational modifications of histones, usually both activating and repressive marks such as H3K4me3 and
H3K27me3, respectively. The alternative approach of profiling loci of open (nucleosome-free) chromatin has been applied
successfully in a mouse model of dietary effects (Leung et al., 2014), which may be a sensible compromise in combining a
relatively generic chromatin characteristic with genome-wide mapping potential.

To study DNA methylation, three broad approaches are available. The reference standard is based on bisulphite
mutagenesis of unmethylated cytosines to uracil, which is then amplified as thymine. Quantifying the ratio of unconverted
cytosine to converted thymine reflects the proportion of 5mC to C at that nucleotide before conversion. To measure 5mC at
specific loci in the genome, microarrays based on C or T primer extension have been employed (Bibikova et al., 2011),
whereas massively parallel sequencing (MPS) of the entire genome (Lister et al., 2008) or subsets enriched by restriction
enzyme representations (Meissner et al., 2008) or hybridization-based capture (Hodges et al., 2009) have been employed.
A second approach involves the use of DNA methylation-sensitive restriction enzymes, also using microarrays or MPS to
map and quantify 5mC (Khulan et al., 2006; Suzuki et al., 2010). A disadvantage of these methods is that they do not
distinguish between 5mC and 5hmC. To do so, oxidized bisulphite approaches are available that either protect
(TET-assisted bisulfite sequencing) (Yu et al., 2012) or selectively oxidize (oxidative bisulfite sequencing) (Booth et al.,
2012) 5hmC. The third approach uses antibodies or other reagents with selective affinity for 5mC, 5hmC, or unmethylated
CG dinucleotides followed by deep sequencing (Long et al., 2013; Song et al., 2011; Weber et al., 2005). Whereas the last
category is most informative in CG-dense regions of the genome (Down et al., 2008), these assays have the characteristic
of being quantitative, allowing discrimination of modest, as opposed to extreme, changes of DNA methylation. This is
potentially the most valuable characteristic of these assays, as will be described subsequently.

Other chromatin components of different types can be identified and mapped throughout the genome as well, using
some means of preserving the physical interactions of chromatin with DNA, most commonly using formaldehyde to
cross-link chromatin proteins to “cage” the associated DNA (Solomon & Varshavsky, 1985), or by using nucleases to
digest DNA exposed between chromatin proteins (O’Neill & Turner, 2003). The individual units of chromatin can then be
exposed to a reagent with binding properties that allow selective enrichment of one of the chromatin components; the
reagent is usually an antibody, which leads to the description of the enrichment as chromatin immunoprecipitation (ChIP)
(Carey, Peterson, & Smale, 2009). Reagents other than antibodies are also used (eg, biotin (Furuyama & Henikoff, 2006),
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SNAP-tagging (Dunleavy, Almouzni, & Karpen, 2011)), but the general principle of affinity-based enrichment remains
the same.

Once the affinity-based enrichment has been performed, the DNA sequences that are simultaneously captured can be
identified to determine where the chromatin component was located in the genome. In previous years this was performed
using microarrays (ChIP on chip); it currently uses MPS instead (ChIP sequencing [ChIP-seq]). The result of ChIP-seq is a
binary state defining the presence or absence of a chromatin constituent at a locus, and not the more quantitative output of
DNA methylation assays. This is an important consideration because most DNA methylation changes in human diseases
have been of modest magnitude. DNA methylation at a diploid locus can be present only at 0%, 50%, or 100%, depending
on whether neither, one, or both alleles are methylated at that single site. A change of 20% DNA methylation at a given site
has to reflect a subset of alleles or cells in the population studied changing their DNA methylation state. ChIP-seq
obviously does not have the capacity to discriminate between samples in which one has 10% of alleles containing a
chromatin component and the other 30% of alleles. This lack of quantitative resolution is a potential drawback for the
application of ChIP-based studies of the epigenome.

The frequently limited cell numbers in human disease studies also favor the choice of DNA methylation assays, which
generally require less material for robust performance (Plongthongkum, Diep, & Zhang, 2014), but there have been
significant advances to allow ChIP-seq to be performed with limited sample amounts (Gilfillan et al., 2012). ChIP critically
depends on antibody quality and needs samples to be processed carefully and early after biopsy or necropsy if high-quality
chromatin is to be obtained.

Some potentially valuable assays are emerging. The assay for transposase-accessible chromatin using sequencing
(ATAC-seq) allows nucleosome-free regions to be mapped genome-wide in tens of thousands of cells (Buenrostro, Giresi,
Zaba, Chang, & Greenleaf, 2013), allowing a representation of the repertoire of regulatory loci to be predicted empirically.
How these regulatory loci interact in cis and in trans with promoters will be valuable information that can potentially be
generated from new assays that study three-dimensional chromatin interactions (Dostie et al., 2006; Kalhor et al., 2012;
Lieberman-Aiden et al., 2009). As described earlier, the ideal DNA methylation assay would target enhancers and other
regulatory loci, which may be possible using new assays that select specific regions of the genome for targeted bisulphite
sequencing (Hodges et al., 2009; Lee et al., 2011). This field of assay development is fast-moving and is likely to progress
significantly in the next few years, in part aided by new MPS technologies.

CELL TYPE CHOICES IN NEUROEPIGENOMIC STUDIES

For studies of neurobiological phenotypes, a major problem is that cells mediating the phenotype are not accessible from
living human subjects. This has led to three avenues of research to overcome this problem. One is to use postmortem
brains, the second is to use animal models, and the third is to use surrogate cells from human subjects. Each approach has
strengths and weaknesses. The concern with postmortem material is that the way in which one dies and how quickly the
brain is isolated from the deceased individual can dramatically affect how well the biomolecules in the cell reflect their
state when the individual was alive, at least for studies of RNA (Cummings, Strum, Yoon, Szymanski, & Hulette, 2001;
Li et al., 2007, 2004; Preece & Cairns, 2003; Tomita et al., 2004), although DNA methylation does not appear to be as
susceptible to the brain tissue pH marker of agonal variability (Ernst et al., 2008). A second problem with the use of
postmortem tissue is the inherent heterogeneity of the cell types composing the tissue, which is discussed further later.
Another problem is that the numbers of brains available to study through repositories are frequently limited, which
compromises the statistical power of studies. However, a major advantage in epigenomic studies is the ability to be able to
examine the cells mediating the phenotype, because there is always uncertainty about the accuracy of animal models or
surrogate human cells (see subsequent discussion). Animal models have numerous advantages, including the ability to
control exposures, diet, and genotype, while allowing sampling of discrete regions of brain in highly controlled necropsies
designed to minimize sample degradation. Disadvantages include how well the animal phenotype represents that in
humans, and the relatively limited amounts of tissue available from the smaller brains of rodents, and whether rodent brains
contain certain frontal cortical regions homologous to those in humans. Accessible surrogate cell use allows humans with
the well-characterized phenotype to be studied and can allow large cohorts to be assembled to power studies looking for
limited or heterogeneous epigenetic changes in affected individuals. The critical question with surrogate cells is always
whether epigenetic changes found in those cells reliably represent those in the brain. To some extent, that depends on the
biological hypothesis being tested. We performed a study of ASD using buccal epithelial cells with the rationale that we
were looking for epigenetic dysregulation occurring in gametes or very early embryogenesis, so that this accessible
ectodermal cell type should have the same epigenetic changes as those in ectodermally derived neurons in the brain (Berko
et al., 2014). On the other hand, most epigenetic studies of rodent tissues have revealed abnormalities in histone
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modifications or DNA methylation associated with a given disease model to be highly region specific: that is, expressed in
one brain region (even one cell type) but not many others (Dias et al., 2014). It thus appears unlikely that environmentally
induced epigenetic markers in peripheral cells would reflect patterns of epigenetic regulation that occur in a given cell type
within a narrowly defined brain region.

The use of mixed cell types in tissue samples is recognized to carry the risk of misinterpretation of the epigenetic results
obtained. If there is a systematic bias toward the altered representation of a specific cell subtype in the disease compared
with the control group of samples, the epigenetic differences that characterize that cell type will begin to emerge as
distinctive in the disease group. There is obvious value to identifying cell subtype differences characterizing a disease state,
but if the starting hypothesis were limited to the need to discover changes in the epigenome within a specific cell type, and
the alternative hypothesis of cell subtype changes is not embraced or tested, there is potential to misinterpret the results
obtained. Purifying cells is one way to overcome this problem, with ingenious fluorescence-based solutions applied to the
sorting of specific types of cells or nuclei from brain (Jordi et al., 2013; Okada et al., 2011). Statistical modeling based on
prior knowledge of epigenetic patterns of the cell subtypes is another strategy primarily applied in peripheral blood
leukocytes (Houseman et al., 2012), but also in neuronal/nonneuronal cells from brain tissue samples (Montano et al.,
2013).

As described earlier, the changes in an epigenetic end point associated with disease phenotypes are generally small in
magnitude and can be interpreted to reflect changes in the levels of mosaicism for epigenetic states between control and
disease states. Clearly the same pattern will occur when a cell subcomposition difference exists between disease and
controls, leading to the potential that this could be a confounding influence if unrecognized. As such, cell subcomposition
represents a broader group of potential confounding influences upon epigenomic studies, which include various technical
factors (Michels et al., 2013) and the effect of variable transcription of that locus (Suzuki et al., 2011; Zilberman, Gehring,
Tran, Ballinger, & Henikoff, 2007). In performing epigenomic studies, it is essential for as many possible sources of
variability as possible to be catalogued and quantified so that the results of downstream analyses will be of as high
confidence as possible. Systematic metadata capture is an essential component of experimental design in epigenome-wide
studies and needs to be planned for implementation at the outset of a project.

INTERACTION OF THE GENOME WITH THE EPIGENOME

A major source of variability on the epigenome is from the DNA sequence of the genome itself. It has become apparent
that DNA sequence variants are associated nonrandomly with DNA methylation patterns in cis, with some alleles asso-
ciated with increased and others decreased DNA methylation. These methylation quantitative trait loci (mQTLs) can act
over at least tens of kilobase pairs (Bell et al., 2011; Gertz et al., 2011; Grundberg et al., 2013), are generally located in and
target cis-regulatory loci (Shi et al., 2014), and may overlap with expression quantitative trait loci (eQTLs) physically and
functionally (Zhang et al., 2014). Of concern for studies of genetically diverse individuals is the proportion of DNA
methylation variability for which these mQTLs appear to account, which is estimated to be between 22% and 80% (Bell
et al., 2011; Gertz et al., 2011; Grundberg et al., 2013). This is a profound influence that is almost never addressed in
epigenomic association studies, and which renders most such studies of questionable interpretability. Our use of microarray
genotyping in a study of individuals with ASD revealed such an influence of ancestry upon DNA methylation (Berko et al.,
2014), allowing its removal in the analytical approach used.

It is not clear mechanistically how mQTLs exert their effects; a tenable model is that the DNA sequence variant in-
fluences local binding of one or more TFs, with effects on DNA methylation as a consequence. In yeast, DNA sequence
variants with effects on chromatin accessibility (Lee et al., 2013) and transcription factor binding (Zheng, Zhao, Mancera,
Steinmetz, & Snyder, 2010) have been identified, which suggests that there may also be chromatin QTLs that potentially
overlap with mQTLs and eQTLs and supports the TF-based hypothesis. To overcome this strong source of variability in
epigenomic studies of human disease, a cross-sectional study design involving cohorts of genetically diverse subjects will
need to capture genotypic information from those same individuals, allowing potential mQTLs to be identified and
accounted for analytically. Studies of monozygotic twins discordant for the phenotype offer advantages in this regard, as
do longitudinal studies in which the phenotype changes within the individual over time, whereas isogenic animal models
represent another means of overcoming this issue. The effects of DNA sequence variability are looming as the biggest
challenge to date to the interpretability of epigenomic studies of human diseases, and have to be accounted for in designing
new studies prospectively. The ideal epigenomic study of human disease would therefore include a means of addressing
mQTL effects and would incorporate transcriptional studies to account for alterations of the epigenome induced by
transcription, while testing the purified cell type mediating the phenotype in a cohort sufficiently large for statistical power,
and while capturing metadata systematically using one or more epigenomic assays targeted to the most informative regions
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of the genome for the cell type being studied. These are nontrivial but critically important issues that will allow us to gain
higher-confidence insights into the possible role of epigenetic dysregulation in human disease.

EPIGENETICS MECHANISMS OF BRAIN DISEASES: GENERAL PRINCIPLES AND FUTURE
DIRECTIONS

Most studies of epigenetic mechanisms of brain diseases to date have focused on a range of histone modifications
(acetylation, methylation, phosphorylation, adenosine diphosphate ribosylation), with many fewer studies examining DNA
methylation, in part based on the technical hurdles discussed earlier. A large majority of studies have used animal models,
with increasing attention given to human tissue. Available models of epigenetic contributions to a range of neuropsy-
chiatric syndromes are reviewed elsewhere (Fischer, 2014; Jakovcevski & Akbarian, 2012; Pena, Bagot, Labonte, &
Nestler, 2014; Robison & Nestler, 2011; Rudenko & Tsai, 2014; Zhang et al., 2013). The current discussion summarizes
some general themes and future directions.

Surprising findings in the field are alterations in total cellular levels of a given histone modification or DNA
methylation in an animal model or human tissue. For example, depression and drug addiction are associated with reduced
H3K9me2 (a form of repressive histone methylation) in nucleus accumbens (a brain reward region), an effect seen in
mouse models and human postmortem brain (Covington et al., 2011; Maze et al., 2010), whereas many diseases are
associated with altered levels of acetylated histones in several brain regions (Covington et al., 2009; Fischer, 2014;
Kennedy et al., 2013; Sadri-Vakili & Cha, 2006). Such global changes are usually associated with altered expression levels
of an enzyme that controls regulated modification: for example, a histone methyltransferase or histone deacetylase. Altered
global levels of DNA methylation and DNMTs have also been reported (LaPlant et al., 2010). Interestingly, when
ChIP-seq has been used to map such modifications genome-wide, far more complex patterns are seen: Only a subset of
genes and nongenic regions reflect the global change, whereas many loci show changes in the opposite direction (Feng
et al., 2014; Ferguson et al., 2015; Scobie et al., 2014). It is possible that transcription factors drive the deposition of marks
at specific sites, although this has not yet been demonstrated.

There are still limited numbers of genome-wide studies of epigenetic mechanisms performed to date on mouse or
human brain tissue (Table 5.1) (reviewed in Maze, Shen, et al. (2014)). Such studies of brain offer particular challenges,
such as the heterogeneity of cell types, as noted in earlier sections of this review. Nevertheless, this evolving literature is
providing new insight into the range of genes and nongenic regions as well of epigenetic mechanisms that contribute to
disease pathophysiology. As one example, the mapping of b-catenin (a type of transcription factor) in nucleus accumbens
of mouse depression models, in concert with genome-wide changes in H3K4me3, implicated numerous previously un-
explored genes in mediating resilience (resistance) to chronic stress (Dias et al., 2014). As another example, the
genome-wide mapping of 5mc and 5hmc, at single-base resolution, in frontal cortical neurons and glia of mice and humans
as a function of age revealed shifting cell typeespecific patterns of gene regulation over time and identified sets of genes
possibly involved in age-related cognitive decline (Lister et al., 2013).

Genome-wide exploration of epigenetic regulation in neuropsychiatric disease models has also begun to identify
“chromatin signatures”dcombinations of histone modifications, other chromatin state changes, and DNA methylation
alterationsdthat mark genes for altered levels of inducibility (Feng et al., 2014; Ferguson et al., 2015; Guo et al., 2014;
Lister et al., 2013; Peleg et al., 2010; Scobie et al., 2014; Zhou, Yuan, Mash, & Goldman, 2011; Zhu et al., 2013). For
example, in the case of reduced H3K9me2 in nucleus accumbens of depression and addiction models, decreased H3K9me2
deposition is associated with the priming of large numbers of genes and their increased induction in response to a sub-
sequent stress or drug exposure (Feng et al., 2014; Maze, Shen, et al., 2014). Nevertheless, despite the power of these
genome-wide approaches, results have demonstrated clearly that no single epigenetic modification and not even a com-
bination of several are perfectively predictive of a gene’s transcriptional activity (Feng et al., 2014; Zhu et al., 2013).
Presumably, this reflects the extraordinary complexity of epigenetic regulation and the likely involvement of perhaps
hundreds of epigenetic modifications in concert with the altered transcription of a given gene.

A glaring weakness in the epigenetics field, as stated previously, is the limited ability to demonstrate whether an
epigenetic modification causes a change in transcription or reflects it. As an example, we have proposed that cocaine
induction of the transcription factor DFosB is mediated in part through downregulation of the histone methyltransferase,
G9a, in nucleus accumbens. We demonstrated that knocking out G9a in this brain region of adult mice promotes DFosB
induction by cocaine, whereas overexpression G9a blocks cocaine action (Maze, Shen, et al., 2014). However, knocking
down or overexpressing G9a influences H3K9me2, the mark catalyzed by G9a, at hundreds of genes, which makes it
impossible to connect a change in H3K9me2 at the FosB gene directly to altered expression of the gene and to altered
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TABLE 5.1 Progress Report of Epigenomic Data From Brain

Year

Species/Brain Region(s)

Examined

Modification(s)/DNA Binding

Protein(s) Examined Platform(s) Variable(s) Key Finding(s) References

2009 Mouse/embryonic forebrain and
midbrain

p300 ChIP-seq Basal state Genome-wide map of
p300 identifying
tissue-specific
enhancers

Visel et al. (2009)

2010 Human/prefrontal cortex, neurons
vs. nonneuronal cells

H3K4me3 ChIP-seq Age Age-correlated reorga-
nization of H3K4me3:
Cell type- and
subject-specific
regulation

Cheung et al. (2010)

2010 Mouse/adult hippocampus H4K12ac ChIP-seq/microarray Fear conditioned
learning

Dysregulated H4K12ac
and gene expression in
aging

Peleg et al. (2010)

2011 Mouse/adult hippocampal dentate
granule cells

5mC and 5hmC MethylC-seq/BS-seq/
microarray

Electroconvulsive
stimulation

Genome-wide single
base resolution maps of
5mC and 5hmC

Guo, Su, Zhong, Ming,
and Song (2011)

2011 Mouse/adult nucleus accumbens H3K9me3 ChIP-seq Chronic cocaine Reduced H3K9me3 at
heterochromatic loci,
and induction of retro-
transposable elements,
after chronic cocaine

Maze et al. (2011)

2011 Mouse/early postnatal and adult
hippocampus and cerebellum
human/adult cerebellum

5hmC Chemical labeling
and immunoprecipi-
tation/ChIP-seq

Age/Mecp2 over-
expression and
knockout

Genome-wide maps of
5hmC during develop-
ment and aging,
including mouse
models of Rett
syndrome

Szulwach et al. (2011)

2011 Human/adult hippocampus H3K4me3 ChIP-seq/RNA-seq Cocaine and
alcohol addiction

Transcriptional and
chromatin changes after
cocaine or alcohol
exposure

Zhou et al. (2011)

2012 Rat/adult hippocampus H3K9me3 ChIP-seq Acute restraint
stress

Increased H3K9me3 at
heterochromatic loci,
and repression of retro-
transposable elements,
after acute stress

Hunter et al. (2012)

2012 Mouse/adult cerebellar Purkinje,
granule and Bergmann glial cells

5mC, 5hmC and non-CpG
methylation

MeDIP-seq/TRAP-seq Cell type, Mecp2
knockout

Cell typeespecific rela-
tionships between
5hmC, 5mC and gene
expression, and
evidence that MeCP2 is
major 5hmC-binding
protein in brain

Mellén, Ayata, Dewell,
Kriaucionis, and Heintz
(2012)
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2012 Human, chimpanzee and
macaque/adult prefrontal cortex,
neurons vs. nonneuronal cells

H3K4me3 ChIP-seq Species Insights into
human-specific modifi-
cations of neuronal epi-
genome, with evidence
for coordinated regula-
tion across distant sites

Shulha et al. (2012)

2012 Mouse/adult nucleus accumbens H3K9me2 ChIP-seq/RNA-seq Chronic
morphine

Genome-wide map of
H3K9me2 and identifi-
cation of regulated
target genes, after
chronic morphine

Sun et al. (2012)

2013 Human and mouse/frontal cortex,
neurons vs. nonneuronal cells

5mC and 5hmC MethylC-seq/
RNA-seq

Cell type, age Genome-wide
single-base resolution
maps of 5mC
throughout lifespan
showing increased
non-CpG methylation
during development

Lister et al. (2013)

2013 Mouse/adult hippocampus H4K5ac ChIP-seq/microarray Fear-conditioned
learning

Insights into mecha-
nisms of gene priming
and “bookmarking” by
histone acetylation dur-
ing memory activation

Park, Rehrauer, and
Mansuy (2013)

2013 Human/adult H3K4me1, H3K4me3,
H3K9me3, H3K27me3,
H3K36me3, H3K9ac,
and H3K27ac

ChIP-seq/microarray Cell/tissue types Global chromatin state
transitions accompa-
nying cell specification
during development as
well as age-related
changes

Zhu et al. (2013)

2014 Mouse/adult nucleus accumbens H3K4me3, H3K4me1,
H3K27me3, H3K9me2,
H3K9me3, H3K36me3,
and RNA Pol II

ChIP-seq/RNA-seq Chronic cocaine Identification of combi-
nations of chromatin
changes (ie, signatures)
that predict regulation
of pre-mRNA splicing
by chronic cocaine

Feng et al. (2014)

2014 Mouse/adult hippocampal dentate
granule cells human brain

5mC (CpG) and non-CpG
methylation (CpH)

BS-seq/ChIP-seq/
RNA-seq

Age/triple Dnmt1,
Dnmt3a, and
Dnmt3b
knockout

Genome-wide
single-base resolution
maps of neuronal DNA
methylome, identifying
high levels of both CpG
and CpH methylation

Guo, Li, et al. (2014),
Guo, Su, et al. (2014)

2014 Mouse/adult nucleus accumbens PARP-1 and H3K4me3 ChIP-seq/RNA-seq Chronic cocaine Genome-wide map of
PARP1, and identifica-
tion of regulated target
genes, after chronic
cocaine

Scobie et al. (2014)
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TABLE 5.1 Progress Report of Epigenomic Data From Braindcont’d

Year

Species/Brain Region(s)

Examined

Modification(s)/DNA Binding

Protein(s) Examined Platform(s) Variable(s) Key Finding(s) References

2014 Mouse/developing forebrain ISL1-LHX8 ChIP-seq Development Genome-wide map of
ISL1-LHX8 reveals
crucial role in expres-
sion of genes involved
in cholinergic
neurotransmission

Cho et al. (2014)

2014 Baboon/adult hippocampal
progenitor cells

H3K4me3 and H3K9me3 ChIP-seq/RNA-seq Cell type Insight into cell
differentiation

Sandstrom et al. (2014),
Sandstrom et al. (2014)

2014 Mouse/developing cerebellum Several histone marks ChIP-seq/RNA-seq Cell type, NuRD
knockout

Identification of chro-
matin changes at genes
controlled by NuRD
chromatin remodeling
complex

Yamada et al. (2014)

2014 Mouse/developing forebrain AUTS2 ChIP-seq/RNA-seq Development Genome-wide map of
AUTS2 and identifica-
tion of downstream reg-
ulatory networks

Oksenberg et al. (2014)

2014 Mouse/adult striatum H3K27me3S28p ChIP-seq/RNA-seq L-DOPA, Parkin-
son models

Genome-wide map of
H3K27me3S28p and
identification of regu-
lated target genes after
L-DOPA

Södersten et al. (2014)

2014 Mouse/developing forebrain AUTS2 ChIP-seq/RNA-seq Development Genome-wide map of
AUTS2 and identifica-
tion of downstream reg-
ulatory networks

Gao et al. (2014)

2014 Mouse/adult nucleus accumbens b-Catenin ChIP-seq/RNA-seq Chronic stress Genome-wide map of
b-catenin and identifi-
cation of regulated
target genes after
chronic social stress

Dias et al. (2014)

2014 Mouse/adult nucleus accumbens SIRT1 and H4K16ac ChIP-seq Chronic cocaine Genome-wide map of
SIRT1 and H3K16ac
and identification of
regulated target genes
after chronic cocaine

Ferguson et al. (2015)

Modified from Maze, I., Noh, K.M., Soshnev, A.A., & Allis, C.D. (2014). Every amino acid matters: essential contributions of histone variants to mammalian development and disease. Nature Reviews Genetics,
15(4), 259e271. doi: 10.1038/nrg3673 and Maze, I., Shen, L., Zhang, B., Garcia, B.A., Shao, N., Mitchell, A., . Nestler, E.J. (2014). Analytical tools and current challenges in the modern era of neuroepigenomics.
Nature Neuroscience, 17(11), 1476e1490. doi: 10.1038/nn.3816 with permission.
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neural function. To overcome this obstacle and better establish a causal relationship between DFosB and G9a, we
generated synthetic zinc finger proteins (ZFPs) that target different regions of the FosB gene. The ZFPs were incorporated
into Herpes simplex virus vectors and injected into nucleus accumbens. We identified one ZFP which when fused to G9a
suppresses FosB expression in NAc and reduces behavioral responses to cocaine, but when fused to a histone acetylating
moiety induces FosB expression and increases cocaine’s behavioral effects (Heller et al., 2008). These changes are
associated with selective histone methylation or acetylation, respectively, at the FosB gene promoter, effects not seen for
other histone modifications. Moreover, no such changes are seen at about 30 of the most homologous genomic loci, and
expression of those loci is not altered. This method therefore targets a single type of histone modification to a single gene
within a given brain region in vivo. Interestingly, we have found that the ZFP fused to G9a completely blocks the ability of
cocaine to induce DFosB, and this is associated with blockade of the activation of the transcription factor cAMP response
element binding protein at the FosB promoter, which is required for FosB induction by cocaine (Heller et al., 2008). In
contrast, the ZFP-G9a fusion did not affect activation of another transcription factor at FosB, which is also required for
FosB induction. These findings suggest that a single histone modification can regulate transcription by interfering with
activation of specific transcription factors and induce downstream behavioral changes. Application of this approach should
help establish the causal role of epigenetic modifications in controlling gene expression in the nervous system and help
decipher the extent to which transcriptional compared with epigenetic modes of regulation dominate under various
conditions.

Because the brain tissue of living patients will remain off-limits for epigenetic investigations, it is imperative that
alternative approaches be validated. As noted earlier, current efforts focus on peripheral tissues, with increasing attention
being given to neuron-like cells induced from those tissues. Although epigenetic modifications induced in certain cell types
in brain by life experiences (eg, stress or drug exposure) are likely not reflected in peripheral tissues or induced neurons,
subsets of heritable epigenetic changes might be. In addition, even if such epigenetic end points in peripheral tissues do not
perfectly reflect changes that occur within a given brain region, they may still be useful as biomarkers: that is, as predictors
of disease vulnerability or treatment response. Genome-wide analyses of candidate epigenetic mechanisms, such as DNA
methylation and microRNA levels, in peripheral tissues and induced neurons are needed to evaluate these possibilities
empirically.

Finally, we return to where we started: to the notion of transgenerational epigenetic inheritance of disease vulnerability.
Several studies in rodents have demonstrated the ability of lifetime exposure of a male animal to stress or a drug of abuse to
alter the stress or drug sensitivity of offspring, in some cases for several generations (Bale, 2014; Dias & Ressler, 2014;
Dietz et al., 2011; Franklin et al., 2012; Szutorisz et al., 2014; Vassoler et al., 2013). The patterns of inheritance are
sometimes complicated: for example, being restricted to male compared with female offspring, and for this sex balance to
shift across generations. The major challenge in the field is to rule out the involvement of behavioral modes of trans-
mission, because it is known that bird and mammalian mothers allocate different levels of nutrients and care to their
offspring based on the robustness of the male with which they procreated (Dietz et al., 2011). An even greater challenge is
to establish the mechanism by which transgenerational inheritance might proceed. Current efforts focus on DNA
methylation and microRNA regulation based on studies in other systems (Bale, 2014; Dias & Ressler, 2014; Franklin et al.,
2012). As causal mechanisms are established, it will be interesting to compare the magnitude of their contribution to
offspring phenotype with that of genetic and environmental factors.

Together, epigenetic investigations of the nervous system promise major advances in understanding the pathophysi-
ology of neurological and psychiatric disorders. Major progress is expected as tools evolve to make it possible to implicate
precise epigenetic mechanisms directly in molecular and neural phenomena and as improving genome-wide assays make it
possible to map hosts of epigenetic modifications in single types of cells obtained from discrete regions of brain from both
animal models and humans postmortem. It is hoped that this knowledge will lead to the development of improved ther-
apeutics for a range of brain disorders.
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Chapter 6

Bioinformatics in Neuropsychiatric
Genomics

Shaun M. Purcell
Harvard Medical School, Boston, MA, United States; Icahn School of Medicine at Mount Sinai, New York City, NY, United States

Progress in bioinformatics has facilitated dramatic advances in the scope and efficiency of the biological sciences. As a
powerful and transformative tool in the service of genomics and allied disciplines, it has also brought up entirely new
research questions. In this chapter, we review some of the core components in this relatively new field and illustrate how
bioinformatics has been and will continue to be crucial to continued progress in our understanding of the genetic basis of
neuropsychiatric disease.

WHAT IS BIOINFORMATICS?

Bioinformatics represents a broad class of approaches that use concepts and tools from computer science and information
technology to make sense of biological data. On one level, the core focus of bioinformatics (essentially, working with data
to make it manageable and interpretable) is something that life scientists have been doing for many decades: performing
assays, collating observations, and testing hypotheses. What has changed in more recent years to promote bioinformatics to
the status of being a discipline in itself is primarily the sheer size and scale of biological datasets, which has necessitated an
increasingly sophisticated suite of bioinformatics tools (Luscombe, Greenbaum, & Gerstein, 2001). Indeed, genomics and
brain imaging are among the scientific fields that have been at the forefront of generating massive datasets, and many
molecular biologists and neuroscientists would have struggled if not for work in bioinformatics.

The critical role of bioinformatics is evidenced by a compilation by the journal Nature of the 100 most highly cited
scientific articles of all time (Van Noorden, Maher, & Nuzzo, 2014). Six of these articles are categorized as
“bioinformatics” and have collectively been cited 167,502 times as of 2014, which illustrates how central these approaches
have become to a wide range of life sciences. Some of the top-cited articles relate to two widely used sequence alignment
algorithms and their associated software implementations, BLAST (Altschul et al., 1997) and CLUSTAL (Thompson,
Higgins, & Gibson, 1994). In the future, bioinformatics is likely to become so ubiquitous and implicitly such a central part
of all modern biology that it may even cease to be recognized as its own identifiable discipline as a consequence of its
success (Ouzounis, 2012).

Bioinformatics can be conceptualized as composed of four interrelated areas: databases, methods, tools, and standards.
In most cases, the entry point for bioinformatics is in the accumulation of data in databases: for example, the human
reference genome, catalogs of allelic variation, and tissue-specific maps of gene expression. The next step is to develop
methods (algorithms and statistics) that can make these data interpretable: for example, how to find protein-coding genes
within a genome sequence, and how to quantify and use patterns of linkage disequilibrium between nearby allelic variants.
Third, tools in the form of computer software or Web services need to be developed to make these methods efficient and
accessible. Finally, as this work evolves with ever more tools being applied to growing numbers of datasets, the
establishment of standards (from file formats to ontologies) becomes increasingly important so that the tools can “speak to
each other” (interoperability) and work across diverse types of databases. Next, we present some examples of databases,
methods, tools, and standards from applications in genomics.
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The growth of bioinformatics has also been related to other trends in the quantitative life sciences, namely systems
biology, machine learning, and “big data” approaches. The systems biology perspective stresses the importance of
simultaneously considering all possible levels of an organism (from gene to protein, cell, circuit, physiology, behavior,
symptom, and finally disease) to understand complex phenotypes and bioinformatics that have a central role in this effort.
Technological advances have enabled substantially greater collections of diverse types of cellular “omic” data: Genomic,
transcriptomic, proteomic, metabolomic, and connectomic data can be brought to bear for any given disease or trait. An
important role of bioinformatics is to provide tools that can collate diverse but interconnected datasets: for example, to be
able to study whether the impact of DNA variation on a disease is mediated by changes in gene expression, or to use
knowledge of proteineprotein interactions to guide the search for disease genes, or to find functionally related genes across
different species. Computational biology is another field closely related to bioinformatics, although whereas bioinformatics
is primarily concerned with organizing and manipulating large and complex biological datasets, computational biology
places a greater emphasis on building theoretical models based on such datasets.

DATABASES

Work in bioinformatics has led to the generation of many forms of primary database that are now readily accessible and
widely used. Here we focus on some of the ones most directly relevant for genomic research in complex traits. In many
respects the starting point is the reference genome sequence from DNA sequences that have been assembled by bioin-
formatics software to produce the three billion bases of the human reference genome. Databases such as GenBank now
contain raw sequence information on over 300,000 organisms. GenBank continues to grow at an exponential rate: from
1982 until now, the number of bases stored has doubled every 18 months.

The sequences in repositories such as GenBank have been assembled into nonredundant and richly annotated
sequences. For example, the RefSeq database from the US National Center for Biotechnology Information (NCBI) con-
nects sequence, genetic, expression, and functional information in a unified framework and allows searches based on
genomic location. Web-based “genome browsers” have been developed to provide an easy means to view and search these
integrated genomic databases, notably the UCSC Genome Browser and Ensembl. As well as human genomes, these
aggregated resources encompass a wide variety of nonhuman data for comparative genomics research.

Perhaps most crucially for genomic studies of disease, information on the genetic variation among individuals (variants
or alleles that differ from the reference sequence) have been collated in various databases by different projects, for common
alleles [eg, single nucleotide polymorphisms (SNPs)] as well as for rare variants such as point mutations, short insertions
and deletions (indels), and larger structural variants. Centralized databases such as dbSNP catalog and characterize all
discovered SNPs and indels. Projects such as the International HapMap Project subsequently study the genome-wide
patterns of variations within and across human populations and provide a basis for designing genome-wide association
studies (GWASs) of disease. The 1000 Genomes Project has provided a map of very low-frequency variants through the
application of whole genome sequencing to large populations. As well as providing primary data, these projects have
served to coordinate the efforts of many research groups internationally to spur theoretical model development and have
encouraged tools and common standards and protocols.

Higher levels of information have subsequently been coordinated and mapped on top of the basic reference sequence.
For example, databases such as Online Mendelian Inheritance in Man and ClinVar relate particular genetic mutations to
risk for disease and other traits. Although such genotypeephenotype databases are well-suited to Mendelian disease,
appropriately quantifying the genetic basis of complex, polygenic diseases will prove more challenging.

Using experimental data and in silico prediction applied to the reference sequence, protein coding versus noncoding
regions of the genome have been identified. For specific genes, bioinformatic approaches have been used to identify exons,
introns, and promoter regions. The ENCODE project aimed to identify all functional elements of the human genome for a
variety of tissue and cell types. These types of projects continue to provide windows into many areas of genome biology
that are currently not well understood: the role of noncoding RNAs, different types of regulatory elements and epigenetic
marks, and the determinants of chromosome structure and function. These databases and the broader mechanistic insights
they generate are likely to be critical in interpreting the results of genome-wide association and sequencing studies of
disease, in which many associated disease alleles do not straightforwardly affect gene function in an obvious manner.

Other types of database, many of which are linked to genome databases, focus on gene expression (the transcriptome)
and protein sequence, structure, and interaction (the proteome). Increasingly, these resources are critical in guiding genetic
studies of disease. For example, when studying a psychiatric or neurological disease, it may be important to know whether
a given gene is expressed in the brain, and if so, where exactly in the brain, when during development, and which other
genes tend to be coexpressed with it (indicative of functional biological modules). Resources such as the Allen Brain Atlas

94 SECTION | I The Genome Tools and Methods



provide information on the extent of mRNA expression within the cell for all gene transcripts, stratified by tissue type,
brain region, and developmental period, primarily in mouse and human. Other resources focus on collating genome-wide
expression profiles on individuals with disease versus healthy individuals; for example, the CommonMind Consortium
includes patients with schizophrenia and bipolar disorder as well as healthy controls.

Another ubiquitous application of informatics is in the systematic curation of scientific manuscripts in databases such as
PubMed. Information in manuscripts is increasingly being connected directly to genomic databases. For example, the
NCBI Gene database integrates information from a variety of sources on all known genes, including manuscripts which
report on the gene as well as known mutations, associated diseases, and the biological pathways to which the gene is
believed to belong. The NCBI Entrez portal provides a single search engine to query a huge amount of information on the
literature, health, genomes, genes, proteins, and chemicals, aggregating information from these resources and many others.

Finally, although many of the databases mentioned are the end points of large national and international consortia,
increasingly the Internet is being leveraged to allow data sharing for much smaller projects and individual laboratories.
Platforms such as Sage Bionetworks’ Synapse in genomics, or in the imaging domain, neuGRID, aim to act as “virtual
laboratories” that let individual investigators share data and reuse analytic pipelines with the aim of transparent and
reproducible research. The dream of the digital age, that we are all connected, is rapidly becoming true in modern biology.
This then raises the question as to what we can actually do with these data. This topic is discussed next and concerns the
methods and tools that allow us to learn from these data.

METHODS

Making sense of the vast amounts of data collected at different levels is a key goal of bioinformatics (Hogeweg, 2011). To
this end, the methods of bioinformatics are primarily algorithms and statistical approaches, many of which have revolu-
tionized areas of scientific enquiry. Naturally, this is a vast and open-ended topic that cannot be comprehensively reviewed
here. Below we offer a few examples of important algorithmic or statistical approaches that facilitated new avenues of
research.

Perhaps the most influential and in some ways fundamental application of bioinformatics methods in genomics arises
from the problem of sequence alignment. Sequences that share similar functions or have close evolutionary relationships
will tend to be more similar to each other. Alignment is the task of identifying these regions of similarity that are embedded
in otherwise divergent sequences. A large number of algorithms have been developed to make alignment efficient, such as
the NeedlemaneWunsch algorithm for global alignment (of entire sequences) and the SmitheWaterman algorithm for
local alignment (of regions within larger sequences), both of which are based on dynamic programming methods. By
knowing which regions correspond to one another (eg, across the genomes of different but evolutionarily related species),
we can determine which bases represent point mutations by finding the mismatches within those aligned sequences.
Alignment can also be applied at the protein level, which can be important for identifying groups of functionally related
proteins and identifying which proteins, or parts of proteins, are likely to be under evolutionary constraint (namely, regions
that do not show high levels of divergence among species). Beyond pairwise alignment (of two sequences), multiple
sequence alignment compares multiple sequences simultaneously, which is important in phylogenetic analysis. Ultimately,
sequence alignment methods led to genome assembly methods and tools, the stitching together of huge numbers of short
reads from sequencing machines to construct contiguous maps of entire chromosomes. Similar methods underlie modern
exome and whole genome sequencing, in which reads are aligned against the reference genome to find mutations in in-
dividuals, some of which could be related to disease.

Algorithms have profoundly affected other areas of genetics, including classical disease-mapping approaches. For
example, although it is no longer believed to be widely applicable to common, complex traits, the development of linkage
mapping in pedigrees was greatly advanced by the application of the ElstoneStewart and LandereGreen algorithms, both
of which take different approaches to computing the likelihood of the locus being linked to disease given the observed
marker data.

Bioinformatic approaches are currently particularly important in predicting the likely impact of rare variants that arise
from sequencing studies of disease (Ritchie & Flicek, 2014). Even healthy individuals carry rare mutations that nominally
alter the protein-coding sequence of many genes; the key is to determine which variants are more likely to be functional
and “deleterious”: that is, that affect the function of that gene and ultimately the biological processes that, when disrupted,
lead to disease.

Based on a set of known gene transcripts, it is relatively easy to use “rule-based” approaches to determine whether a
given variant is a nonsense, frameshift, missense, or silent mutation with tools such as Ensembl’s Variant Effect Predictor,
based on the reference sequence and the known structure of gene transcripts. However, even here one can falsely annotate
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variants, for example, if the gene model is incorrect or if the mutation is not a simple SNP. Thus careful algorithms are
called for that try to catch known sources of bias. Predicting whether a variant affects gene splicing can be more involved;
methods that consider overlap with known sequence motifs can make predictions for variants that are near introneexon
boundaries but beyond the “canonical” essential splice-site nucleotides right at the boundaries. On top of this, not all genes
are created equal or are equally likely to be implicated in a given disease. A loss-of-function mutation may be more likely
to be related to disease if it occurs in a gene that is under heavy selective constraint, meaning that it does not tolerate severe
mutations in a manner compatible with life, as inferred by the relative absence of such alleles in the population compared
with the expected rate given the gene size and sequence context (Samocha et al., 2014). Similarly, for particular diseases,
whether a mutation impacts transcripts of a gene that are expressed in the relevant tissue or cell type may also be important
to consider; this type of information is not routinely captured by standard annotation pipelines, however.

Beyond the annotation of nonsense, splice, and frameshift mutations, it is even harder to predict whether mutations
belonging to the much larger class of missense mutations are likely to have an effect (and a deleterious one) on gene function.
Many missense mutations will be effectively neutral and equivalent to silent mutations, whereas others may be functionally
equivalent to gene-disruptive (“loss-of-function”) mutations. One approach to determine a priori which missenses are more
likely to be deleterious is to look at nucleotide-by-nucleotide evolutionary constraint across species by multiple sequence
alignment [eg, genomic evolutionary rate profiling (GERP)]. The hypothesis is that bases that are more conserved are more
likely to be functional and thus intolerant of mutation. A second broad class of methods uses different types of classification
algorithms to compare the properties of mutations that are known to be implicated in disease against the background of
presumably neutral variants across the genome. For example, PolyPhen2 (Adzhubei et al., 2010) uses information about
protein structure as well as multiple sequence alignment conservation to determine whether a novel variant looks more
similar to the set of known disease mutations (in which case it is labeled “deleterious”) versus randomly selected variants (in
which case it is labeled “benign”). The Combined Annotation Dependent Depletion (CADD) method takes a related
approach in that it assigns a score to all possible mutations by comparing the properties of two groups of mutations (Kircher
et al., 2014). Unlike other approaches, CADD contrasts all known mutations (ie, those that have survived natural selection)
against simulated sets of mutations (ie, a group that has not passed this benchmark and that we therefore expect to be more
deleterious, on average). Like GERP, this approach is able to estimate the likely impact of all possible single nucleotide
variants, not just missense mutations. Filtering or statistical weighting of mutations based on these metrics is critical in
genetic association studies based on sequence data as well as in interpretation of sequence data in clinical contexts.

Currently, bioinformatic algorithms are widely used in network models of biological data, which have a central role in
integrative, multimodal models of disease. For example, networks based on gene coexpression or proteineprotein inter-
action can be intersected with genetic association data to ask whether putative risk genes appear to colocalize in the
network above chance expectation. Network models have been applied to studies of somatic mutation in cancer (Leiserson
et al., 2015) and de novo gene mutations in autism (O’Roak et al., 2012). Such analyses can yield biological insight,
pointing to the types of processes involved in pathogenesis, and can be used to predict new candidate genes.

TOOLS

Often methodological work in bioinformatics goes hand in hand with implementation and distribution of software tools
that enable research groups around the world to apply (and extend) these methods. Typically, these tools are “open source,”
meaning that others can freely view, modify, and redistribute the software. Bioinformatic tools come in a variety of flavors
from Web services to general-purpose software suites and individual scripts focused on specific problems.

One widely used bioinformatics resource is Bioconductor (Huber et al., 2015), which is based on the R statistical pro-
gramming language. Although largely centered on gene expression analysis, the framework extends to cover microarray,
sequence, SNP, and other data types. A primary aim of the project is to provide a robust and comprehensive set of
well-documented analytic tools. Because it has a common set of tools (as opposed to every laboratory evolving its own set of
brittle, “home-grown” scripts for analysis), it massively promotes the transparency and reproducibility of research, which is
also a central goal of the Bioconductor project. Just as best-practice standards (of reproducibility, quality control measures,
etc.) have evolved for wet-laboratory research, it is increasingly being recognized that “dry-laboratory” computational
research also needs such a framework to allow disparate groups to replicate and understand bioinformatic methods rather than
keeping communications relegated only to “black box” descriptions in methods sections or appendices of manuscripts.

Oriented more toward technically advanced users, community-based projects such as BioPerl, BioJava, and Biopython
aim to provide core sets of functions that allow different researchers to avoid “reinventing the wheel”: for example,
by having to develop the basic software infrastructure to deal with sequence alignment data or accessing functional
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annotations for genes. At the other end of the spectrum, projects such as Galaxy aim to provide accessible Web-based
platforms to allow scientists of any background to be able to leverage powerful bioinformatics tools. Most bioinformat-
ics research is still carried out on high-performance computers, typically running operating systems such as Linux,
although the rise of cloud computing and more sophisticated Web interfaces will likely mean that tools such as Galaxy will
become more popular over time.

In addition to general-purpose tools and frameworks that can be used in many contexts, specific research areas will
typically have focused tools for particular commonly performed tasks. For example, within the field of genetic association
analysis, a wide number of tools perform steps from linkage analysis (eg, Merlin) to genome-wide association analysis (eg,
PLINK) and to the analysis of next-generation sequence data (eg, GATK). Although general-purpose tools (such as R, Perl,
and other generic programming languages) could theoretically be used to perform all of these steps, in practice it is often
desirable to adopt tools more closely matched to the task at hand. Even within genetic association analysis, some tools will
be ideally suited to family-based datasets, to samples from admixed populations, or to datasets with large numbers of
measured phenotypes, and so on, which means that a “one-size-fits-all” strategy is typically suboptimal.

Visualization is another key component of the bioinformatics toolset. Powerful tools have been developed to view
different types of data, such as genomic data via browsers (eg, UCSC genome browser) or standalone software (eg,
Integrative Genome Viewer) and network data (eg, CytoScape). Alternatively, packages such as R offer flexible graphical
environments that can produce complex, publication-quality images.

STANDARDS

Many databases and tools have been developed over the past decade, but there is concern that many of them will fall into a
state of dysfunction or irrelevance owing to a lack of maintenance or interoperability with other tools (Tan et al., 2010).
One important strategy to future-proof many resources is to adopt standards now in terms of both minimum requirements
that must be met to produce robust tools (eg, adoption of open-source software practices and public repositories for code
such as GitHub) and a lingua franca that can connect different projects, databases, and tools.

Standardization can involve relatively prosaic initiatives such as the adoption of common file formats. For example, the
Sequence Alignment/Map format, which grew out of the 1000 Genomes Project, provides a common yet flexible way to
represent data from a variety of sequencing platforms (Li et al., 2009). Numerous tools (for tasks such as variant calling
and viewing alignments) have adopted this format along with its binary implementation. As datasets become larger and
more complex, a proliferation of incompatible file formats can lead to more than mere inconvenience; it can effectively
determine the types of questions that researchers are realistically able to ask of their data. For large projects, conversion
between file formats incurs significant costs not just in terms of computation and disk space but also in the risk of errors
creeping in. Another focus is on producing application program interfaces rather than file formats, with the idea that rather
than copying huge files, researchers point Web-enabled tools to perform computations on data that reside “in the cloud.”

Another route to standardization is the adoption of universally accepted and stable identifiers. Many of these ideas
grew out of the widespread use of URLs in the Internet, terms that uniquely identify and locate a given resource.
Schemes exist for data (life science identifiers), for publications (digital object identifiers), and increasingly for authors
[open researcher and contributor identification (ORCID) IDs]. Nonetheless it is often challenging to unify resources and
adopt common identification schemes because different resources have been developed for different goals and so have
different needs. Even for the central questions regarding information on gene and proteins, there can be significant
bottlenecks in connecting databases when different (and not always consistent) identification schemes have been used.
Indicative of this problem, researchers have been motivated to create automated tools to perform mappings across these
terms (Huang et al., 2008).

Beyond simple identifiers, there has been considerable effort to formalize biological knowledge into ontologies (the
formal naming of objects and the definition of their types and relationships). For example, the Gene Ontology (GO) Project
attempts to describe the properties of gene products systematically in terms of their cellular component, molecular function,
and biological processes (The Gene Ontology project in 2008, 2008). This ontology is hierarchical, which means that genes
can be grouped by GO terms at different levels, for example, from genes involved in the biological process of
“pigmentation” to “pigmentation during development,” “regulation of pigmentation during development,” “negative
regulation of eye pigmentation,” and so on. The grouping of genes by “GO terms” or by other sources of functional
annotation (eg, the Kyoto Encyclopedia of Genes and Genomes a collection of manually created pathways based on
experimental data) enables different forms of “gene set enrichment analysis,” testing whether groups of genes are over- or
underrepresented in particular predefined functional groups.
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Finally, whereas genomics and proteomics have made considerable progress in standardization, developing shared
semantics and syntaxes for interpreting and processing data, the effectively unbounded universe of phenotypic data is also
in need of greater standardization (Deans et al., 2015). So-called “phenomics”dthat is, taking a systems biology approach
to the measurement of phenotypes and environmental factorsdis an emerging field that aims to adopt some of the
standardization in genomics and other sciences. For example, there are efforts to produce more standardized approaches to
measuring complex traits efficiently using paradigms that different researchers can adopt rapidly (eg, the PhenX project).
There are also efforts to use ontologies for traits and tools to process and extract “computable phenotypes” automatically
from imaging data or the supplemental data that accompany manuscripts. Once common standards are in place, it is easier
to apply powerful analytic tools to mine those data and connect them to the genomic and proteomic knowledge bases.

SUMMARY

There has been considerable progress in the application of computer science and information technology to the man-
agement and analysis of biological data. Neuropsychiatric genetics is being driven by large-scale studies that critically
depend on bioinformatics methods for both their data generation and the analysis and interpretation of those datasets. For
example, the Psychiatric Genomics Consortium GWAS of schizophrenia (Schizophrenia Working Group of the Psychiatric
Genomics Consortium, 2014) leveraged previous work in bioinformatics, including: (1) previous SNP detection efforts
including the HapMap Project, (2) a variety of statistical genetic analysis tools and methods, (3) integration with brain gene
expression datasets and the expression quantitative trait loci derived from them, (4) integration with data on epigenetic
markers indicative of active enhancers in a variety of different tissues and cell lines, and (5) gene set enrichment analysis
based on functionally related groups of genes. The combination of these different approaches allowed for greater inter-
pretation of the statistical association signals observed in this study: for example, highlighting the role of genes involved in
glutamatergic neurotransmission and providing evidence for links between the immune system and schizophrenia.

Similar large-scale projects are also emerging in neuroscience which rely heavily on “neuroinformatics.” For example,
the Human Connectome is applying diffusion tensor imaging and resting-state functional magnetic resonance imaging to
map the physical and functional connections among all brain regions, which requires massive and sophisticated computing
resources. Imaging datasets are also being augmented with GWAS data to begin to map the genetic basis of brain structure
and function. For example, the ENIGMA consortium’s GWAS of brain structure (Hibar et al., 2015) featured over 30,000
individuals from 50 cohorts and found common gene variants that influence the volume of human subcortical brain
structures.

Taken together, all of these efforts should provide a solid base upon which our understanding of neuropsychiatric
disease can develop when bioinformatics analysis is coupled with the necessary sample collection efforts and functional
screening or follow-up studies.

LIST OF URLs

Core Genomic Databases and Portals

NCBI: http://www.ncbi.nlm.nih.gov/
Entrez: http://www.ncbi.nlm.nih.gov/sites/gquery
RefSeq: http://www.ncbi.nlm.nih.gov/refseq/
NCBI Gene: http://www.ncbi.nlm.nih.gov/gene/
GenBank: http://www.ncbi.nlm.nih.gov/genbank/
PubMed: http://www.ncbi.nlm.nih.gov/pubmed

Genome Browsers

UCSC Genome Browser: https://genome.ucsc.edu/cgi-bin/hgGateway
Ensembl: http://www.ensembl.org/index.html
Integrative Genome Viewer: http://www.broadinstitute.org/igv/

Genetic Variation

dbSNP: http://www.ncbi.nlm.nih.gov/SNP/
HapMap: http://hapmap.ncbi.nlm.nih.gov/
1000 Genomes: http://www.1000genomes.org/
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ClinVar: http://www.ncbi.nlm.nih.gov/clinvar/
Online Mendelian Inheritance in Man: http://omim.org/

Gene Expression Resources

Allen Brain Atlas: http://www.brain-map.org/
CommonMind Consortium: http://commonmind.org/

Programming Environments for Bioinformatics

BioPerl: http://bioperl.org/
R: http://www.r-project.org/
Bioconductor: http://bioconductor.org/
Galaxy: http://galaxyproject.org/
neuGRID: https://neugrid4you.eu/
Synapse: http://www.sagebase.org/synapse/
GitHub: https://github.com/

Genetic Linkage, Association, and Variation Detection

Merlin: http://csg.sph.umich.edu/abecasis/Merlin/
PLINK: http://pngu.mgh.harvard.edu/purcell/plink/

Network and Pathway Analysis

HotNet: http://compbio.cs.brown.edu/projects/hotnet/
Cytoscape: http://cytoscape.org/
Kyoto Encyclopedia of Genes and Genomes: http://www.genome.jp/kegg/

Rare Variant Detection and Annotation

GATK: https://www.broadinstitute.org/gatk/
PolyPhen2: http://genetics.bwh.harvard.edu/pph2/
CADD: http://cadd.gs.washington.edu/

Identifiers, Ontologies, and Standards

Digital Object Identifier System: http://www.doi.org/
ORCID: http://www.orcid.org/
Sequence Ontology: http://www.sequenceontology.org/
Gene Ontology: http://geneontology.org/
PhenX: https://www.phenx.org/

Psychiatric/Neuroscience Projects

Psychiatric Genomics Consortium: http://www.med.unc.edu/pgc/
ENIGMA: http://enigma.ini.usc.edu/
Human Connectome Project: http://humanconnectome.org/
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INTRODUCTION

The quest to identify genetic factors that change the structure or function of the living brain has been greatly accelerated by
advances in genetic sequencing technology. Rapid genotyping methods can assess millions of variants in the genomes of
thousands of subjects based on saliva or other biological samples; whole genome sequences are being collected for studies
of Alzheimer disease (AD) and major psychiatric illnesses. Using these technologies, often in hundreds of thousands of
people, genome-wide association studies (GWASs) can pinpoint within the human genome significant and unexpected
sources of disease risk for illnesses such as schizophrenia and bipolar disorder. The mechanism of these disorders has long
been an enigma, but one whose mystery is close to being cracked.

Entire genomes can now be sequenced and related to clinical and other biomarker data. This has ushered in a new level
of enthusiasm for biobanks.1 Many international projects are under way or just beginning to relate genetic variation to
disease risk and treatment outcomes. Psychiatric genetics consortia worldwide have amassed genetic data relevant to AD,
schizophrenia, bipolar illness, major depression, and attention-deficit hyperactivity disorder (ADHD); this led to significant
breakthroughs and identified new molecular and physiological mechanisms that contribute to these illnesses, as well as
potential new drug targets. These discoveries are changing and advancing our understanding of the causes of devastating
brain diseases, particularly those in need of novel therapeutic development.

POWER OF MRI

At the same time, neuroimaging methods have rapidly advanced for studying the structure and function of the living brain,
and uncovering patterns of brain connectivity and neural circuits. Magnetic resonance imaging (MRI) is now commonly
used in major medical centers worldwide. MRI is the mainstay of radiologic diagnosis for many major brain diseases.
These include neurodegenerative dementias, vascular diseases and stroke, malignancies of the nervous system such as
glioma, immune diseases such as multiple sclerosis, and disorders of myelin such as amyotrophic lateral sclerosis and
motor neuron disease. Imaging is often used for differential diagnosis of conditions whose symptoms somewhat overlap
but whose treatments differ, such as frontotemporal dementia, stroke, and AD.

Aside from its wide use for surgical planning, diagnostic radiology, and drug trials, numerous large-scale research
initiatives assess patient populations with brain imaging and include in-depth clinical, behavioral, and genetic assess-
ments. Some of these efforts are now scanning thousands of subjects (Ikram et al., 2011; Jack et al., 2010; Schumann
et al., 2010; de Zubicaray et al., 2008), offering a new source of power to discover factors that help or harm the brain.
Analytic methods to handle the sheer volume of clinical, imaging and genetic data, and extract information from it, still

1. A biobank is a type of repository for biological specimens to be used in medical research.
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lag behind the pace of data collection. As such, the mathematics and statistics used to distil patterns from biomedical data
are quickly advancing, leading to efforts in big data analytics. Data are being collected on an unprecedented scale and at
a previously unimaginable rate. Many patterns can be discovered and verified that no human radiologist could ever
identify. These include genetic predictors of brain structure and decline, inferred from computerized analyses of
thousands of brain scans.

WHAT IS IMAGING GENOMICS?

Worldwide experts in imaging and genetics have joined forces to create a new field called imaging genomics. Using
methods from both fields, scientists are tackling two key sets of questions:

1. Imaging of Disease. How do genetically influenced major neurological and psychiatric diseases affect the brain?
Which imaging-derived brain measures best differentiate patients from controls?

2. Genetic Variation. How does individual genetic variation affect brain structure and function? What kinds of genetic
variations contribute to differences in brain structure and function? Do these same genetic variants affect disease risk,
and how?

Whereas imaging genomics can refer to many types of image modalities, MRI is less invasive than some other types of
brain scans, such as positron emission tomography, which requires a radiotracer injection. In addition, MRI’s high-contrast
scans and detailed neuroanatomic resolution provide large amounts of information on brain structure and function; this
information is further enhanced by accumulating numerous scans collected daily for decades at medical centers worldwide.

The Endophenotype Concept and Biomarkers

To discover underlying the genetic promoters of disease, many researchers in psychiatry have sought endophenotypes for
brain disorders, biological measures related to a disease process that may be closer to its molecular causes than clinical or
behavioral assessments. Endophenotypes are sought to uncover genetic and mechanistic pathways that pave the route to
disease.

In parallel, much neurological research is devoted to efficiently identifying and refining measures of disease burden and
progression from clinical brain images: for example, rates of brain tissue loss, markers of abnormal metabolism, blood
flow, vascular disease, or brain amyloid load. A disease process may have many complementary biomarkers; even for
relatively well-understood conditions such as AD or Parkinson disease, national research initiatives collect a variety of
structural and functional brain scans, blood analytes, behavioral and cognitive data, and genomic assays. There is great
interest in understanding the added value, for diagnosis and prognosis, of newer imaging techniques versus older ones
(Demirhan et al., 2015; Madsen et al., 2015a,b). These include resting-state functional MRI, arterial spin labeling (an
MRI-based measure of brain perfusion), and diffusion imaging, which can map anatomic connections in the brain in
exquisite detail (Daianu, Jacobs, et al., 2015; Daianu, Mezher, et al., 2015).

In this chapter, we discuss how global alliances, new analysis methods, and ever-increasing computing power are used
to answer the two main questions of imaging genetics: How do the major neurological and psychiatric diseases affect the
brain? and How do genetic variations relate to brain measures and disease risk?

A decade ago there was some confidence that imaging studies would quickly and definitively answer both questions as
scanning technology improved. Here, we review some of the major findings in the field and some surprises encountered
along the way.

MAPPING BRAIN DISEASES IN NEUROLOGY

As soon as MRI became commonplace in the 1980s, image-derived patterns of brain differences were discovered that
distinguish patients from healthy individuals; these patterns now form the basis of diagnostic neuroradiology.

Patients with AD, for example, differ from cognitively normal elderly controls in their overall rate of brain tissue loss.
They also differ in the level of atrophy in key learning and memory systems such as the hippocampus, and in the level of
brain amyloid, which can be measured using positron emission tomography. Repeating the scanning of patients at different
stages of their disease also led to time-lapse maps of AD progression (Thompson et al., 2001). In AD, tissue is lost in the
brain’s memory systems, particularly regions of the temporal lobes and hippocampus. As the disease progresses, cell loss
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and atrophy spread to the association cortices and limbic areas involved in emotion and affect. Much later, cell loss
proceeds into frontal areas involved in planning and executive function. Perhaps remarkably, the primary sensory areas of
the brain which are involved in vision and touch are spared, even late in the illness; disturbances in touch and visual
function are not typical in dementia, in line with the anatomy of the disease.

The pattern of atrophy on MRI does not proceed identically in every patient, but there is a characteristic sequence of
disease effects. Some brain regions are more vulnerable than others. There are other dementia subtypes, including vascular
dementia, which is usually evident as small strokes or scattered white matter lesions on brain MRI images. Parkinson and
Huntington disease, by contrast, involve subcortical atrophy. Even infectious diseases such as HIV and AIDS are
sometimes associated with a selective pattern of brain atrophy distinct from that seen in AD. Brain tissue loss in people
who are HIV-positive is generally much milder, especially in patients receiving antiretroviral therapy, but it is also linked
with measures of disease severity, such as T-cell counts and with cognitive impairment (Chiang et al., 2007; Thompson
et al., 2005)

Neurological diseases differ in their effects on the brain, and this is borne out by histological studies. In diseases whose
pathological basis is known, such as amyloid and tau pathology in the case of AD, and white matter disruption in the case
of multiple sclerosis, some of the molecular substrates of the disease are found in many brain regions that show measurable
signal changes on imaging.

MRI VERSUS CELLULAR MEASURES

It is vital to realize that neuroimaging measures are at best proxies for biochemical and cellular changes that we cannot
readily measure in living patients. The structure of the brain is extraordinarily complex, and neuroimaging provides a
unique window into the structure and function of the brain that cannot otherwise be measured in living humans, which
makes it indispensable for the study of gross brain structure and function. Some disease biomarkers are derivable from
human neuroimaging that no cellular pathologist could identify. The functional synchrony of brain activation visible with
resting-state MRI is not observable postmortem and visualization of the three-dimensional structure of the postmortem
human brain at a cellular level is in its infancy. Whole-brain imaging also allows for systems-level insights into the
functioning of the human brain. Connectomics, for example, is a relatively new field of brain imaging that attempts to
understand the anatomical wiring or circuitry of the living brain, allowing discovery of the principles of communication
among brain regions, and how they break down in a variety of brain diseases (Daianu et al., 2013; Jahanshad et al., 2012).
Such a holistic view of brain function would not be easy to appreciate via molecular analysis of brain tissue from any one
brain region via postmortem evaluations.

MAPPING BRAIN DISORDERS: PSYCHIATRY

The whole field of biological psychiatry is predicated on a vast and growing body of evidence that psychiatric disorders,
from schizophrenia to bipolar disorders and to major depression and ADHD, have biological correlates that can be
measured and analyzed.

Clinical diagnosis of these disorders still relies largely on cognitive and behavioral evaluations. Even today, neuro-
imaging tests are not routinely used to diagnose psychiatric illness, but instead are used to determine whether symptoms
have a clear organic cause such as a neoplastic change or congenital anomaly in the brain.

Brain imaging has yielded over 2 decades of discoveries of brain abnormalities that correlate with symptom profiles,
diagnosis, prognosis, and outcomes in psychiatry. However, most major psychiatric disorders have no standard radiologic
diagnosis. In a patient diagnosed with AD, for example, the brain’s temporal lobes may have already lost around 10e15%
of their volume compared with age-matched healthy controls. In major depression, many people with protracted illness
show brain differences in the same region, the hippocampus. But by all accounts, these differences have a much smaller
effect size, which makes them hard to distinguish from normal variations when individual scans are reviewed.

PSYCHIATRIC NEUROIMAGING EXPANDS WORLDWIDE

To assess systematic differences in brain structure and function across many psychiatric illnesses, international consortia
were formed, such as the Enhancing Neuro Imaging Genetics through Meta-Analysis (ENIGMA) Consortium, to aggregate
evidence of brain abnormalities from multiple cohorts worldwide (Thompson et al., 2014).
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Meta-Analysis

Meta-analysis is an approach to assess the strength of statistical associations based on their effect sizes across numerous
studies. Commonly, this is based on a retrospective review of the published literature. However, when the original
researchers are not involved in the meta-analysis, little can be done to standardize the traits being analyzed. In imaging, for
example, vastly different approaches are used to measure seemingly similar aspects of brain structure, leaving unresolved
discrepancies among studies that may be pooled together unjustly.

Global alliances have formed to analyze imaging data sets in a coordinated way. Prior agreements are made, along with
defined protocols on how to compute regional brain volumes on MRI, and measures of tracts and connectivity on diffusion
tensor imaging (DTI). Similar protocols may be used to standardize behavioral and clinical measures collected using
different scales, tests, and references.

ENIGMA STUDIES OF BRAIN DISEASE

The ENIGMA Consortium is one such effort that aggregates brain imaging, clinical, and genome-wide genetic data from
cohorts in 35 countries worldwide, and studies 12 major brain diseases. ENIGMA’s members meta-analyzed the evidence
for structural brain differences on MRI in schizophrenia (van Erp et al., 2015; Okada et al., 2015), bipolar illness (Hibar
et al., 2016), major depression (Renteria et al., 2015; Schmaal et al., 2015), addictive disorders (Mackey and the ENIGMA
Addictions Working Group, 2015), obsessiveecompulsive disorder (Boedhoe et al., 2016), and ADHD (Franke,
Hoogman, Zwiers, Mennes, for the Enigma-ADHD Working Group, 2014) by measuring the volumes of many brain
regions repeatedly implicated in these illnesses.

These MRI studies of thousands of patients reveal clear, systematic, and unquestionable brain differences in all of these
illnesses. This is already an advance. Not long ago, skeptics claimed that evidence of brain differences in psychiatry was
limited (Szasz, 2006). The patterns differ across illnesses, and the magnitude of the differences depends on numerous
factors. In schizophrenia, for example, patients show volume deficits on MRI in several brain regions including the
hippocampus in the temporal lobes. The cellular basis of these differences has long been debated (Weinberger & McClure,
2002). Initial claims of cellular disarray in schizophrenia were not replicated, and the disease has been termed “the
graveyard of neuropathologists.” It is possible that a disorder of brain function may not have a correlate that is readily
identifiable postmortem; if the symptoms relate to the functional interaction or synchrony of brain systems, these
abnormalities may be observable only through functional assessments.

Brain abnormalities in schizophrenia depend on medication exposure, among other things; psychotic patients taking
second-generation antipsychotics (eg, olanzapine) may have greater regional volumes in the basal ganglia than do control
subjects, and apparently preserved gray matter in the cortex (van Erp et al., 2015; Thompson et al., 2009). Some
researchers believe that this is due to a trophic effect of the medication. Bipolar patients who take lithium tend to have
greater gray matter volumes in some brain regions than those who do not (Bearden et al., 2008; Hibar et al., 2016). It is not
yet known whether the enlargement is beneficial or related to functional outcomes. Brain differences are often confounded
with factors that affect medication dose, such as disease severity. These factors can be disentangled only with a randomized
design of the kind commonly used in a drug trial.

Patients with major depression may also have hippocampal abnormalities that depend on how long they have been ill
(Schmaal et al., 2015). Ideally, these evolving brain differences could be resisted, or the rate of change slowed, with
targeted medications. This would have an enormous impact on society and public health, especially because increased
deviations from normal brain structure and function are generally a sign of poorer patient outcomes.

DEFUSING CONTROVERSY WITH META-ANALYSIS

One of the many reasons meta-analysis is valuable in all fields of science is brought to light in biological psychiatry. Few
researchers would disagree that effect sizes for caseecontrol brain differences in psychiatry are typically smaller than those
for neurological illnesses such as AD. Larger samples are needed to detect them and assess whether they generalize to other
populations. A major benefit of global consortia such as ENIGMA is the greater power to test hypotheses about factors that
influence disease burden and progression without limiting the analysis to any particular population. A screen of medication
or even dietary or environmental effects on the brain worldwide is within reach. Effects must be interpreted cautiously,
though; there are many unmodeled factors and confounds, known and unknown. These can affect any epidemiological
study.
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IMAGING GENOMICS AND GENOME-WIDE ASSOCIATION STUDIES

Neuroimaging can identify typical signatures of disease, but disease effects are not uniform across patients. Also, because
brain structure and function vary widely even among healthy people, these characteristic signatures have varying uses for
diagnosis.

A still more challenging project is to try to discover genetic factors that shape or structure the living brain and lead to
individual differences in brain structure, function, and behavior. Some of these factors may affect the way information
in the brain is processed in health and disease. Many of these factors lie hidden in the genome; one such method to
identify them is a GWAS. GWAS is covered more fully in a separate chapter in this book, but we briefly summarize its
goals here.

GENETIC INFLUENCES ON THE BRAIN

Many brain measures are heritable: that is to say, the variability of the traits across the population is influenced by
individual genetic differences. Heritable brain measures obtained from MRI are numerous and include the overall volume
of the brain, the volume of gray or white matter, and the volumes of specific brain substructures. Even aspects of brain
shape (Gutman et al., 2015) and structural (Jahanshad, Kochunov, et al., 2013; Jahanshad, Rajagopalan, et al., 2013) and
functional connectivity (Glahn et al., 2010) have been found to be under strong genetic influences.

Quantitative genetic studies of twins or large family pedigrees reveal that over half of the variance in brain volume, for
example, is explainable by genetic factors. Many additional nongenetic factors explain variance in brain measures:
a person’s age, sex, some environmental factors (such as drug use and toxin exposure), and measurement errors. These
family studies of genetic influences have been conducted without needing to examine any individual person’s DNA; they
are based on knowing the kinship or the degree of relatedness between different family members, and adjusting for
common household or environmental upbringing, another source of resemblance among family members. Heritability
studies of imaged traits show that brain structures can be measured reliably enough to identify genetic effects, among all
the other factors that affect the brain throughout life.

GENES AND DISEASE RISK

Genotyping chips can now test a person’s genetic code at over a million common variants in the genome. Single-nucleotide
polymorphisms (SNPs) are locations in which the genetic sequence differs among different individuals. Many other kinds
of genetic variation affect the brain and disease risk, such as insertions and deletions of genetic material, and rare or even
private variants. These genetic variants may greatly affect disease risk but they may also be hard to identify in a screen of a
few thousand individuals if they are uncommon. One such rare genetic variant is TREM2; the adverse variant of this gene is
found in only around 1% of healthy individuals. However, it appears to boost a person’s lifetime risk of AD by a factor of
two to four times and may be associated with faster brain tissue loss in the elderly (Jonsson et al., 2013; Rajagopalan,
Hibar, & Thompson, 2013).

Some common genetic variants greatly affect a person’s lifetime risk for disease; a variant within the APOE gene is a
major risk factor for late-onset AD, the more common form of the disease. Over 20% of Caucasians have at least one copy
of the APOE4 form of the gene, which is associated with a threefold increased risk of AD; if other factors are equal, two
copies of APOE4 may increase AD risk by as much as 10e15 times compared to noncarriers. APOE was discovered via
linkage analysis of affected families as long ago as 1993 (Strittmatter et al., 1993). Unbiased searches of the genome still
find it to be consistently associated with AD (Fig. 7.1); patient DNA differs statistically from that of control subjects at
multiple locations in the APOE gene, including the two SNPs that are classically tested to determine APOE4 status.

MANHATTAN PLOTS

Fig. 7.1 shows a Manhattan plot from the first stage of a large-scale GWAS of AD risk loci (Lambert et al., 2013). The
plot shows on the y-axis the negative log-base-10 of the P value for each of the polymorphisms in the genome (along the
x-axis), when tested for differences in frequency between 17,008 cases and 37,154 controls. The line shows the threshold
for genome-wide significance (P < 5 � 10e8). Diamonds represent SNPs with the smallest P values in the overall analysis
from that article.

Imaging Genomics and ENIGMA Chapter | 7 105

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



An up-to-date list of these risk loci is curated online at www.alzgene.org; based on current evidence, over 20 SNPs
have a consistently replicated effect on AD risk. Carriers of APOE4 have detectable differences in brain images, as well;
even young adults who carry APOE4 have differences in cortical development (Shaw et al., 2007). Cognitively intact
young adults and older APOE4 carriers show differences in anatomical brain networks that decline in dementia (Brown
et al., 2011; Daianu, Jacobs, Zlokovic, Montagne & Thompson, 2015; Daianu, Mezher, et al., 2015). APOE4 may also
interact with other conditions such as HIV infection or traumatic brain injury and may intensify patterns of brain dif-
ferences (Jahanshad et al., 2012).

A trickier question is whether AD risk genes other than APOE are consistently associated with differences in brain
structure; some small imaging studies have computed polygenic risk scores from the discovered AD risk loci and used
them to predict brain measures on MRI.

In polygenic prediction models of AD, the effect of APOE is the major contributor to risk. Evidence for the predictive
value of other SNPs is much lower. A major goal of AD genetics is to supplement the classical APOE SNPs with other
markers of AD risk, perhaps from whole genome sequence data. Other small studies suggest that the AD risk gene CLU
may affect white matter microstructure in young adults (Braskie et al., 2011) and even resting-state functional MRI
activation (Erk et al., 2013). These results await replication in larger samples.

CANDIDATE GENES AND GENOME-WIDE ASSOCIATION STUDIES

By 2009, a large number of imaging genetics studies claimed to have found associations between specific candidate genes
and brain measures, often in studies of fewer than 100 subjects. Unlike many journals focused on genetics, few neuro-
imaging journals required a study to show a replication in an independent sample of subjects when an effect was reported.
As such, many reports of candidate gene associations with imaging-derived brain traits remain uncontested and unverified,
partly because of the large cost of an imaging study, and the pressure to not simply repeat studies, but to design new ones
or use novel methods.

In the words of a prominent behavioral geneticist, “It does not make the genetic associations any more reliable, just
because imaging data is more expensive to collect.” Around the same time, complaints began to emerge in the

FIGURE 7.1 Genomic variants associated with AD. This Manhattan plot shows the evidence of association with AD for over a million common
variants in the genome. Peaks of association are found in well-known AD risk genes, such as APOE, but also in over 20 genes. For many of these,
worldwide efforts are under way to understand their function. Reproduced with permission from Lambert, J. C., Ibrahim-Verbaas, C. A., Harold, D., Naj,
A. C., Sims R., Bellenguez, C., . Amouyel, P. (December 2013). Meta-analysis of 74,046 individuals identifies 11 new susceptibility loci for Alzheimer’s
disease. Nature Genetics, 45(12), 1452e1458. http://dx.doi.org/10.1038/ng.2802. Epub Oct 27, 2013.

106 SECTION | I The Genome Tools and Methods

http://www.alzgene.org
http://dx.doi.org/10.1038/ng.2802


neuroimaging literature about some clearly underpowered studies (Button et al., 2013; Ioannidis, 2011; Dorothy Bishop’s
blog: http://deevybee.blogspot.co.uk/2012/03/time-for-neuroimaging-to-clean-up-its.html). Brain structure differences in
bipolar disorder, for example, are consistent but typically have small effect sizes, requiring samples of many hundreds to
detect with a reasonable level of power (Hibar et al., 2016). Large multisite studies such as those in ENIGMA are only
beginning to reevaluate the effect of candidate genes on brain measures in the general population (Hibar, Stein, et al.,
2015). Candidate gene studies have largely fallen out of favor in biological psychiatry because such approaches have
proven generally unreliable in psychiatric illness (Farrell et al., 2015). Previously suggested candidate gene effects on brain
structure have not been replicated in much larger consortium sample sizes, except for APOE4 (Stein et al., 2012; Hibar,
hundreds of authors, CHARGE ENIGMA, Thompson, & Ikram, 2015). As well as assessing candidate gene effects, there
have been efforts to test for the enrichment (overrepresentation) of specific biological pathways in genome-wide associ-
ation results (Becker et al., 2015). If specific biological pathways, networks, or features were known that were generally
implicated in brainegene association studies, true associations could be discovered more quickly and efficiently in smaller
samples. Such gene annotation, filtering, or preselection methods are being tested to see whether they allow more efficient
or powerful gene discovery. ENIGMA’s genomic screens of brain measures are enriched in known risk genes for Par-
kinson disease, obsessiveecompulsive disorder, and AD (Hibar, Stein, et al., 2015). There are also reports assessing the
relationship of ENIGMA’s brain-related loci and schizophrenia risk loci discovered by the Psychiatric Genomics Con-
sortium (Franke et al., 2016).

APOE is perhaps the only well-known disease susceptibility gene with unquestionable evidence of association with
brain measures. For hippocampal volume, the strength of APOE’s effect depends on the cohort assessed, and older cohorts
show the strongest effects. If disease risk genes’ effects depend on the age or demographics of the cohort, it is important
not to dismiss them as spurious if a meta-analysis of diverse cohorts does not find them.

GENOME-WIDE SIGNIFICANCE

A related criticism in psychiatric genetics was that many candidate gene studies in psychiatry were hard to replicate,
perhaps because researchers had been conducting too many statistical tests of many different candidate genes on multiple
traits and not correcting adequately for multiple comparisons. GWASs conventionally set the bar very high for reporting a
significant finding, at around 20 million to 1. This widely used statistical threshold, also called the genome-wide
significance threshold, divides the standard P ¼ 0.05 significance threshold by 1 million to adjust for the risk of
reporting false-positive findings when testing 1 million independent genomic loci. In fact, in a GWAS in which the trait
assessed is completely unrelated to any of the SNPs, just by chance one in every million SNPs should still have a P value
smaller than 10�6, so we need an even stricter threshold at 0.05/10�6 or 5 � 10�8.

With this in mind, GWASs now employ truly vast samples to detect effects that achieve genome-wide significance, that
is, they correct for all possible association tests at independent genetic loci. In addition, they then carry forward results
from an initial discovery phase to test them in independent (replication) data sets. This approach has led to a flurry of
findings that are widely agreed to be consistent and robust; over 100 genetic loci were associated with schizophrenia
(Schizophrenia Working Group of the Psychiatric Genomics Consortium, 2014).

Several other successful GWASs have been published for a range of psychiatric disorders, and even for neurological
conditions such as multiple sclerosis (IMSGC et al., 2013), Parkinson disease (Nalls et al., 2014), and epilepsy (ILAE
et al., 2014). In schizophrenia, some disease-associated SNPs are in dopamine-related genes long implicated in psychosis
and its treatment. Other schizophrenia-associated SNPs lie in regions of the genome related to immunity and histocom-
patibility; these genomic screens are the first steps toward new studies that assess enrichment of those same SNPs and their
biological pathways in relation to other biological traits.

FORMATION OF ENIGMA IN 2009

As explained previously, many imagers believed that some SNPs would be more strongly associated with endopheno-
types, including neuroimaging traits, than with clinical measures such as a diagnosis of AD or schizophrenia. In fact,
one reason to perform an imaging genetics study is to identify genetic predictors of brain measures that also relate to
disease.

To perform a GWAS analysis of brain imaging measures, the ENIGMA Consortium was formed in 2009 and
reported the first large-scale genetic analysis of brain volumes, intracranial volumes, and hippocampal volumes (Stein
et al., 2012).
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A growing partnership with the Cohorts for Heart and Aging Research in Genomic Epidemiology Consortium
(CHARGE) and involvement of other large imaging genetics consortia such as IMAGEN and BIG allowed the discovery
and replication of genetic hits in 21,151 individuals scanned with brain MRI and assessed with GWAS (Bis et al., 2012;
Ikram et al., 2012; Stein et al., 2012). Not all samples had been genotyped or scanned in the same way or with the same
goals in mind, but ENIGMA developed standardized protocols for image analysis and quality control. Genomic imputation
protocols were standardized to map different people’s genetic data to a common reference panel, such as HapMap 3 or the
1000 Genomes reference data sets. As a result, all groups would be testing the same set of SNPs, regardless of how the
genotyping was performed.

A more extensive ENIGMA GWAS analysis (Hibar, hundreds of authors, et al., 2015) evaluated more structures and
discovered six SNPs reliably associated with volumes of crucial brain regions including the putamen and hippocampus.
The study also strengthened the evidence for SNPs that ENIGMA had previously discovered. Because of the typical
upswing in rates of genomic associations as consortia expand, many groups joined ENIGMA. By 2014, ENIGMA
expanded to include over 500 scientists in 35 countries (Thompson et al., 2014, 2015) (Fig. 7.2 and 7.3).

SURPRISES FROM IMAGING GENOMICS CONSORTIA

The global analysis of imaging and genetic data yielded several surprises. The first surprise was that consistent SNP effects
were detectable at all, and were replicated worldwide in cohorts of widely varying geography and demographics.

Until ENIGMA and CHARGE, the largest imaging studies focused on harmonizing image acquisition across sites. This
is not completely achievable with multiple vendors of MRI scanners and multiple magnetic field strengths in use today
(1.5- and 3-T scanners are most commonly used). ADNI, for example, developed a standard brain imaging protocol that
older people and patients with dementia could tolerate, collecting anatomical MRI, FLAIR (a scan to assess white matter),
and resting-state functional MRI, diffusion, or perfusion MRI in around 30-min scan time.

Scan harmonization is no doubt valuable, but ENIGMA’s studies found that brain measures can be extracted reliably
enough to detect effects of genetic variants that explain only 0.5e1% of the variance (Hibar, hundreds of authors, et al.,
2015), even in cohorts whose scanning protocols were not harmonized.

FIGURE 7.2 ENIGMA as a global partnership. In 2009, ENIGMA started off as three groups working together: one in the United States, one in the
Netherlands, and one in Australia, with an interest in replicating genetic associations with hippocampal volume and total brain volume. In 6 years
(by 2015), ENIGMA had expanded to include over 500 scientists from over 35 countries, focusing on many brain traits and diseases (see Thompson et al.,
2015 for an updated review).
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FIGURE 7.3 ENIGMA2: Worldwide genomic screening discovered multiple genetic variants that affect the volumes of subcortical brain regions
that are implicated in psychiatric and neurological illness. Color-coded plots show evidence (on a �log10 scale) that common variants in the genome
affect the volume of the structure shown. Consistent effects were found in 48 cohorts across the world, showing that single-nucleotide variants in DNA can
be discovered that change brain structure, by screening MRI data worldwide. Reproduced with permission from Hibar, D., hundreds of authors,
CHARGE, ENIGMA, Thompson, P. M., & Ikram, M. A. (2015). Novel genetic loci associated with hippocampal volume are relevant to aging and
dementia (submitted to Nature Genetics, August 14, 2015).
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Second, if such a global alliance in neuroimaging can successfully detect genetic effects, many other effects should be
detectable with the same collaborative approach. ENIGMA’s lifespan working group has reconstructed growth and aging
trajectories for different brain structures in over 10,000 people scanned with MRI (Dima et al., 2015). ENIGMA has also
begun to study 12 major brain diseases without requiring GWAS data collection from the cohorts. The intent was to
identify brain measures that differed most between patients and healthy matched control subjects in each cohort, and best
differentiated disorders. If we rank brain measures in terms of their heritability and ability to detect disease effects, we
would also have a rational basis to prioritize brain measures for genetic studies (Glahn et al., 2012). Collaborative efforts
between disease GWAS consortia and ENIGMA are well under way to test for enrichment of disease risk genes among
genes with known effects on the brain. In many cases, a disease risk SNP is discovered with no known effects on any
biological pathway. Thus the joint analysis of multiple traits for genetic overlap is likely to generate new insights with
increasing power as brain and biological databanks expand.

Third, and perhaps most surprising, is that many of the major candidate genes that had been thought to affect hip-
pocampal volume (or brain volume) showed no evidence of an effect. There are common variants in many genes that
encode key growth factors in the brain, such as the BDNF gene. There are also well-studied polymorphisms in neuro-
transmitter receptors, transporters, and enzymes; some of these are already the targets of drug therapy in psychiatry. This
had led to hypotheses that polymorphisms in these genes might predict brain morphology to some extent. A very small
effect cannot be ruled out, but it is interesting that their effect was undetected in studies vast enough to detect variants that
account for as little as 0.5e1% of the observed variance in the population.

There is still vigorous debate in imaging genetics over candidate gene studies, relative to unbiased searches of the
genome and the need to verify each kind of effect, and the stringency of verification. These issues are discussed in
Medland, Jahanshad, Neale, and Thompson (2014).

Finally, evidence is still coming in regarding whether imaging genetics studies can find true associations more effi-
ciently, that is, with smaller samples, or with higher effect sizes, than other psychiatric GWAS. The efficiency of a GWAS
in terms of the sample sizes needed to detect a true association signal depends on the genetic architecture of the trait and
how reproducibly it can be measured. Holland et al. (2015) used empirical association statistics from ENIGMA and from
the Psychiatric Genomics Consortium to argue that imaging measures may be less polygenic than the major mental ill-
nesses, in the sense that a smaller fraction of the genome may explain almost all of their heritability. If that is true, they
argue, ENIGMA may be especially efficient in the sense that SNPs explaining almost all of the heritability may be
discoverable in smaller samples. If the heritability of a trait, measure, or illness is spread out over a very large part of the
genome, with a very small percentage of the heritability explained per SNP, samples exceeding a million individuals may
be needed to detect true associations; this may be the case for disorders such as major depression, in which genome-wide
screens have unearthed no true hits despite samples well over a 100,000 individuals. Franke et al. (2015) also presented a
preliminary comparison of SNP effect sizes between imaging traits and psychiatric GWAS and found slightly higher effect
sizes for top imaging-associated SNPs, along with caveats of interpretation which related to the selection of measures,
winner’s curse2, and the relative value of the results. Clearly, more data will be useful to resolve the statistical efficiency of
different GWAS and the sample sizes needed to detect any or almost all true associations. Also, the usefulness of the results
depends on factors other than the efficiency.

OTHER NEUROIMAGING METHODS

DTI is a variant of brain MRI that maps the diffusion of water along neural pathways in the living brain. Because the MRI
signal is attenuated by water diffusion in a mathematically well-understood way (according to the StejskaleTanner equation),
DTI scans can be used for whole-brain tractography, recovering entire tracts and tracking neural pathways as they weave and
intermix in the living brain. Even more advanced methods of network analysis, such as graph theory, have been used to show
genetic effects on the topology and organization of the brain’s networks (Daianu, Jacobs, et al., 2015; Daianu, Mezher, et al.,
2015; Jahanshad, Kochunov, et al., 2013; Jahanshad, Rajagopalan, et al., 2013, Zhan et al., 2015).

ENIGMA is conducting the first global GWAS of DTI measures, focusing first on standard measures of white matter
integrity and microstructure. These include the fractional anisotropy of major white matter bundles identified automatically
in the images. This GWAS was preceded by a major effort to show that DTI measures are heritable and reproducible across
multiple cohorts worldwide (Jahanshad, Kochunov, et al., 2013; Jahanshad, Rajagopalan, et al., 2013; Kochunov et al.,
2014).

2. “winner’s curse”: the winner’s curse is the phenomenon that the initial reported finding is a false positive and is not replicated in follow-up.
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A GWAS of EEG-derived measures is also being conducted by the ENIGMA Consortium. EEG has been used in
neurological research, specifically epilepsy and sleep research, for decades and in twin and family genetics studies (Malone
et al., 2014; Smit et al., 2010). In addition, the growing popularity of resting-state functional MRI makes it a natural
candidate for imaging genomics studies in the future.

MULTIVARIATE IMAGING GENOMICS AND BIG DATA

One arguable limitation of most imaging genomics studies to date is that they take one or at most a handful of imaging
measures from the many millions of measures that could in principle be analyzed or derived from a brain scan.

If there were some brain measure more amenable to genetic analysis, more reliably computed in large data sets, and
proven to show larger SNP effects, it would be used instead of the measures employed so far. One reason why MRI and
DTI have been used for the largest studies to date is that the methods to analyze them are relatively mature. Also, ENIGMA
was able to develop standardized protocols that accelerated multisite analysis.

SEARCHING THE BRAIN FOR GENE EFFECTS

Voxelwise GWAS (Stein et al., 2010) and voxelwise GWAS (Hibar, Kohannim, et al., 2011; Hibar, Stein, et al., 2011) are
extensions of GWAS in which the signal at each location in the brain is subjected to genome-wide association testing. In
other words, mass univariate genetic association tests are used to assess on a very fine spatial scale whether the gray matter
volume, fiber integrity, or activation of the brain is associated with any SNP without having to predefine a specific region
of the image. In a standard three-dimensional image, this involves testing each of the possibly millions of locations in the
image against the millions of variants within the genome, a true big data problem with some uniquely interesting chal-
lenges. Efforts to launch this computation and make it more efficient are under way. Computations are made scalable by
distributing them across a massive computational infrastructure available at sites worldwide (Jahanshad et al., 2015).

The P value threshold needed to correct for 1012 tests at the strict Bonferroni level is 0.05/1012, or 5 � 10e14. This
seems impossible to achieve without a vast sample size. Even so, the ENIGMA studies have already found robust SNP
effects at P < 10e23 (Hibar, hundreds of authors, et al., 2015), so such a correction is feasible. To make such an analysis
work, the sheer volume of data to process is hard to transfer. Substantial benefits can be gained from distributed
computation at multiple sites globally (Jahanshad et al., 2015). Genetic analysis of brain connectivity can also screen
thousands of detected connections and millions of SNPs at the same time using GWAS, leading to a connectome-wide
genome-wide search (Jahanshad, Kochunov, et al., 2013; Jahanshad, Rajagopalan, et al., 2013). In these searches, we
can sort and prioritize network connections if they show significant heritability determined from family or twin studies
(Fig. 7.4).

There is also interest in developing and testing multivariate and machine learning methods to reduce the number of
statistical tests in imaging genomics (Ge, Schumann, & Feng, 2013; Hibar, Kohannim, et al., 2011; Hibar, Stein, et al.,
2011; Thompson, Ge, Glahn, Jahanshad, & Nichols, 2013). This allows informative data reduction and modeling. Imaging
data shows a spatial coherence, allowing specialized statistical tests that can search for clusters, features, and higher-order
topology when entire images are tested. Methods such as seemingly unrelated regression (Jahanshad et al., 2015) can
boost the power to test for associations by taking into account the correlation between measures. Because of this coherence,
the effective dimensionality of the imaging data is often much less than the number of voxels, and simulations can be
conducted to estimate it (Medland et al., 2014). Other machine learning approaches such as LASSO can be used for
dimension reduction in the genome (Yang et al., 2015). So-called “sparse” methods have been developed to lock onto
weak but robust genomic predictors in large data sets. In these cases, most of the predictors are not useful and need to be
screened out.

Cooperative Machine Learning

Cooperative machine learning or statistical estimation methods can use multiple data sets at the same time, even ones in
which different cohorts were assessed with partially overlapping measures or completely independent measures (Xiang
et al., 2014).

Empirical data will be useful to determine which kinds of imaging features and which genetic pathways might be
prioritized in such a search. Apart from the ENIGMA results, there is little empirical information so far to rank brain
features or even genomic regions that might show strongest associations.
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CONCLUSIONS

Global alliances such as ENIGMA are beginning to crack the code that governs how genetic variation shapes the brain.
Imaging genetics is an emerging field. It is already clear that consistent effects of genetic variants on the brain are
detectable worldwide. This is true even when the data pooled were collected for unrelated goals.

The ongoing pace of discoveries that link genetics with imaging is spurring initiatives to relate brain-related genes
found in ENIGMA to those implicated in psychiatric and neurological illness. Tests of genetic overlap are under way to
identify common genetic pathways and understand the scope of gene effects.

FIGURE 7.4 Screening images and connectomes for gene effects. Genome-wide tests of association can be performed at each pixel in a brain image
(voxel-based GWAS) and at each connection in a brain network. In these diagrams, the signal at each location could be a measure of functional activation,
metabolism, or fiber integrity, and the genome is screened for evidence of common variants that predict this signal. The free search of the image and
genome involves billions of tests, but alliances such as ENIGMA are finding statistical effects that replicate across cohorts worldwide. Figure reproduced
with permission from Medland, S. E., Jahanshad, N., Neale B. M., & Thompson P. M. (2014). Whole-genome analyses of whole-brain data: working
within an expanded search space. Nature Neuroscience, 17(6), 791e800 and adapted from original studies by Stein, J. L., Hua, X., Lee, S., Ho, A. J.,
Leow, A. D., Toga, A. W., . Alzheimer’s Disease Neuroimaging Initiative (2010). Voxelwise genome-wide association study (vGWAS). Neuroimage,
53(3) 1160e1174, Jahanshad, N., Kochunov, P. V., Sprooten, E., Mandl, R. C., Nichols, T. E., Almasy, L. & Glahn D. C. (2013). Multi-site genetic
analysis of diffusion images and voxelwise heritability analysis: a pilot project of the ENIGMA-DTI working group. Neuroimage, 81, 455e469 and
Jahanshad, N., Rajagopalan, P., Hua, X., Hibar, D. P., Nir, T. M., Toga, A. W., . Alzheimer’s Disease Neuroimaging Initiative (2013). Genome-wide
scan of healthy human connectome discovers SPON1 gene variant influencing dementia severity. Proceedings of the National Academy of Sciences of the
United States of America, 110(12), 4768e4773.
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This previously unimaginable cascade of global scientific activity will likely identify key genomic determinants of
brain circuitry, function, and risk for disease.

The united effort will also yield a deeper and increasingly mechanistic understanding of the most enigmatic illnesses of
all time.
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Chapter 8

Brain in a Dish: Stem Cell Technologies
to Study Disorders of the Central
Nervous System

Cleber A. Trujillo, Priscilla D. Negraes and Branka Hrvoj-Mihic
University of California San Diego, La Jolla, CA, United States

Mauro F.C. Lins
Clínica-Escola de Autismo, Itaboraí, Rio de Janeiro, Brazil

Katerina Semendeferi and Alysson R. Muotri
University of California San Diego, La Jolla, CA, United States

Gaining access to the organ (or cells) of interest in human neurodevelopmental, psychiatric, and neurological syndromes
presents a fundamental challenge. The difficulty in accessing living human brain places significant limits on our ability to
capture the molecular-, cellular-, and circuit-level mechanisms underlying these disorders. Whereas the power of the
current technical and methodological armamentarium for studying the central nervous system (CNS) is self-evident, it has
some marked limitations. In particular, with regard to humans, studying neurons and glia in primary culture is technically
challenging and has limited ability to capture the complexity of the functioning human CNS. Most studies of human brain
and neuronal function in research subjects have been performed on postmortem tissue, with all the associated and
well-known confounds. Peripheral tissues such as blood are clearly not ideal for relevant biological experiments. The
tremendous anatomical diversity and developmental dynamism of human brain, coupled with what has been learned about
the cellular specificity of gene expression, regulation, and splice variation, highlight the fundamental limitations of relying
on peripheral assays. Mouse and other model systems certainly have an important role in elaborating conserved patho-
physiological mechanisms, but have obvious constraints in illuminating human pathology that involves higher-order brain
functions including emotion, social interaction, and language.

All of these considerations point to the value of being able to leverage the programming of human somatic cells to
recapitulate the development and ongoing function of the CNS. These reprogrammed cell types, induced pluripotent stem
cells (iPSCs), can be derived from cells isolated from tissues of normal individuals or those affected with a variety of
conditions. Rapidly evolving technologies that allow for coculture of neurons and glia as well as the recapitulation of
aspects of brain development through the generation of organoids are quickly making the iPSC model a critical com-
plement to more traditional approaches to accessing human brain.

GENERATING INDUCED PLURIPOTENT STEM CELLS

In 2006, Shinya Yamanaka (Takahashi & Yamanaka, 2006) used retroviral-mediated vectors to introduce transcriptional
factors into a mouse fibroblast to reprogram them to behave as an embryonic stem (ES) cell. After eliminating irrelevant
factors, a minimum of four factors proved necessary to generate mouse iPSCs, including OCT4, SOX2, KLF4, and
c-MYC. One year later, using the same method and the four “Yamanaka” factors, human dermal fibroblasts were
successfully reprogrammed into iPSC with similar ES properties such as proliferation, morphology, differentiation

Genomics, Circuits, and Pathways in Clinical Neuropsychiatry. http://dx.doi.org/10.1016/B978-0-12-800105-9.00008-1
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potential in both in vitro and teratoma assays, gene expression, and cell surface markers (Takahashi et al., 2007;
Yu et al., 2007).

In principle, any somatic cell line can generate iPSC with a specific reprogramming method, typically classified as
integrative (viral vector are integrated into the host cell genome) and nonintegrative systems (DNA plasmid, recombinant
proteins, and messenger RNA (mRNA)) (Rao & Malik, 2012). The virus-based reprogramming system is still widely used
owing to its efficient transduction of the target cells. The induced modification of the host cell genome is the main
disadvantage of this method. The integration has the potential to cause unpredictable expression changes, which can in-
crease risks of cancer formation and potentially affect the differentiation potential. Although there are strategies to remove
the transgenes after reprogramming (Cre-lox technology) (Soldner et al., 2009), it is still necessary to screen all clones. For
all these reasons, nonintegrative systems are becoming more attractive.

The most popular nonintegrative method is Sendai virus. Sendai virus is an RNA virus that does not enter the nucleus,
can produce large number of proteins, and decreases transgene expression over cell division. Other approaches, such as
episomal plasmids or mRNA-containing reprogramming factors, have been used for reprogramming, but the expression
period is short with low efficiency (Malik & Rao, 2013). Therefore, the balance of reprogramming efficiency and transgene
genomic footprint is the key starting point in iPSC generation. Therefore, the research aims and clinical perspectives must
drive the decision of the compatible reprogramming system.

PROGRESS IN MODELING HUMAN CENTRAL NERVOUS SYSTEM PATHOLOGY:
NEURODEVELOPMENTAL DISORDERS

iPSC technology has already been used to model multiple disorders, including a range of neurodevelopmental syn-
dromes that include intellectual and social disability. In general, as described in detail subsequently, these studies have
supported the assertion that disease-specific iPSC-derived neurons can recapitulate relevant cellular and molecular
phenotypes previously observed using different approaches and offer new avenues to elaborate relevant pathophysio-
logical mechanisms.

RETT SYNDROME

Rett syndrome (RTT) is a progressive neurological disorder that affects mainly females (Chahrour & Zoghbi, 2007) and is
primarily caused by mutations in the X-linked gene encoding methyl CpG-binding protein 2 (MECP2) (Amir et al., 1999;
Francke, 2006). Patients with RTT apparently develop normally until 6e18 months of age, when they enter a stage of
developmental regression with major symptoms including autistic-like behavior, loss of speech, hypotonia, abnormal
breathing, seizures, microcephaly, and mental retardation (Amir et al., 1999; Chahrour & Zoghbi, 2007). Because females
with RTT are genetically MECP2 mosaics owing to X inactivation (XCI), a spectrum of phenotypic severity is observed
(Amir et al., 2000; Ishii et al., 2001; Young & Zoghbi, 2004).

Several works have independently described the generation and characterization of iPSC-derived neurons from patients
with RTT (Ananiev, Williams, Li, & Chang, 2011; Cheung et al., 2011; Hotta et al., 2009; Kim, Hysolli, & Park, 2011;
Marchetto et al., 2010). Together, these reports represent the most comprehensive set of iPSC research to date conducted
on a neurological disorder by studying neurons derived from RTT; many aspects of the disorder could be reproduced
in vitro. It was observed that the neuronal phenotype arises owing to neuronal maturation defects (K.-Y. Kim et al., 2011),
which supports the assumption that RTT symptoms appear during establishment and refinement of neural networks in
early postnatal development. Compared with nonaffected cells, RTT neurons exhibit reduced dendritic arborization and
spine density, smaller soma and nuclei sizes, and less excitatory synapses (Cheung et al., 2011; Marchetto et al., 2010).
The compromised calcium signaling and electrophysiology profile confirmed the decreased number of glutamatergic
synapses. Although many of these characteristics could be rescued after the cells were exposed to insulin-like growth
factor 1 (IGF1) or gentamicin (Marchetto et al., 2010), the time and duration of treatments need to be tuned to avoid side
effects.

iPSC lines were also generated by taking advantage of alternative parental nonrandom XCI. Neurons derived from
these cells showed that MECP2 expression follows XCI pattern, allowing the obtainment of isogenic mutant and control
cell lines (Ananiev et al., 2011; Cheung et al., 2011; K.-Y. Kim et al., 2011). In addition, there are atypical forms of RTT in
which different genes are compromised, such as the Hanefeld variant caused by mutations in the CDKL5 gene (Evans
et al., 2005; Scala et al., 2005). Neurons derived from CDKL5-mutant iPSC showed an increased number of aberrant
dendritic spines and reduced functional synaptic contacts, which suggests that CDKL5 gene absence compromises
neuronal activity (Ricciardi et al., 2012).
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FRAGILE X SYNDROME

Fragile X syndrome (FXS) is the most common cause of inherited mental retardation (Crawford, Acuña, & Sherman,
2001). Affected individuals may exhibit a spectrum of cognitive abnormalities ranging from learning problems and a
normal IQ to severe mental retardation. Autistic-like behaviors such as hand flapping, hand biting, poor eye contact,
hyperactivity, anxiety, and impaired social skills can also be present (Brown et al., 1986; Hagerman et al., 2009;
Penagarikano, Mulle, & Warren, 2007). In the vast majority of patients, the fragile X mental retardation 1 (FMR1) gene is
not expressed owing to an expansion of a CGG repeat in its 50-untranslated region (Pearson, Edamura, & Cleary, 2005;
Verkerk et al., 1991). Normal subjects have 5 to 55 CGG repeats, whereas carriers of permutations have 50 to 200 repeats,
and affected patients have more than 200 copies (Crawford et al., 2001; O’Donnell & Warren, 2002).

Fragile X mental retardation protein (FMRP) is a cytoplasmic mRNA-binding protein (Ashley, Wilkinson, Reines, &
Warren, 1993) expressed in many tissues, but is most abundant in neurons and in the testes (Devys, Lutz, Rouyer, Bellocq,
& Mandel, 1993; Feng et al., 1997). FMRP participates in mRNA transport from the nucleus to the dendrites in neurons,
where it is involved in the synthesis of proteins important for synaptic development and plasticity in an activity-dependent
manner (Antar, Afroz, Dictenberg, Carroll, & Bassell, 2004; Sidorov, Auerbach, & Bear, 2013; Siomi, Siomi, Nussbaum,
& Dreyfuss, 1993). Gross abnormalities were not observed in brains of individuals with FXS after autopsy (Hinton, Brown,
Wisniewski, & Rudelli, 1991); nonetheless, in some areas their neurons have immature and filopodia-shaped dendritic
spines (Irwin et al., 2001), which suggests a defect in the development and maturation of excitatory synapses. In this
context, a potential role for FMRP at the synapse is to inhibit the protein synthesis stimulated by metabotropic glutamate
receptor (mGluR) activation (Bear, Huber, & Warren, 2004).

The lack of FMRP is associated with an increase in a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
(AMPA) receptor internalization that could ultimately affect synaptic activity. In this context, treatment of FMRP-
deficient neurons with mGluR antagonist was able to rescue the defect in AMPA receptor trafficking (Nakamoto
et al., 2007), and also some of the defects observed in Drosophila and mouse models (McBride et al., 2005; Yan,
Rammal, Tranfaglia, & Bauchwitz, 2005). In addition, it has been shown that the silencing of FMR1 gene by CGG
expansion is mainly a consequence of an epigenetic transcriptional regulation. Full expansion of the CGG repeat usually
coincides with hypermethylation of the repeat region and its upstream CpG island promoter (Oberlé et al., 1991),
together with other chromatin modifications (Coffee, Zhang, Ceman, Warren, & Reines, 2002; Coffee, Zhang, Warren,
& Reines, 1999; Tabolacci et al., 2005). These epigenetic events seem to be critical for the shift from active to inactive
chromatin. Increasing evidence suggests that FXS could be an epigenetic disorder in which the epigenetic state of
FMR1 gene is determinant to the pathogenesis and treatment response more than the CGG repeat itself (Jacquemont
et al., 2011; Kumari & Usdin, 2009).

Human ES cells carrying a full CGG mutation were derived through an FXS-affected embryo preimplantation and
revealed that downregulation of the FMR1 gene is triggered by differentiation (Eiges et al., 2007). In other words, the gene
is expressed in FXS-ES cells and then silenced during differentiation. Interestingly, the FMR1 gene of FXS-iPSCs remains
inactive and exhibits the same DNA methylation and histone modifications of somatic cells (Urbach, Bar-Nur, Daley, &
Benvenisty, 2010). However, Sheridan et al. (2011) reprogrammed cells from a mosaic patient with both normal and
premutation-length CGG repeats generating isogenic clones and reported that an altered neuronal differentiation correlated
with epigenetic modification of the FMR1 gene and a lack of FMRP.

In another study, differentiation of FXS-iPSCs showed that these cells have an abnormal neurogenesis with fewer and
smaller neurites accompanied by reduced spontaneous synaptic activity (Doers et al., 2014; Telias, Segal, & Ben-Yosef,
2013). These findings are similar to what was observed in FMR1 knockout mouse models (Braun & Segal, 2000; Luo
et al., 2010) and postmortem fetal FXS brain tissue (Castrén et al., 2005). The glial population was altered (Sheridan et al.,
2011), which corroborated the enriched glia/neuron ratio already described (Luo et al., 2010). In addition, iPSC derived
from mutated heterozygous individuals resulted in active neurons that also have defective synapses and neurite outgrowth,
besides functional defects revealed by aberrant calcium signaling (Liu et al., 2012).

ANGELMAN SYNDROME

Patients with Angelman syndrome (AS) exhibit severe developmental delay, cognitive disability, absent speech, ataxia, and
a characteristic happy and excitable personality with frequent laughing. Microcephaly, seizures, and sleeping problems can
also be present (Angelman, 1965; Clayton-Smith & Laan, 2003; Williams, Driscoll, & Dagli, 2010). AS is a complex
genetic disorder associated with genomic imprinting and a reduced expression of the maternally inherited ubiquitin-protein
ligase E3A gene (UBE3A) on chromosome 15 (Angelman, 1965). Mutations in the UBE3A gene or deletion of region
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15q11.2-q13 on maternal chromosome or uniparental disomy of chromosome 15 can also result in this condition (Bird,
2014; Williams et al., 2010).

There are different mouse models already established which mimic major features of AS patients (Jana, 2012), such as
motor and cognitive impairments, ataxia, sleep disturbance, and inducible seizures. These models have provided significant
information about the disease mechanism, including the involvement of UBE3A in synapse development and plasticity
(Greer et al., 2010; Yashiro et al., 2009). However, Cavaillé et al. (2000) showed that the timing and mechanism of UBE3A
repression may be different between humans and mice, and pointed out the necessity of a human model. To address this
issue, iPSCs were generated and it was observed that the in vitro model recapitulates the species tissue-specific pattern of
UBE3A imprinting (Chamberlain et al., 2010). The evaluation of functional AS-derived human neurons revealed that
UBE3A expression was significantly repressed in neuronal cells over time, recapitulating the main epigenetic characteristic
of the disease in vitro.

TIMOTHY SYNDROME

Timothy syndrome (TS) is a rare autosomal dominant disorder in which patients show a spectrum of physical mani-
festations characterized by cardiac arrhythmias, heart malformations, syndactyly, hypoglycemia, developmental delay,
and autism. It is caused by mutations in an alternatively spliced exon of the CACNA1C gene, which encodes the a subunit
of the calcium channel Cav1.2 (Cohen-Kutner, Yahalom, Trus, & Atlas, 2012; Splawski et al., 2004), leading to
decreased calcium- and voltage-dependent inactivation of the channel (Barrett & Tsien, 2008). The CACNA1C gene
mutations lead to longer opening conformation time of the channel, resulting in an abnormal accumulation of intracellular
calcium.

Neuronal dendrites are crucial to the process and integrate into neuronal networks. In this context, CaV1.2 is a major
player in the regulation of dendritic response to electrical activity (McAllister, Katz, & Lo, 1996; Wong & Ghosh, 2002).
The mutation that causes TS leads to a dendrite retraction in rodent neurons after electrical stimuli (Krey et al., 2013).
By generating iPSC from patients with TS, it was observed that these cells also exhibited activity-dependent dendrite
retraction (Krey et al., 2013; Pasca et al., 2011). Moreover, calcium signaling is compromised in human TS-derived
neurons, which show a decreased expression of lower cortical layer and callosal projection neuron markers (Krey et al.,
2013; Pasca et al., 2011). On the other hand, increased expression of tyrosine hydroxylase (TH), along with norepinephrine
and dopamine-producing cells, were observed (Dulcis & Spitzer, 2008).

Although mouse models of the disease recapitulate some behavioral abnormalities, partially mimicking the human
condition, they lack the postnatal lethality common in patients (Bader et al., 2011), probably because mouse car-
diomyocytes have different electrical properties compared with their human counterparts. In this context, Yazawa and
Dolmetsch (2013) derived cardiac cells and observed that the ventricular-like cardiomyocytes exhibit irregular contraction
and prolonged action potentials, besides an excess of calcium influx. These human cardiomyocytes displayed electrical
properties similar to those found in patients, and rescue their defects after in vitro treatment with roscovitine, which
prevents the occurrence of arrhythmias (Yazawa et al., 2011). This same L-type channel blocker reduced the number of
TH-positive TS neurons, showing that calcium channel modulators could be important for future clinical trials.

CONTRIBUTION OF DIFFERENT CELL TYPES TO NEURODEVELOPMENTAL DISORDERS

Neurons have been studied extensively and considered the primary players in neurodevelopmental and neurodegenerative
disorders. Therefore, different protocols have been developed aiming at specific neuronal subtypes. Neural progenitor cells
become cortical neurons upon SMAD signaling inhibition (Marchetto et al. 2010). However, for dopaminergic neurons
generation, it is necessary to stimulate midbrain differentiation by adding Sonic Hedgehog (Shh) and fibroblast growth
factor 8 into the culture media, in association with ascorbic acid, brain-derived neurotrophic factor, glial cell lineederived
neurotrophic factor, transforming growth factor-b3, and cyclic adenosine monophosphate for cell maturation (Chambers
et al., 2009; Swistowski et al., 2009, 2010; Kriks et al., 2011; Nishimura & Takahashi, 2013). Similarly, motor neurons can
be obtained in the presence of Shh, in addition to retinoic acid and some trophic factors that potentiate cell differentiation
and survival (Chipman, Toma, & Rafuse, 2012).

Increasing attention is being given to the contribution of glial cells to different pathologies. In the CNS, glial cells
include astrocytes, oligodendrocytes, microglia, and chondroitin sulfate proteoglycan NG2epositive cells. Previously
considered support cells, astrocytes interact with neurons and blood vessels, and can detect and modulate neuronal net-
works by actively participating in the maintenance of homeostasis and cellular cross-talk (Yamamuro, Kimoto, Rosen,
Kishimoto, & Makinodan, 2015). On the other hand, microglia constitute the immune cells of the CNS and are derived
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from hematopoietic progenitors (Frick, Williams, & Pittenger, 2013). They participate in tissue homeostasis, synaptic
regulation, and neural plasticity by responding to changes in the environment (Yamamuro et al., 2015), whereas the
primary function of oligodendrocytes is to form myelin, an insulator of axonal segments that is critical for neuronal
signaling propagation. All these features highlight the importance of these cells for the neural network (Baumann &
Pham-Dinh, 2001).

Studies using coculture experiments or astrocyte-conditioned medium (ACM) have been conducted to understand the
contribution of such cells in different neuropathies. However, protocols using iPSC and ES cells are being developed and
optimized to generate specific glial cell types (Duan, Peng, Pan, & Kessler, 2015; Hu, Du, Li, Ayala, & Zhang, 2009; Hu
et al., 2010; Krencik, Weick, Liu, Zhang, & Zhang, 2011; Shaltouki, Peng, Liu, Rao, & Zeng, 2013). Most studies include
a step in which aggregates of progenitor cells are formed in suspension and exposed to a chemically defined medium
capable of direct astrocyte differentiation (Chen et al., 2014; Krencik et al., 2011; Serio et al., 2013; Shaltouki et al., 2013;
Williams et al., 2014). Specific molecules used for this purpose include bone morphogenetic proteins (BMPs) (Chen et al.,
2014; Shaltouki et al., 2013) and/or ciliary neurotrophic factorerelated proteins (Krencik et al., 2015; Serio et al., 2013;
Shaltouki et al., 2013).

Increased expression of astrocyte-specific markers was found in multiple regions in postmortem brains from autistic
patients (Fatemi, Folsom, Reutiman, & Lee, 2008; Laurence & Fatemi, 2005), accompanied by decreased cell body size
and reduced complexity and branch length in the cortex (Cao et al., 2012). Through co-culture experiments using isogenic
cells lines derived from patients with RTT, Williams et al. (2014) did not find significant changes in proliferation rate and
differentiation efficiency between the control and iPSC-MECP2emutant astrocyte progenitor cells. However, the authors
observed a negative effect of mutant-derived astrocytes in control neurons from human and mouse, which exhibited
smaller soma size, shorter total neurite length, and a smaller number of terminal ends under these conditions. Similar
morphological effects were mimicked by ACM cultures, which suggests that factors secreted by glial cells contribute to the
phenotype displayed by neurons. The opposite was also true, that is, there was an increase in neurite length and in the
number of terminal ends of mutated neurons in the presence of control astrocytes. Similar results were observed in mouse
models of autism spectrum disorder (Ballas, Lioy, Grunseich, & Mandel, 2009; Jacobs & Doering, 2010; Lioy et al., 2011),
which indicates that whereas neurons could control the initiation of the pathology, astrocytes might be responsible for its
progression (McGann, Lioy, & Mandel, 2012). A study developed by Krencik et al. corroborates this assumption.
Functional astrocytes derived from iPSCs from patients with Costello syndrome, a neurodevelopmental disorder caused by
alterations in Ras pathway signaling, revealed the influence of these glial cells on the disease phenotype (Krencik et al.,
2015).

In addition, astrocytes derived from Down syndrome (DS) patient iPSCs produce increased levels of nitric oxide and
reactive oxygen species. Moreover, DS-iPSCederived ACM compromised neurogenesis in vitro, failing to promote neural
maturation and synapse formation besides being toxic to neurons (Chen et al., 2014); suggesting that such glial cells are
relevant to the pathogenesis of the disease. In the same way, coculture experiments using mouse-derived FXS cells showed
that FMRP1-deficient astrocytes reduce the survival rates, but also affect the morphology of wild-type neurons (McGann
et al., 2012). These findings point out that defects in astrocyte differentiation might contribute to neuronal defects later
observed in the syndrome.

Although protocols for the effective generation of microglia using stem cells has not been established, iPSC-derived
macrophages can be generated successfully. First, it is necessary to drive the differentiation to mesoderm, usually by
adding BMP4 to the media culture. Next, after exposure to different molecules and/or cytokines, the cells mature in the
presence of macrophage colony-stimulating factor (Brault et al., 2014; Van Wilgenburg, Browne, Vowles, & Cowley,
2013; Yanagimachi et al., 2013). In 2005, Vargas et al. observed activation of astroglial and microglial cells in postmortem
brains of autistic patients, characteristic of a neuroinflammatory phenotype (Vargas, Nascimbene, Krishnan, Zimmerman,
& Pardo, 2005). Increasing evidence suggests that there is immune dysfunction/inflammation, not just in patients with
autism spectrum disorder (Onore, Careaga, & Ashwood, 2012; Suzuki et al., 2013; Theoharides et al., 2012), but also in
those with schizophrenia and obsessive-compulsive disorder (Frick et al., 2013). In addition, by investigating Gaucher
disease, Aflaki et al. (2014) and Panicker et al. (2014) reproduced some of the pathological phenotypes of the disorder
using iPSCs, including macrophages with reduced glucocerebrosidase activity and increased storage of glucocerebroside
and glucosylsphingosine in lysosomes. These results show the potential to use monocytic-derived cells for the compre-
hension of complex diseases.

Little is known about the contribution of oligodendrocytes to the phenotype of neurodevelopmental disorders. How-
ever, studies are clarifying the relevance of these cells for proper neural network functioning. Using an in vivo approach to
RTT, Nguyen et al. (2013) observed that the selective removal or reexpression of MECP2 in oligodendrocytes had a
negative or positive impact, respectively, on autistic features/behavior exhibited by animals. Myelination impairments were

Brain in a Dish: Stem Cells Chapter | 8 121



also observed in a mouse model for FXS (Pacey et al., 2013). Different groups started to generate oligodendrocytes using
stem cells. The common feature of this specific differentiation is the presence of triiodothyronine and insulin, among other
small molecules (Hu et al., 2009, 2010; Izrael et al., 2007; Nistor, Totoiu, Haque, Carpenter, & Keirstead, 2005). The
myelination properties of the generated cells were also observed in vivo after mouse transplantation (Izrael et al., 2007;
Nistor et al., 2005), which shows the potential of further investigating the effect of these glial cells to specific disease
initiation and progression.

Increasing evidence supports the view that neurodevelopmental disorders are not exclusively neuronal pathologies, but
also conditions that evolve due to glial impairment. Although most results in the literature still rely on animal models,
human ES- and iPSC-based studies have been performed and gradually are enlightening and strengthening the relevance of
interactions between neurons and glia to the progress of a neural phenotype. The initial idea that neurons are the major and/
or only cells responsible for neural deficits is being replaced by a more dynamic and intricate interpretation of the function
and effects of the neural network.

THE NEXT STEP OF INDUCED PLURIPOTENT STEM CELLS: THREE-DIMENSIONAL
CULTURES AND MINI-BRAINS

The idea that iPSC-derived neurons can mimic in-the-dish neurodevelopmental programs has gradually become stronger
over the past decade, lighting the way to build tissues and organs in vitro. Biomedical researchers and tissue engineers have
successfully combined neural stem cells and different types of polymer and matrix scaffolds to generate functional neurons
and astrocytes that emulate the mammalian brain (Ma et al., 2004, 2008; Martinez-Ramos et al., 2008; Park, Teng, &
Snyder, 2002).

Three-dimensional (3D) cell cultures can represent an environment closer to in vivo model and could ultimately serve
as a more predictive preclinical translational model for studying neurodevelopmental disease mechanisms. A classical 2D
cell culture model is an important tool to understand cell behavior under controlled conditions, however, cells cultured in
3D scaffolds have been found to exhibit a better distribution of cellecell and celleextracellular matrix interactions, which
alter cell morphology, signaling mechanisms, and subsequent cell function (Cukierman, Pankov, & Yamada, 2002).
Presynthesized scaffolds such as Matrigel, collagen, and hydrogel, which are designed to recreate an extracellular matrix
environment, often do not support neurite outgrowth and do not allow the long-term survival of cells (Dewitt, Kaszuba,
Thompson, & Stege-Mann, 2009; Dutta & Dutta, 2009; Subramanian, Krishnan, & Sethuraman, 2009; Tibbitt & Anseth,
2009; ). However, to overcome these difficulties and the elevated costs of classical 2D culture maintenance, interesting
progress is being achieved by growing cells in a microfluidic chip, that is, lab-in-a-chip. These chips allow more controlled
spatiotemporal conditions in a versatile cellular microenvironment setup (Moreno et al., 2015). An alternative to pre-
synthesized scaffolds is the generation of an extracellular matrix by the cells themselves in 3D tissue culture, as cell
aggregates.

In general, human pluripotent stem cells require biological signals from the matrix and from the adjacent ones for cell
survival, proliferation, and normal physiological process (Amit et al., 2011; Ohgushi & Sasai, 2011; Pamies, Hartung, &
Hogberg, 2014; Peerani et al., 2007; Steiner et al., 2010; Zweigerdt, Olmer, Singh, Haverich, & Martin, 2011). In this
context, Eiraku et al. (2008) reported self-organized formation of human ES cellederived cortical tissues using a 3D
aggregation culture. With this method, it was demonstrated that the in vitro development of human stem cells mimic in
some aspects early embryonic corticogenesis with regional specification and layer-specific neurogenesis. Muguruma et al.
also showed the formation of a cerebellar structure of ES cell culture comparable to an early human cerebellum in the first
trimester of gestation. This self-organized cerebellar neuroepithelium also was able to differentiate into functional Purkinje
cells (Muguruma, Nishiyama, Kawakami, Hashimoto, & Sasai, 2015). Therefore, the cellular 3D aggregated culture allows
us to access a new set of information regarding tissue self-organization and long-range neuronal networks, and can be
established as a new tool for drug discovery and regenerative medicine. A future challenge is to develop a long-term
culture system that enables human pluripotent stem cells to generate organs or organoids to study disease-relevant phe-
notypes in a macroscopic, structural, and multifactorial view.

We have a limited understanding of the brain’s function under healthy and pathological conditions. Architecture,
cellular number and diversity, and neural migration patterns are some examples of limitations that are difficult to reproduce
with traditional in vitro methods. The organoid model developed by Lancaster et al. exhibited the typical organization of
cortical and ventricular regions and the same type of cellular migration found in vivo during development (Lancaster &
Knoblich, 2014a,b; Lancaster et al., 2013; Pasça et al., 2015). The authors observed that when iPSCs are cultured as
aggregates under appropriate conditions for a couple of weeks, the cells self-organize into cerebral organoids, grow to a
half centimeter, and can live for several months in a bioreactor. These “mini-brains” resemble early cortical development,
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forming ventricles and other structures. The tissue surrounding the ventricles differentiates into cortical layers in which the
innermost layer filled with radial glial cells divides and becomes neurons in the same pattern observed in human embryos.
This type of culture platform could represent a bridge between classical neural culture and in vivo studies, representing a
great potential for a new step toward disease-modeling studies. To demonstrate this, Lancaster et al. used iPSC from
patients with human microcephaly to generated organoids. The organoids derived from iPSC from patients with micro-
cephaly were smaller than those obtained from normal individuals and had reduced numbers of progenitors (Lancaster
et al., 2013). Although the organoid model does not fully recapture the brain, such a model will likely be particularly
valuable for studies of neurodevelopmental and disease mechanisms (Lancaster & Knoblich, 2014a).

All of the strategies and methodologies mentioned share the cellecell interaction and maintenance of the microen-
vironment as the main advantages that favor neurogenesis. However, the in vitro neurons are still far from the human brain
in terms of maturation. Compared with other species, our neurodevelopment is slow and needs an intricate network of
soluble and genetic factors and niche clues to mature properly. In 2005, Muotri et al. transplanted human ES cells into the
brain ventricles of embryonic mice to study the differentiation and migration potential of human ES cells in vivo. The
transplanted human neurons integrated successfully into the adult mouse forebrain and displayed mature morphology and
functionality (Muotri, Nakashima, Toni, Sandler, & Gage, 2005). In 2013, Espuny-Camacho et al. transplanted embryonic
and iPSC-derived cells into newborn mouse brains. The differentiation and connectivity of the transplanted human neurons
increased over 6 months in vivo, culminating in the formation of functional synapses (Espuny-Camacho et al., 2013).

In this context, human chimeric mice brains could ultimately serve as a more predictive preclinical translational model
for studying disease mechanisms and brain repair (Steinbeck & Studer, 2015; Thompson & Björklund, 2015). As a key
chimeric translational model, researchers have derived inhibitory neurons from iPSC in vivo and demonstrated that these
interneurons migrate and integrate into the circuitry of the epileptic mouse brain. More important, the transplanted human
neurons were able to diminish the number of seizures and ameliorate behavioral abnormalities (Cunningham et al., 2014).

LIMITATIONS OF INDUCED PLURIPOTENT STEM CELL MODEL

As described earlier, iPSC technology is a breakthrough in developmental biology and translational medicine. However,
several limitations remain regarding reprogramming efficiency, clone-to-clone variation, and heterogeneity between iPSC
and the capability of generating mature functional cell types. Therefore, genetic and epigenetic backgrounds, iPSC
derivation protocol, and culture conditions are key components to cellular variability.

It is becoming clear that the presence of such variability among iPSC lines highlights the importance of validating
results with multiple cell lines and clones from the same genotype (Hu et al., 2010; Marchetto et al., 2010). Inconsistent
outcomes obtained from different clones from the same cell lines can result from the number and sites of viral integrations
and heterogeneity in the starting somatic cell populations (Gore et al., 2011). In addition, there is growing evidence that
epigenetic changes among iPSC lines or in the same line may contribute to cellular heterogeneity (Mekhoubad et al., 2012)
Therefore, multiple clones from multiple patients must be generated to truly establish in vitro iPSC disease modeling.
Finally, variability is also caused by undefined and less than optimal culture conditions. The use of chemically defined
formulations and optimized conditions was achieved for iPSC using mathematical and statistical methods (Marinho,
Chailangkarn, & Muotri, 2015). Such an approach could be applied to all steps of neural differentiation, standardizing
protocols across different laboratories worldwide.

Another concern is the difficulty of obtaining mature functional cell types that reflect our lack of understanding of
developmental signaling for the maturation step. For instance, several studies suggest that neurons derived from iPSCs
show immature morphology, filopodia synaptic protrusions, and an electrophysiological profile with a low number of cells
that fire action potential (Marchetto et al., 2010). In 2014, an important study highlighted how immature the iPSC-derived
neurons are. Using a transcriptomic analysis to compare stem cellederived neurons with developing human fetal brain,
Stein et al. (2014) developed a tool (CoNTExT) that classified the developmental stage and regionally identified the
derived neurons. The authors reported that the derived neurons could be compared with a 3-month fetal stage of maturity.
Thus, optimization of culture conditions to allow better maturation in vitro is an active and promising research topic in
this field.

GENOME EDITING: CREATING DISEASED EMBRYONIC STEM CELLS

iPSC technology allows us to obtain stem cells from skin biopsies, blood, dental pulp, and other tissue samples (Dimos
et al., 2008; Park et al., 2008; Seki et al., 2010; Staerk et al., 2010), making it possible to generate differentiated cells
predisposed to diseases. However, as noted earlier, iPSC-based studies have some limitations. Because any observed
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phenotype in an iPSC model must be interpreted by comparison with unaffected cells, the quality of iPSC studies relies on
the availability or quality of those related controls. Genetic/epigenetic background differences could affect the phenotypic
characterization of the disease, even when siblings are used as controls (Bock et al., 2011; Kim, Choi, Choi, & Do, 2011;
Kim et al., 2010; Nishino et al., 2011; Ruiz et al., 2012). Furthermore, differences in reprogramming methodology, less
than optimal culture conditions, and expansion and passaging of iPSC lines also can lead to the accumulation of a variety
of genetic alterations (Gore et al., 2011; Hussein et al., 2011; Ji et al., 2012; Laurent et al., 2011; Mayshar et al., 2010;
Musunuru, 2013).

Perhaps the most rigorous evaluation would be between cell lines with the same background (isogenic), differing only
by a relevant disease mutation. This approach would also exclude other variables, enabling investigators to establish causal
relationships among genotypes and phenotypes. Several studies took advantage of XCI in female iPSCs to generate
isogenic pairs of control and mutant cells for neurodevelopmental disorders (Ananiev et al., 2011; Liu et al., 2012).
Alternatively, genome editing technology such as zinc finger nuclease (ZFN), transcription activator-like effector nucleases
(TALENs), or CRISPR/Cas9 systems are being used to manipulate genomes and introduce or correct locus-specific
mutations via homologous recombination (Capecchi, 1989; Hockemeyer & Jaenisch, 2010; Lombardo et al., 2007; Zou
et al., 2009).

ZFNs are artificial modular restriction enzymes designed to recognize a target DNA sequence locus by combining zinc
finger proteins and an endonuclease to induce double-strand breaks (Bibikova, Beumer, Trautman, & Carroll, 2003). By
taking advantage of cellular DNA machinery, the induced break can be repaired by homologous recombination and
nonhomologous end-joining. In 2009, Zou et al. demonstrated that ZFNs are able to induce target gene modifications in
human ES cell and iPSC lines, providing a solid basis for genomic editing in pluripotent cells. In parallel, different research
groups have proven the impact of ZFN as a powerful tool to target genes that are not even expressed (Hockemeyer et al.,
2009) and to create specific chromosomal translocation (Brunet et al., 2009). Although several studies have reported no
effect on the cellular karyotype and pluripotency of stem cells after prolonged culture, zinc fingers may be further refined
for higher specificity.

Activator-like effector transcription factors were discovered in plant pathogens to bypass host immunity machinery.
TAL effector proteins consist of highly conserved repetitive amino acid sequences that determine DNA binding specificity.
Similar to ZFN, TALENs are associated with endonuclease to create a double-strand break at a particular genomic site
(Miller et al., 2011). The relatively fast and more flexible protocol to clone and generate TALENs over ZFN is the major
advantage of the method. The authors stated that the specific site was produced with similar efficiency and precision as
ZFN but with fewer off-target effects. The power of this technology is being proved by the increasing number of studies
applying and generating new TALENs, encouraging the development of more efficient genomic editing tools (Cermak
et al., 2011; Mussolino et al., 2011; Scholze & Boch, 2010).

Clustered regularly interspaced short palindromic repeats (CRISPRs) are the latest technology for gene editing of a
specific locus. In bacteria, the CRISPR system provides acquired “immunity” against viral DNA (Wiedenheft, Sternberg,
& Doudna, 2012). Short segments of viral DNA are integrated within the CRISPR genomic loci, transcribed, and processed
into short guide RNAs (gRNAs). These gRNAs specifically bind to the target pathogenic DNA to be cleaved by Cas9
endonucleases. Using this idea, the CRISPR/Cas system can edit (silence, enhance, or change specific genes) any DNA
sequence with custom-designed gRNAs. Therefore, the CRISPR/Cas9 system requires only a specific gRNA to bind and
cut the DNA. The simplicity, high efficiency, and versatility of the system favor rapid progress in developing CRISPR/
Cas9 into a set of tools for cellular and molecular biology research, revealing that its potential is limitless. Together, these
technologies promise to expand our ability to explore and alter any genome to screen for disease-relevant phenotypes. In
addition, genome-editing technologies open new paths for stem cellecorrective cellular therapies.

DRUG DISCOVERY WITH INDUCED PLURIPOTENT STEM CELLS

For many years, pharmacological studies have been an important part of the preclinical drug evaluation before clinical
trials and human therapy. The use of chemical compound library screening and different cellular or animal models allows
researchers to investigate specific pathogenic mechanisms and identify relevant disease targets. In this context, the impact
of human iPSC as a well-defined model to screen and test lead compounds is enormous, making patient-specific therapy a
real possibility (Bosnjak, 2012). Moreover, iPSC-based disease models are transforming translational science by reducing
the need to use animal approaches (Fig. 8.1).

The evaluation of synthetic small molecules and natural compounds will bring new discoveries to the stem cell biology
field, and may also contribute to the establishment of more effective regenerative medicine (Ding & Schultz, 2005; Ding
et al., 2003). With a library of about 50,000 compounds, Chen et al. (2006) used a multiwell, high-throughput platform to
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select those able to keep mouse stem cells in the pluripotent stage. In the same way, Desbordes et al. (2008) developed a
high-throughput assay (over 2500 compounds) to screen compounds to promote cellular proliferation and affect human ES
cell self-renewal and differentiation fate. These studies highlight the impact of high-throughput screening in the study of
ES biology, drug discovery, and therapy (Underhill & Bhatia, 2007).

Until recently, no studies have used a drug-screening platform to select drugs that can rescue abnormal phenotypes of
neurological diseases. For instance, using RTT-derived neurons as a proof-of-principle, our group demonstrated the po-
tential of iPSC models in drug screening and toxicology, accelerating the search for new therapeutic agents and antici-
pating results from translational medicine (Marchetto et al., 2010). Moreover, the use of spinal muscular atrophy (SMA)
patient-specific iPSCs by Ebert et al. (2009) provided the basis of iPSC technology in drug screening. In that study, the
authors treated iPSC-derived motor neurons with selected drugs to increase the expression of a specific cellular survival
protein. The authors observed that fibroblast- and iPS-SMA cells respond similarly to drug treatment and suggested that
iPSC-derived motor neurons could be useful for new drug screening approaches. In another study, Egawa et al. (2012) used
a low-throughput assay with amyotrophic lateral sclerosis (ALS) patient-specific neurons derived from iPSC to evaluate
only four histone acetyltransferase inhibitors to rescue the ALS motor neuron phenotype. These exciting observations show
the great potential of patient-specific iPSCs in drug screening to test the efficacy of candidate drugs for the treatment of
human neurological diseases.

CONCLUSIONS

The iPSC field has moved with astonishing rapidity from being able to induce a single neuron to producing organoids or
mini-brains that recapitulate the early steps of development of the human brain and the interconnected functioning of living
neurons and glia. These advances provide an unprecedented degree of access to human neural development. Although
important limitations and technical challenges remain, these advances mark a profound inflection point in the ability to
study neurological and psychiatric disorders. Although this technology is still in its early stage, it has demonstrated the
ability to recapitulate relevant neuronal defects of neurodevelopmental diseases. New protocols for the generation of
subtypes of neurons and glia will help researchers to identify the contribution of these cell types to a wide range of pa-
thologies. Previous studies established that astrocytes secrete signaling molecules that stimulate the formation, pruning,
and function of synapses throughout the brain (Chung et al., 2013; Diniz et al., 2012). By mixing different cell types in

FIGURE 8.1 Modeling neurodevelopmental disorders with human iPSCs. iPSC technology can be used in disease modeling, pathogenesis research,
drug screening, and cell replacement therapy. Genetic mutations can be corrected by genome-editing approaches after reprogramming. Neural cells
derived from patient-specific iPSCs are being used for disease modeling and transplantation purposes. Cellular phenotypes are assessed by measuring
neuronal morphology, complexity, and connectivity. Once the phenotype is identified, drug-screening platforms can be used to rescue the phenotype. New
therapies and drugs are emerging from this approach, benefiting numerous neurological patients.
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coculture experiments, one can identify eventual nonecell autonomous molecular and cellular mechanisms that almost
certainly have a role in both neurodevelopmental and neurodegenerative disorders.

Genome-editing technologies will help to determine whether specific mutations correlate to gene expression differences
or whether a clinical pharmacological response is predictable by drug treatments. Incorporating genomic data into stem cell
work may allow us to characterize alterations in the genome of thousands of patients, linking these variants to specific
cellular phenotypes. Nonetheless, prospective work should take advantage of larger, better-characterized patient cohorts
with well-defined clinical endophenotypes, pharmacological history, and genetic predisposition. Contrary to “one-gene at
the time,” the study of idiopathic conditions will likely bring novel insights for neurodevelopmental disorders. For
example, our group has focused on reprogramming human dental pulp stem cells from children with autism, using the
deciduous tooth as a source of somatic cells. The “tooth-fairy project” has dramatically increased in the past years,
probably owing to the use of social networks to connect with families (Beltrão-Braga et al., 2011). By generating human
iPSC neurons from large cohorts of pediatric disorders, one can test whether the clinical outcome is predictive of the
magnitude of cellular phenotype.
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Chapter 9

Association Strategies

Benjamin M. Neale
Massachusetts General Hospital, Boston, MA, United States; Broad Institute of MIT and Harvard, Cambridge, MA, United States

In 1918, Ronald Fisher published the groundbreaking work, “The Correlation Between Relatives on the Supposition of
Mendelian Inheritance” in the Proceedings of the Royal Society of Edinburgh. Here, Fisher reconciled Mendel’s Laws of
Inheritance with Galton’s observation of the apparent similarity that relatives show in continuous phenotypes. This seminal
work not only laid the foundation for much of current genetic analytic thought but also defined the critical statistic variance
which is the focus of most genetic analysis. The following century saw dramatic technological progress in measuring the
human genome and with it largely the validation of Fisher’s model for how genes influence complex traits. Nevertheless
biology is complex and necessitates diverse methods for both common and rare variations, which are detailed in this
chapter.

COMMON VARIANTS

At the most basic level, association analysis is a test of mean differences in phenotype conditional on genotype. Any test of
group differences such as the chi-square, the Armitage trend test, or the CochrandManteleHaenszel can be applied.
However, regression methods are generally preferred because they allow the inclusion of additional variables as covariates
to protect against biases. As with variance, regression also finds its roots in genetic analysis, first coined by Galton in
examining the similarity between parents and children in height, which Pearson and Yule went on to generalize. Typically
the phenotype is the dependent variable (Y) and the genotype is the independent variable (X) or regressor. The regression
can be flipped to perform the “genotypeeconditional association test” which models the genotype as the dependent or
outcome variable (Song, Hao, & Storey, 2015).

In 1996, Risch and Merikangas published a prophetic work envisioning the direct testing of genetic variation,
genome-wide (Risch & Merikangas, 1996). Roughly a decade later, the development of genome-wide genotyping arrays
began to enable precisely this, with the ability to assess hundreds of thousands of common genetic variants and thus
perform genome-wide association studies (GWAS). With this wealth of data comes a range of challenges and opportu-
nities. One of the primary challenges is technical artifact. For example, if 500,000 markers are genotyped and 1% of
markers are error prone, 5000 markers will be severely biased. Consequently, much early GWAS work focused on the
development and refinement of quality control measures. These techniques are largely mature and are essential for a robust
analysis (see Anderson et al., 2010 for a nice review).

The typical GWAS genotypes hundreds of thousands to millions of markers across the genome. With these variants
it is possible to impute most untyped common genetic variations. Genotypic imputation leverages the correlational
structure within the genome to estimate the probability of each possible genotype at an untyped locus. The correlation
between genetic markers is termed linkage disequilibrium (LD). Large-scale genetics projects such as the International
HapMap Project (International HapMap, 2003, 2005; International HapMap et al., 2007, 2010) and the 1000 Genomes
Project (Genomes Project et al., 2010, 2012) have generated references of LD patterns in human populations. With
these reference samples, it is possible to take genotype array data for an individual and estimate what the probability is
of each possible genotype at each untyped locus (Li, Willer, Sanna, & Abecasis, 2009, 2010). Using these dense sets of
imputed and directly genotyped variants, GWAS perform single locus association at each of these markers. Although
haplotype methods have been proposed, these tend to gain power only in circumstances where there is cis interaction
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(Chapman, Cooper, Todd, & Clayton, 2003). As a result, millions of single-marker tests are performed for the typical
GWAS; this results in a substantial multiple testing problem, but the patterns of LD within the genome greatly reduce
the number of independent tests being performed. Although this was a substantial concern in the nascent GWAS
literature, this issue was quickly resolved. Working independently, two groups estimated the effective number of tests
being performed, assuming whole genome analysis and arrived at 5 � 10�8 as the genome-wide significant threshold,
which equates to approximately 1 million independent tests (Dudbridge & Gusnanto, 2008; Pe’er, Yelensky, Altshuler,
& Daly, 2008).

Another major challenge within GWAS is the control of confounding biases. Population stratification arises when cases
have a different distribution of ancestries than do controls. Consequently, any allele that differs in frequencies between
populations will tend to show association to the disease in the study if individuals of any given ancestry are over-
represented among the cases compared with the controls. For example, Table 9.1 shows how mixing together cases and
controls from two different populations induces association. When performing any genetic association test, it is absolutely
essential to control for population stratification.

One of the earliest approaches to detecting population stratification was proposed by Pritchard and Rosenberg (1999)
based on the clustering of participants using independent markers. The concept behind this approach was to consider what
would happen to allele frequencies if the sample were actually a mixture of individuals with different population ancestries.
These populations were modeled as discrete ancestral groups and subsets of the sample could be assigned to different
population clusters based on the genetic data.

However, this clustering approach does not accommodate the continuous nature of population ancestry such as is
observed across European populations. This continuous variability in the frequency across continental populations can be
detected by applying principal component analysis (PCA) to genetic variation (Patterson, Price, & Reich, 2006; Price et al.,
2006). Conceptually, PCA capitalizes on the emergent correlation structure that arises when you mix individuals of
different population ancestries in a single sample. As an intuitive example of why this correlation arises, consider two
populations (A and B) and two unlinked single nucleotide polymorphisms (rs1 and rs2). In population A, the frequency of
the ancestral allele at rs1 is 0.1, and at rs2 is 0.1. In population B, the frequency of the ancestral allele at rs1 is 0.9, and at
rs2 is 0.9. When we have an equal mixture of population A and B, the frequency of the ancestral allele is 0.5 in both
populations. However, there is now a strong correlation between rs1 and rs2 in the mixed sample: If you are from
population A, you are unlikely to have the ancestral allele at both rs1 and rs2, whereas if you are from population B, you
are highly likely to have the ancestral allele at both rs1 and rs2. This emergent correlation structure that comes from mixing
the frequencies of alleles across the genome dominates the variance covariance structure of unlinked loci across the
genome. As a technique, PCA identifies linear combinations that explain the most variant covariance structure and thus
captures this kind of information.

Principal components defined based on genome-wide common genetic variants have been shown to correlate with
geographic ancestry (Novembre et al., 2008). Consequently such PCs are effective at correcting the impact of population
stratification in the analysis of common variants.

The other major development in the control of population stratification is linear mixed models (LMMs) (sometimes
referred to as mixed linear models). When using mixed models in regression, the main or fixed effect of the variant being
tested is still the primary test, but a random effect, which is a term that specifies the variance covariance structure of the

TABLE 9.1 Example of False-Positive Association Induced by Population Stratification

Population 1 Population 2

Frequency of allele 1 0.3 0.5

Number of cases 300 700

Number of controls 700 300

Combined Sample

Allele 1 Allele 2

Cases 0.44 0.56

Controls 0.36 0.64
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individuals genome-wide, is included. These LMMs can also be used to control for population stratification (Yang, Zaitlen,
Goddard, Visscher, & Price, 2014).

This random effect term, however, also captures genome-wide heritability, both stratification and polygenic inheritance.
For most complex traits, polygenic inheritance has been conclusively demonstrated, which means that a large number of
variants scattered genome-wide confer risk to disease. As a consequence, using LMMs with principal components can
provide an estimate of heritability of the trait. Conceptually, this method is the basis of genome-wide complex trait analysis
(GCTA), which was developed to quantify the amount of variability in the population that common variation explains, if
we assume a model about the distribution of effect sizes (Yang, Lee et al., 2011; Yang et al., 2012; Yang, Weedon et al.,
2011). These LMMs thus serve two purposes: control of stratification and estimation of heritability. When analyzing
continuous traits such as height or body mass index, controlling for both stratification and heritability can boost the power
to detect association, because the PCAs and the random effect component effectively “de-noise” the phenotype. For binary
traits such as disease status, LMMs introduce additional challenges. If the cases are oversampled (eg, a 50/50 split of cases
and controls for schizophrenia, in which the actual disease prevalence in the population is about 1%), LMMs can lead to a
loss in power rather than gains because of the correlation structure between causal alleles in the case sample (Yang et al.,
2014). These approaches are targeted at ensuring the robustness of single locus association for complex traits.

Beyond single locus association analysis, GWAS data can be used to estimate the contribution of common variation to
heritability (ie, the proportion of trait variability that results from genetic influences). Three main approaches to estimating
the genome-wide contribution have been developed: polygenic risk scores (PRS) (International Schizophrenia Consortium
et al., 2009), GCTA (Yang, Lee et al., 2011), and methods derived from the summary LD score (Bulik-Sullivan, Loh et al.,
2015). Each of these methods is constructed differently and has a slightly different interpretation, but in general they all
attempt to capture the impact of common variation genome-wide.

Typically, the GWAS for many complex traits has followed the following arc: Initial small sample sizes fail to identify
genome-wide significant loci, leading to collaborative meta-analyses; as sample size increases, loci eventually emerge; and
then the pace of discovery accelerates, with additional samples yielding greater numbers of loci. Thus, many truly
associated loci lurk beneath the genome-wide significance threshold of 5 � 10�8 but remain undetected because of a lack
of power. Another way to conceptualize this is that the variants yielding P values in the range of 0.05 to 5 � 10�8 are a
mixture of true effects and variants that are not associated. However, it is possible to construct a PRS that captures this
information. The simplest form of PRS is to sum the number of risk alleles that each individual carries. This score can then
be used to predict the complex trait in an independent sample.

The PRS can be improved in a number of ways. The first is by removing variants from the predictor (sometimes termed
feature selection) that are likely to have no effect on the phenotype in question. The earliest approach to performing this
feature selection was to apply a threshold on P values for variant selection. This P value threshold was tuned based on
out-of-sample prediction performance. A second approach to improve performance is by applying weights for the variants
included in the score. The most common weighting scheme is to use the estimated effect size from a meta-analysis.
However, the estimation of effects genome-wide is noisy and often overestimated. To improve prediction, a number of
statistical approaches have been proposed to regularize these effect sizes, which provide some gains in predictive power
(Meuwissen, Hayes, & Goddard, 2001). Finally, annotation information can be used to further improve the performance of
these scores and variant prioritization (Schork et al., 2013), as can modeling the LD, as demonstrated in LDpred
(Vilhjalmsson et al., 2015).

Beyond prediction, the genome-wide contribution to heritability can also be estimated using GWAS data. The primary
approach, GCTA, operates on comparing overall genetic similarity between a pair of individuals and phenotypic similarity.
For quantitative traits, this approach naturally lends itself to a direct measure of the heritability. For binary traits such as
schizophrenia, it is necessary to assume a model, typically the liability threshold model, which assumes that the binary
classification is simply the extreme end of a normal distribution. However, such an approach may be biased when cases are
oversampled (Golan, Lander, & Rosset, 2014).

An alternate approach to estimating heritability is LD score regression (LDSC) (Bulik-Sullivan, Finucane et al., 2015;
Bulik-Sullivan, Loh et al., 2015). LDSC works on the premise that the more genetic variation an individual variant tags, the
higher the probability is that the variant tags a causal variant (ie, a variant that has an effect on the trait in question).
Initially LDSC was proposed to quantify how much population stratification or polygenic inheritance inflates the distri-
bution of test statistics from large-scale GWAS (Bulik-Sullivan, Loh et al., 2015). This quantification of polygenic
inheritance can provide an estimate of heritability based on the relationship between the LD score (ie, the sum of the r2

between an index variant and all surrounding variants) and the chi-square.
Both GCTA and LD score have been applied across a wide range of traits and have shown clear evidence of a

polygenic contribution to most complex traits. These methods also allow for two key extensions: genetic correlation and

Association Strategies Chapter | 9 135



partitioning (Finucane et al., 2015; Gusev et al., 2014). Both of these extensions enable further interpretation of the GWAS
results (Lee et al., 2013).

A genetic correlation is defined as the proportion of the heritability that is shared between two traits divided by the
square root of the product of the heritability for each trait. Genetic correlation can be interpreted in a variety of ways. For
example, it may mean that certain upstream risk factors are shared for both traits, such as obesity being a risk factor for
both myocardial infarction and type 2 diabetes. Under this scenario, all genetic influences on obesity will be part of the
heritability of both diseases and these heritable influences will be shared as part of the genetic correlation. Another possible
interpretation is that genetic risk factors influence specific biological mechanisms which are shared for both traits (eg,
calcium channel dysfunction as a risk factor for multiple psychiatric disorders). Finally, the presence of a genetic corre-
lation may reflect pleiotropy, in which the same genes act across multiple tissues and are subject to similar genetic in-
fluences, meaning that there is emergent correlation between these different traits, but the specific biological mechanism is
not same. The application of genetic correlation in psychiatric disorders has revealed widespread sharing of genetic risk
across schizophrenia, bipolar disorder, and major depression, which underscores that genetic risk factors do not respect
traditional diagnostic boundaries.

Partitioning heritability aims to assess the impact of different functional classes on the genome-wide contribution to
heritability. For example, do coding variants, on average, explain more heritability per variant than intergenic variants?
Significant enrichments in heritability per variant (calculated as class h2/n variants) can mean that a larger fraction of
variants in the class influence trait variation, that the effect size for variants in the class is on average larger, or some
combination of both. Such partitioning analyses can be applied across functional classes, such as enhancer marks or other
classes derived from ENCODE and Roadmap (Bernstein et al., 2010; Consortium et al., 2007) or across the minor allele
frequency spectrum, or to determine whether specific cell types are more relevant by aggregating across functional marks
across cell types. Partitioning analyses have been applied using both GCTA and LDSC for psychiatric traits, which
demonstrates the importance of neuronal cell types and conserved and coding regions (Finucane et al., 2015; Gusev et al.,
2014).

An alternate method to extract biological insights from GWAS is to apply pathway or network analysis. The basic
principle behind these approaches is to take external data sources as a basis for grouping genes or regions. These groups are
then tested for enrichment. Group definition can be derived from coexpression networks, proteineprotein interaction, or
other external biological data sets. A diverse array of methods has been proposed for these kinds of analyses (see Network,
Pathway Analysis Subgroup of the Psychiatric Genomics, 2015) for a comparison of methods and application to psy-
chiatric disorders.

RARE VARIANTS

Sequencing technologies enable a more comprehensive capture of genetic variation, although in practice, sequence data for
a given individual within a study will still contain regions which are poorly covered or untyped. The earliest studies
focused on exome sequencing, capturing the coding regions of genes. Subsequently, genome sequencing became feasible
with decreasing costs of data generation. As a consequence, analysis of rare variations is now possible.

When analyzing rare variations, it is ill-advised to test individual variants because such tests are underpowered; as such,
it is necessary to employ omnibus tests that group variants together. How best to group variants is a complex question, with
different considerations for exome and genome sequencing.

The most natural unit for grouping rare variants together is the gene and, in particular, the coding region (ie, the exons).
Genetic variation in coding regions is more readily annotated for function, with four primary classes for point mutations:
synonymous, which maintains the same amino acid; missense, which changes the amino acid; nonsense, which generates a
premature stop codon; and splice site, which disrupts the essential splice site at the introneexon boundary. The value of
these annotations is threefold: Synonymous mutations show no real evidence of evolutionary conservation, and in most
instances are unlikely to be functional, meaning that they can be removed from consideration (this equates to the removal
of 30e40% of variants for a typical gene); nonsense and splice mutations are likely to have the same functional conse-
quence, knocking down the level of expression; and significant association to coding variation is readily interpretable with
respect to which gene is affected. Typical tests for genes will focus on grouping together all nonsense mutations; nonsense
and splice site mutations; all missense mutations; and all nonsense, splice site, and missense mutations.

For noncoding variations, the challenges of grouping rare variants are substantial. No annotation class equivalent to
synonymous mutations exists, which means that vast numbers of neutral variants are included in the analyses. Second, the
annotations that exist, such as transcription factor binding sites, are small, typically fewer than 50 base pairs, which means
that the amount of genetic variation is insufficient for rare variant testing (Zuk et al., 2014). Consequently, it will be
important to design strategies for grouping across these regulatory elements, such as all elements that influence a given
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gene or all elements within a given class. Alternately, sliding windows across the genome may provide an unbiased
approach to testing for the impact of rare variations.

Two main classes of approaches have been proposed to testing rare variations: burden tests (eg, the collapsing and
combining method), in which variants are grouped together and tested for differences in the number between cases and
controls (Li & Leal, 2008; Neale & Sham, 2004) and variance or kernel-based tests that assess whether individuals who
carry the same rare variants tend to have more similar phenotypes (Lee et al., 2012; Neale et al., 2011; Wu et al., 2010,
2011). The primary distinction between these two approaches is that burden tests operate under the assumption that all rare
variants influence the phenotype in the same direction, whereas kernel-based tests are robust to scenarios in which some
rare variants increase risk and others decrease it.

A key approach to improving the power to detect rare variant association is weighting the contribution of each variant
to the overall test. A natural starting point is to increase the weight of rarer variations, because the minor allele frequency is
one of the best indicators of selective pressure, and by extension the probability of functionality (Madsen & Browning,
2009). Further weights can also developed to reflect regional functional annotations, such as DNAse I hypersensitivity sites
or mammalian conservation. Another way to incorporate additional information is by selecting variants for inclusion in the
test (which is equivalent to setting the weight to 0) as implemented in the variable threshold (VT) test (Price et al., 2010).
The way VT works is to maximize the strength of the association analysis across multiple different thresholds for a given
external data type, such as frequency. However, doing so will bias the test because of overfitting. To control for this, the
phenotypes are permuted and then the entire process is run again thousands of times to obtain the empirical distribution of
test statistics when applying such selection considerations.

With sequencing, it is possible to identify de novo mutations, variants that newly arise in the individual.
The identification of de novo mutations requires sequencing of the offspring and both parents and determining what
mutations are new in the child. Analyzing these de novo mutations poses both a tremendous opportunity to evaluate
variants that are subject to little selective pressure (ie, viability is the sole selective force) and the substantial challenge
of how best to test these mutations, because the expected number of mutations for any gene is extremely small
(Zuk et al., 2014). Further complicating matters is that de novo mutations occur at a background rate of about 1 per
exome and about 60 per genome. By extension, as more trios are sequenced, some genes will have more than one de
novo functional mutation, simply by chance. To analyze these data, it is necessary to build a model of the rate of
mutations at a base-level resolution. Then the probability of each type of mutation per gene can be calculated. With
these probabilities, it is then possible to test whether the observed rate of de novo mutations in each gene is
overrepresented. This model framework has been applied to de novo mutation analysis of intellectual disability (ID),
autism, and schizophrenia to identify genes for ID and autism and demonstrate enrichment of such mutations across
these three disorders (Samocha et al., 2014).

This model for testing de novo mutations described has also been used to identify genes for which there is a reduction
in genetic diversity, a hallmark of purifying selection. The basic premise is that the mutation rate serves as a guide for the
expected rate of variants in a gene, and that genes for which missense or nonsense mutations are reduced are subject to
these selective pressures (Samocha et al., 2014). Thus large-scale sequencing studies such as the Exome Sequencing
Project (Fu et al., 2013; Tennessen et al., 2012) and the Exome Aggregation Consortium (exac.broadinstitute.org) can be
used to identify such genes under mutational constraint. An alternate approach to this, Residual Variation Intolerance
Score, compares the rate of genetic variation in the gene with the rate of common functional variation (eg, 0.1% frequency)
(Petrovski, Wang, Heinzen, Allen, & Goldstein, 2013). Another signature of purifying selection is a deficiency of common
missense and nonsense mutations. These two approaches to identifying genes intolerant of mutation clearly strengthen the
rare variant signals emerging from de novo screens of autism and ID.

CONCLUSIONS

Methods for analyzing genetic data have matured with the technological abilities to assay the genome. With increasing
sample sizes and sophistication of analysis, robust findings are emerging from genetic data. These findings have wide
applicability across a range of central questions in disease pathogenesis, including forming the foundation for discovering
novel biology, understanding how to classify different disorders, and the identifying intermediate traits relevant to
outcomes.
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Chapter 10

Reconstructing Causal Network Models
of Human Disease

Eric E. Schadt
Icahn School of Medicine at Mount Sinai, New York City, NY, United States

INTRODUCTION

We live in a big data universe composed of zettabytes of data that holds promise in improving human well-being across
a broad range of areas, from more accurate weather predictions to more accurate modeling of financial markets, to
achieving the vision of precision medicine by enabling a truly personalized understanding of an individual’s health. In
2011, the digital universe of information surpassed 1 zettabyte of data (a zettabyte is a 1 followed by 21 zeros), an
astonishing number by any measure, equivalent to the amount of data you could store on 30 billion 32-gigabyte
iPhones. The digital universe of information continues to grow at roughly 2 zettabytes a year, and that growth con-
tinues to increase at an exponential pace. The life and biomedical sciences are no longer strangers to this big data
revolution, given dramatic advances in technologies such as next-generation DNA sequencing in which the cost of
sequencing entire cancer and germ-line genomes has dropped at a super Moore’s law pace (few if any other tech-
nologies have evolved at a similar pace). Today we can routinely generate whole genomes, transcriptomes, metab-
olomes, proteomes, glycomes, lipidomes, and phenomes at population scales given the relatively low (and dropping)
cost of running such assays, and the hope in generating large-scales of such data in human and experimental populations
is that these deeper and more relevant forms of big data will lead to a better understanding not only of disease but of
wellness. However, to move effectively from data to understanding, we must employ advanced computational
frameworks capable of simultaneously organizing and modeling big data, to learn from the data how to classify
individuals accurately along the wellness and disease spectrum, model their health course trajectories, and assist in
either maintaining their course along trajectories associated with wellness, or to identify the most appropriate
interventions accurately to change their trajectories to treat or provide protection against disease. Once we can accu-
rately model health course trajectories at the level of individuals, like a global positioning satellite navigator we can
help guide individuals through changes in behavior, changes in diet, or small molecule compounds that can favorably
maintain or alter their trajectories with respect to treating or preventing disease. This is the hope of precision medicine
operating at a highly personalized level.

But how do we integrate the digital universe of data to model complex diseases more accurately, such as schizophrenia
and autism, so that we can better diagnose, treat, or prevent disease altogether? To organize very large-scale,
high-dimensional data from the digital universe of data, we must employ mathematical algorithms that can establish how
the vast space of features associated with, say, a given disease or set of physiologic traits, relate to one another. For
example, in biological systems, a complete characterization of genetic and epigenetic variations in germ line and somatic
genomes can provide the necessary blueprint from which to understand many (if not most) of the causal relationships
between genes and higher-order phenotypic variations such as pathophysiological states associated with disease. Detecting
small nucleotide variations, moderate-to-large structural variations, and a whole range of chemical modifications to bases
in nucleic acid sequences can accelerate our understanding of genetic and epigenetic variants that underlie our risk of
disease, disease severity, and response to treatments targeting specific diseases. However, on their own these changes are
not sufficient for understanding how a given variant or constellation of variants increases (or decreases) our risk of disease.
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Even in diseases such as cancer, a disease of the genome, that have been studied extensively at the genomic level,
identification of the variations in DNA will not necessarily lead to an understanding of the disease. For instance, today the
focus in cancer genomes is on identifying obvious mutations in protein-coding sequences that activate oncogenes or
inactivating tumor suppressor genes. However, not only are variations in DNA in the germ line and somatic genomes that
affect regulation largely unexplored with respect to their role in cancer, but even with knowledge of such variations we
would not necessarily understand the genes that are affected, the pathways in which those genes operate, the larger net-
works in which the pathways operate, knowledge of whether you activate or suppress such genes, and pathways for
treatment, and so on. The same is perhaps truer for complex diseases such as autism and schizophrenia, in which
knowledge of a causal variant for these diseases does not necessarily directly implicate a gene, does not define the context
under which the variant will have its adverse impact, does not define the pathways and networks perturbed by the variant,
and, importantly, does not necessarily inform on whether you want to activate, partially activate, or inactivate the gene to
treat disease.

With roughly 3 billion nucleotides making up the human genome, the number of nucleotide changes that can affect the
activities of a moderate to large number of genes is effectively infinite with respect to our ability to experimentally
determine the effects of combinations of such changes. Whereas the focus in the past regarding DNA variation and its
association with disease had focused on protein-coding sequences, because of declarations that intergenic DNA is
composed mainly of “junk” (Smith, Brookhaven National Laboratory, & U.S. Atomic Energy Commission, 1972), today
we know that greater than 80% of the human genome is actively bound by proteins that regulate the expression of genes
(Ecker et al., 2012), providing a vast array of knobs and switches to modulate not only the activity of genes but of whole
gene networks. Therefore, leveraging naturally occurring DNA variation in human populations can be considered among
the most attractive approaches to inferring the constellation of genes that affect disease risk. For most noncancer human
diseases such as Alzheimer disease, autism, and schizophrenia, changes in DNA that correlate with changes in disease can
be inferred as tagging or directly representing causal components of disease. In this way, the DNA variation directly
elucidates disease etiology, and so is extremely useful. Genome-wide association studies are well proven to uncover
genetic loci that affect disease risk or disease progression (Stranger, Stahl, & Raj, 2011).

Of course, genetics is but one dimension in a big sea of data dimensions that we can now leverage to better understand
human conditions such as psychiatric disorders. Models of disease that consider a greater diversity of data that inform on
disease will necessarily deliver more accurate diagnoses. In fact, we are in the midst of a big data revolution that permeates
nearly every aspect of our lives. Electronic devices that consume much of our attention on a daily basis enable rapid
transactions among individuals on unprecedented scales, in which all of the information involved in these daily trans-
actions can be seamlessly stored in digital form, whether the transactions involve monitoring of activity levels using
Fitbit-like devices, cell phone calls, text messages, credit card purchases, e-mails, or visits to the doctor’s office in which all
tests carried out are digitized and entered into your electronic medical record.

If we want to achieve understanding from these big data, organize it, compute on it, and build predictive models from it,
we must employ statistical reasoning beyond the more classic hypothesis testing of yesteryear. We have moved well
beyond the idea that we can simply repeat experiments to validate findings generated in populations. In fact, whereas first
instances of the Central Dogma of Biology looked something like the simple graph depicted in Fig. 10.1, today, because
the complex interplay of multiple dimensions of data (DNA, RNA, protein, metabolite, cellular, physiologic, ecologic, and
social structures more generally) demands that a more holistic view be taken in which we embrace complexity in its
entirety, the central dogma is evolving to look something more like the more complex graph depicted in Fig. 10.1. Our
emerging view of complex biological systems is one of a dynamic, fluid system that is able to reconfigure itself as
conditions require, as depicted in Fig. 10.2 (Califano, Butte, Friend, Ideker, & Schadt, 2012; Chang, Karr, & Schadt, 2015;
Schadt, 2009; Schadt, Buchanan, Brennand, & Merchant, 2014; Schadt, Friend, & Shaywitz, 2009). Despite these
transformative advances in technology and the need to embrace complexity, it remains difficult to assess where we are with
respect to our understanding of living systems, relative to a complete comprehension of such systems. One of the primary
difficulties in our making such an assessment is that the suite of research tools available to us seldom provides insights into
aspects of the overall picture of the system that are not directly measured.

In this chapter, I discuss a particular class of integrative modeling that can use panomic data (DNA, RNA, me-
tabolites, proteins, DNAeprotein interactions, DNAesmall molecule interactions, proteineprotein interactions, and so
on) along with other types of data such as cellular and physiologic data to derive causal relationships among thousands
of intermediate molecular traits and between molecular and higher-order physiological traits associated with disease
(Barabasi & Oltvai, 2004; Zhu et al., 2012). Although a very broad set of modeling techniques are applicable across
a diversity of problems in disease biology for which mathematical modeling would be appropriate (Fig. 10.3), I will
focus primarily on causal probabilistic modeling as a convenient way of incorporating highly diverse data in ways that
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FIGURE 10.1 Evolving central dogma of biology. The upper area represents the original central dogma of biology, a simple view driven by early
observations with low-resolution tools that uncovered a central relationship among DNA, RNA, and proteins: namely that RNA is transcribed from DNA,
and RNA in turn is translated into proteins. New higher-resolution technologies have enabled a far more complex view of the central dogma to emerge
(bottom area), with epigenetic changes to DNA that are transgenerational leading to non-Mendelian patterns of inheritance, a complex array of RNA
molecules such as microRNA (mRNA), virus-induced RNA (viRNA), piwiRNA, and synthetic RNA (siRNA) that do not code for proteins but carry out
complex regulatory functions, and sophisticated protein complexes involved in splicing, RNA editing, and RNA binding, all feeding back on transcription,
leading to a more network-oriented view of the central dogma. ADAR, adenosine deaminases acting on RNA; scRNA, small conditional RNA; lncsRNA,
long noncoding RNA; snRNA, small nuclear RNA; tRNA, transfer RNA; rRNA, ribosomal RNA; tmRNA, transfer-messenger RNA.

FIGURE 10.2 Integrative biology view of achieving a better understanding of disease and how best to diagnose, treat, and prevent it. Because of the vast
stores of data, we can generate and store for populations of individuals, we must integrate the diversity of these data to construct predictive models of
disease. The network-driven framework discussed in the main text can lead to multiscale models of disease that in turn can be used to elucidate disease
mechanisms, stratify patient populations, and develop novel therapeutics. PDX, patient-derived xenograft; iPSCs, induced pluripotent stem cell.
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can lead to robust causal inference, a necessity if we hope to understand cause-and-effect relationships between
high-dimensional data scored across a number of diverse modalities such as molecular, cellular, imaging, physiologic,
and disease.

MODELING BIOLOGICAL DATA

A true understanding of complex systems and the complex behaviors they exhibit can be achieved only if we understand
the causal relationships among the hierarchy of constituent components comprising the system. For example, in living
systems we seek to understand the relationships in and between the molecular, cellular, tissue, organ, organism, and
community dimensions assayed in all relevant contexts. However, inferring causality between variables, especially
recovering causal networks from observational data, is a particularly challenging task. Because of the complexity of
biological data and the complexity of methods that can be applied to deriving meaning from such data, an awareness of the
different classes of models is warranted, although I will focus primarily on probabilistic causal reasoning. The different
types of modeling that can be applied to biological data can be broken down into a number of different classes, and the
selection of modeling approach to employ depends on a number of factors such as the extent of prior knowledge, the
dimensionality of the data to be modeling, the scale of data available to model, and, of course, what you hope to derive
from the data and the model (Fig. 10.3).

In the spectrum of modeling classes ranging from those assuming the most complete knowledge of pathways and
networks to those assuming no knowledge, preferring instead to learn the network structures directly from the data, the
kinetic models are at the most extreme end of the distribution with respect to requiring extensive prior knowledge. Kinetic
models are typically represented as systems of ordinary differential equations (ODEs), which require extensive prior
knowledge as the ODEs fix the connectivity structure among the variables being modeled (eg, the pathway is assumed to
be known). The model is then defined by a series of parameters that are fit from the data, and with these parameter es-
timates the behavior of the system can be directly explored via simulations run on the model. Via these simulations, kinetic
models provide for greater mechanistic insights. These models can also be fit from smaller, more focused data sets,
although typically this modeling approach is restricted to smaller network structures and the models can be difficult to

FIGURE 10.3 Table highlighting the different classes of mathematical modeling that can be applied to biological data to uncover relationships in the
data that may help predict phenotypes of interest, elucidate causal relationships among traits and biological processes, and derive mechanistic insights into
the causes of disease, wellness, drug response, and other phenotypes of interest. A more detailed description of the different modeling approaches is given
in the text.
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calibrate (Azeloglu & Iyengar, 2015). Modeling of the dynamics of physiologic glucose-insulin levels, metabolic flux, and
drug response are just a few of many examples that have been effectively modeled using this approach. Logic models
represent another class of models that require significant prior knowledge, but that also have an adaptive component that
can be learned from the data and thus serves to reduce dependence on the extent of knowledge required to model the
biological system of interest. Logic models also maintain a simple and intuitive framework for understanding complex
signaling networks (Morris, Saez-Rodriguez, Sorger, & Lauffenburger, 2010). In addition, this type of modeling approach
still provides for direct mechanistic insights to be derived from simulations on these models. Kinetic and logic models are
more representative of what I refer to as bottom-up modeling approaches that begin with strong prior knowledge regarding
how pathways are put together, but then define the kinetic parameters on those pathways that describe the flow of in-
formation through the system.

Boolean network modeling is another class of approaches that provide an even more flexible framework for modeling
biomolecules as binary variables that directly relate to state information that is relevant to downstream biological processes.
However, regulation of the different states represented is described in a parameter-free way (in contrast to kinetic models
that are defined by kinetic parameters), providing for an approach that enables a more exploratory characterization of the
dynamics of a complex system (Albert & Thakar, 2014). Whereas these types of models can represent many more variables
than kinetic models, they provide less mechanistic insight. Bayesian network models, the approach discussed in depth in
this chapter, are an even more flexible framework for modeling complex biological processes, requiring no prior
knowledge, but still providing for a natural and mathematically elegant way to incorporate prior knowledge. Bayesian
networks provide a way to learn regulatory relationships directly from the data. With the use of heuristic searching,
networks composed of many thousands of variables can be constructed, although equally large sets of data are required to
construct this type of model effectively. The causal relationships represented in these models are statistically inferred and
so it is more difficult to derive mechanistic insights. Boolean and Bayesian network modeling approaches are examples of
what I refer to as top-down modeling approaches that seek to learn relationships directly from the data (structure-based
learning).

The final classes of modeling approaches are correlation based and are more exploratory in nature, seeking to elucidate
the correlation structures in extensive data sets to begin to understand the relationships that may be well reflected in them
and that may aid in understanding key processes involved in complex processes associated with phenotypes of interest
such as disease. Partial least-squares regression and principal component analysis multiregression are examples of two
classes of such modeling approaches. They do not require prior knowledge to fit the models; they can operate on extremely
large data sets, scaling to any number of variables that give rise to very large-scale networks; and they are easy to calibrate.
However, such models do not explicitly infer causality but rather reflect connections and influences on those connections, a
first step for learning important relationships that are involved in complex processes such as disease.

In this broad spectrum of methods, Bayesian networks strike a nice balance between resolving mechanisms and
structure and more broadly reflecting connections and their influences, thereby providing an efficient path for under-
standing information flow. Whereas ODEs are hypothesis driven, in which the relationships among variables is assumed to
be known, Bayesian methods operate in a hypothesis-free context in which we attempt to infer the relationships among
variables given the data. As a result, Bayesian networks have emerged as a state-of-the-art approach for understanding
complex systems in which the relationships among the constituent components of the system are not generally known,
because they can seamlessly incorporate existing knowledge as structural and parameter priors and then infer directed
relationships among the nodes in the network using conditional dependency arguments (Chang et al., 2015; Zhu et al.,
2008, 2012). However, there are also limitations with this modeling approach that relate to the ability of Bayesian networks
to distinguish causal structures that have equivalent joint probability and conditional independence structures (Markov
equivalence). The severity of this problem cannot be understated because of statistically indistinguishable structures that
may reflect completely contradictory causal relationships. I will explore next how appropriate prior information can be
incorporated to help resolve these and related issues.

CAUSALITY AS A STATISTICAL INFERENCE

How molecular traits and disease traits causally relate to each other can be modeled using pairwise causality tests
(Millstein, Zhang, Zhu, & Schadt, 2009; Schadt et al., 2005) or probabilistic graphical models such as RIMBANet (Zhu
et al., 2004, 2007, 2008, 2010, 2012), in which all available traits are considered simultaneously. A number of studies
across a variety of species have demonstrated that predictive networks such as Bayesian networks can capture fundamental
properties of complex systems in states that result in complex phenotypes (Jansen et al., 2003; Lee, Date, Adai, &
Marcotte, 2004; Schadt et al., 2008; Zhu et al., 2004, 2007, 2008, 2012, 2013). Available molecular data that informs on
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disease, derived from different tissues in different states, provides the necessary ingredients to reconstruct causal network
models of disease. Understanding how the constellation of genes identified for diseases such as schizophrenia or autism
(Neale et al., 2012; Ripke et al., 2011) are actually related to each other in probabilistic causal ways can lead to an
understanding of how perturbing a given gene or genes (say, for treatment) will affect the corresponding molecular networks
and ultimately the pathophysiology of the diseases they affect. The key to constructing predictive models is to elucidate
causal relationships between traits of interest. Resolving causal relationships requires a systematic source of perturbation;
here, I discuss the use of DNA variation as a systematic perturbation source to infer causal relationships among molecular
traits and between molecular traits and higher-order traits such as disease (Chen et al., 2008; Emilsson et al., 2008;
Mehrabian et al., 2005; Millstein et al., 2009; Schadt et al., 2005; Yang et al., 2009; Zhu et al., 2004, 2008, 2012).

In the life sciences, most researchers are accustomed to thinking about causality from the standpoint of physical in-
teractions. In the setting of molecular biology or biochemistry, when two molecular traits are indicated as causally related,
we typically mean that one of the molecular entities (eg, a small molecule compound) has been determined experimentally
to physically interact with or induce processes that directly affect the other molecular entity (eg, the target protein of the
small molecule) and consequently lead to a phenotypic change of interest (eg, lower-density lipoprotein cholesterol levels).
In this case we have an understanding of the causal factors relevant to the activity of interest, so that careful experimental
manipulation of these factors allows for an identification of genuine causal relationships. However, in the context of many
thousands of variables related in unknown ways, the aim is to examine the behavior of those variables across populations in
ways that facilitate statistically inferring causal relationships. For example, statistical associations among changes in DNA,
changes in molecular phenotypes, and changes in higher-order phenotypes such as functional MRI readouts or disease can
be examined for patterns of conditional dependency among the variables that allow directionality to be inferred. In this case
we can employ indirect measures of processes that mediate changes in one trait conditional on another to make a sta-
tistically inferred causal link. This is like the types of statistical inferences that are leveraged in other disciplines to make
new discoveries. For example, less than 5% of known extrasolar planets have been directly observed, so that most are
observed indirectly. One method for detecting planets that cannot be directly observed considers that when a planet is
orbiting a star, the gravitational pull of the planet on the star will place the star into a subtle orbit which from our vantage
point will appear as the star moving closer to and farther away from the earth in a cyclical fashion. Such movement can be
measured as displacements in the star’s spectral lines as a result of the Doppler effect (Erskine, Edelstein, Harbeck, &
Lloyd, 2005), and so the presence of the planet acting on the star can be statistically inferred.

Similarly, consider genetic variants associated with, say, schizophrenia or autism (many such loci have now been
identified) (Elia et al., 2012; Glessner et al., 2009; Neale et al., 2012; Pinto et al., 2010; Ripke et al., 2011; Wang et al.,
2009). Furthermore, suppose the expression of some number of genes assayed in relevant regions of the brain relating to
these disorders was also associated with these same genetic variants. By examining the changes in levels of expression of
these genes in response to changes in genotype at any of the genetic loci of interest, one can directly assess the extent to
which these expression changes induced by the genetic loci will explain the degree of association between the locus
genotypes and disease trait (Fig. 10.5). In this way, just as the characteristic wobble of a star induced by an orbiting planet

FIGURE 10.4 Because two traits, G and T, are correlated in a population with changes in DNA at locus L, there are five basic causal models to consider
in testing the hypothesis that variations in trait G cause variations in trait T. Here, H denotes an unmeasured molecular or higher-order trait.

146 SECTION | I The Genome Tools and Methods



FIGURE 10.5 Circos plot representing inferred causal links between NEK1, a gene coincident with a genome-wide significant schizophrenia locus on
chromosome 4, and gene expression traits from prefrontal cortex whose expression levels also associate with the NEK1 schizophrenia locus. The location
and gene symbol for the trans genes are given on the outer portion of the plot. The causal links depicted by the blue edges (dark gray in print versions)
were inferred via the causal inference test described in the text. The different colored bands in the circos plot serve to annotate the trans-acting expression
traits linked to NEK1 to further enhance the relevance of this network structure to schizophrenia. The purple band (darker gray in print versions) indicates
trans genes that were significantly differentially expressed between patients with schizophrenia and control subjects in prefrontal cortex. White indicates
genes that were not differentially expressed; red dots (darkest gray in print versions) indicate significance. Green band (gray in print versions) indicates
genes that have been identified in genome-wide association studies for schizophrenia; red (darkest gray in print versions) and yellow bands (dark gray in
print versions) indicate genes identified in whole-exome sequencing studies for autism and schizophrenia, respectively. In the green (gray in print
versions), red (darkest gray in print versions), and yellow bands (dark gray in print versions), a black dot indicates that the gene was identified as
genome-wide significant in the respective study, whereas a white dot indicates nonsignificance. PGC2, Psychiatric Genomics Consortium 2; Scz,
schizophrenia; ID, intellectual disability.
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predicts the presence of the planet, the characteristic “wobble” of the expression levels of a gene and its association to the
disease state predicts a causal path between the gene and disease state, as described in more detail subsequently.

Critical to identifying causal relationships is distinguishing between correlation and causation. The old adage, “cor-
relation does not imply causation,” is familiar to most. This is among the first fallacies one learns about in beginning logic
courses: Post hoc ergo propter hoc (Latin for “After this, therefore because of this”). Measurements taken over time on
independent variables can be correlated because trends reflected by such variables are coincidentally similar, or changes in
each variable are independently caused by a common source, in addition to being correlated as a result of a causeeeffect
relationship. Also, whereas correlation and causation are related, our intuitive notation that causation implies correlation is
not always correct. For example, suppose U and V are random variables with the same distribution, and suppose
X ¼ U þ V and Y ¼ U e V. In this case, the covariance between X and Y (defined as E(XY) e E(X)E(Y), where E represents
the expectation function) is 0, and so the correlation is 0, even though there is a direct functional dependence between the
variables (Feller, 1967). Only when two variables are linearly dependent (which is often the case in research) does our
intuitive notion of functional dependence imply that perfect correlation has been met.

Structure learning approaches that seek to infer causal relationships among correlated variables often employ condi-
tional dependency arguments or mutual information measures to resolve causality by introducing a third correlated var-
iable. By conditioning each of the variables on the third and examining the residual correlation between them in each case,
a decision can be made as to the direction of the flow of information between the variables. However, this type of reasoning
has generally failed to result in predictive causal inference, because in the absence of systematic perturbations, the number
of graphs that can be represented among just three traits is large (125 graphs representing directed and undirected
relationships among three correlated variables are possible), and many of these possible relationships between the traits are
not statistically distinguishable (Sieberts & Schadt, 2007). For example, if variables X, Y, and Z are observed in a pop-
ulation to be correlated (eg, suppose X, Y, and Z represent the expression levels of three genes assayed in a given region of
the brain in a population of individuals with schizophrenia) and the true relationship between the variables is X/ Z ) Y,
this relationship cannot be statistically distinguished from X / Y) Z and Z / X ) Y, even though these relationships
result in to contradictory causal relationships.

To break this type of statistical symmetry, a source of perturbation is required. The classic approach in the experimental
sciences is to introduce an artificial perturbation by knocking a gene out, overexpressing a gene, or chemically perturbing a
given protein to assess the consequences on a given trait of interest. More recently, in the neurosciences, optogenetics
methods have provided novel ways to perturb genes on the short time scales needed to elucidate the complexity of
networks at play in neurons in living mammals (Boyden, Zhang, Bamberg, Nagel, & Deisseroth, 2005) and genome-editing
technologies are coming into their own as well (Pelletier, Gingras, & Green, 2015). If experimentally controlled artificial
perturbations on a given gene cause a change in a trait of interest, we infer a causal relationship between that gene and trait.
However, DNA variation in the germ line provides an excellent systematic perturbation source that can also be used to
resolve causal relationships in biological systems. Because variations in DNA cause variations in RNA, proteins,
metabolites, and subsequently higher-order phenotypes, this source of variation can be leveraged to infer causality. Unlike
artificial perturbations such as gene knockouts, transgenics, chemical, or optogenetic perturbations that may induce arti-
ficial correlations that are not observed in more natural settings, naturally occurring genetic variation defines those per-
turbations that give rise to the broad array of phenotypic variations (such as disease and drug response) that we are
precisely interested in elucidating. Research has demonstrated that causal links between DNA variations and molecular and
higher-order phenotypes can provide information on causal relationships between those traits (Chen, Emmert-Streib, &
Storey, 2007; Chen et al., 2008; Davey Smith & Ebrahim, 2003; Didelez & Sheehan, 2007; Emilsson et al., 2008; Kulp &
Jagalur, 2006; Millstein et al., 2009; Schadt et al., 2003, 2005; Yang et al., 2009; Zhu et al., 2004, 2008). Causality in this
instance can be inferred because there is random segregation of the chromosomes during gametogenesis, thus providing the
appropriate randomization mechanism to protect against confounding similar to what is achieved in randomized clinical
trials by randomly assigning patients to treatments to test the causal effects of a drug of interest (Lawlor, Harbord, Sterne,
Timpson, & Davey Smith, 2008; Nitsch et al., 2006). However, it has been challenging to quantify the uncertainty in
making such causal calls. For example, causal effect estimates often considered in Mendelian randomization approaches
can be confounded by pleiotropic effects and reverse causation, which limiting the use of such approaches for problems
that involve reconstructing regulatory networks in which pleiotropy is common and there may be little a priori information
regarding the structure of the causal relationships between the traits of interest (Millstein et al., 2009).

However, formal statistical tests for inferring causal relationships between quantitative traits mediated by a common
genetic locus have been developed (Millstein et al., 2009). To understand how such a test works, consider marker
genotypes at a given DNA locus L that are correlated with two quantitative phenotypes of interest, G, and T (Fig. 10.4).
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There is no constraint on the types of traits G and T can represent, as long as they are scored in the same population. The
causal relationship G/ T is implied if three conditions are satisfied under the assumption that L is sufficiently ran-
domized: (1) L and G are associated; (2) L and T are associated; and (3) L is independent of T given G (ie, L and TjG are
not associated) (Chen et al., 2007). If a given locus L is independent of G given T (GjT), this is consistent with T being
causal for G (T / G), and if L is associated with GjT, this is consistent with G being causal for T (G / T). We can boil all
of these observations down to four conditions from which a statistical test can be formed to test for causality: (1) L and T
are associated; (2) L is associated with GjT; (3) G is associated with TjL; and (4) L is independent of TjG. Each of these
conditions can be assessed with a corresponding statistical test. For example, if we assume the marker corresponding to
locus L is biallelic, where L1 and L2 represent indicator variables for the two alleles in a codominant coding scheme, these
four conditions can be tested in the parameters of the following three regression models (Eqs. [10.1]e[10.3]):

Ti ¼ a1 þ b1L1i þ b2L2i þ ε1i [10.1]

Gi ¼ a2 þ b3Ti þ b4L1i þ b5L2i þ ε2i [10.2]

Ti ¼ a3 þ b6Gi þ b7L1i þ b8L2i þ ε3i; [10.3]

where Gi and Ti represent the trait levels for the respective traits for individual i in a population of interest, and εij repre-
sents independently distributed random noise variables with variance s2j (Chen et al., 2007). Given these models, the four
component tests of interest are (Eqs. [10.4]e[10.7]):

H0 : fb1; b2 ¼ 0g; H1 : fb1; b2gs0 [10.4]

H0 : fb4; b5 ¼ 0g; H1 : fb4; b5gs0 [10.5]

H0 : b6 ¼ 0; H1 : b6s0 [10.6]

H0 : fb7; b8s0g; H1 : fb7; b8g ¼ 0: [10.7]

The four conditions of interest can be tested using standard F tests for linear model coefficients (conditions 1e3) and a
slightly more involved test for the last condition because it is an equivalence testing problem (Millstein et al., 2009). With
these individual statistical tests on the different regression parameters, a causal inference test can then be carried out by
testing the strength of the chain of mathematical conditions that collectively are consistent with causal mediation (ie, the
strength of the chain is only as strong as its weakest link, so that the intersection of the rejection regions of the component
tests provides for the causality test we seek). For a series of statistical tests of size ag and rejection region Rg, the
“intersection-union” test with rejection region XRg is a level sup(ag) test, so that the P value for the causal inference test
corresponds to the P value for an intersection-union test, or simply, the supremum of the four P values for the component
tests (Chen et al., 2007). This test has been implemented as the CIT package in the R statistical programming language and
is freely available.

Applications of this type of test can be applied to resolve the types of causal relationships depicted in Fig. 10.4. As an
example, I examined genetic risk factors for schizophrenia, which include both rare variants conferring large relative risks
(eg, copy number variants) as well as common single-nucleotide polymorphism (SNP) variants, the latter with modest
individual effect sizes (Purcell et al., 2009), for association with prefrontal cortex gene expression levels from a previously
published study (Zhang et al., 2013). Among the many findings, I identified that the gene expression levels of NIMA
(never in mitosis gene a)-related kinase 1 (NEK1) in this cohort had a strong association with a chromosome 4 genetic
locus identified as significantly associated with schizophrenia (Schizophrenia Working Group of the Psychiatric Genomics,
2014). We refer to this association as a cis-acting association because of NEK1 gene and the schizophrenia locus are
coincident in the human genome. However, in addition to NEK1 associated with this schizophrenia locus, there were many
other gene expression traits in brain associated with this locus in trans (ie, the gene corresponding to the associated
expression trait was distal to the chromosome 4 genetic locus). This is exactly the setup for which the CIT test can be
applied to resolve whether the NEK1 gene serves as an intermediate phenotype for the trans-acting gene expression traits
associated with the same schizophrenia locus. After applying the CIT test to the set of genes linked to the schizophrenia
locus in trans, considering whether NEK1 was supported as causal for these trans-acting expression traits, a significant
number of the trans-linked genes were supported as reacting to changes in NEK1 expression (Fig. 10.5). In fact, not only
was NEK1 supported as causal for these trans-acting expression traits, the trans genes themselves were enriched for genes
harboring variants that were associated with schizophrenia and autism (see the yellow, red, and green bands in Fig. 10.5)
and for genes that are differentially expressed in the prefrontal cortex between patients with schizophrenia and control
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subjects (purple band in Fig. 10.5). Together, these data and the results of the CIT begin to illustrate the complex web of
causal interactions that are at play in diseases such as schizophrenia. This type of approach has previously been applied to a
diversity of other diseases including obesity, diabetes, heart disease, inflammatory bowel disease (IBD), Alzheimer disease,
and cancer (Chen et al., 2008; Emilsson et al., 2008; Lamb et al., 2011; Schadt et al., 2005, 2008; Su, Kleinhanz, & Schadt,
2011; Tu et al., 2012; Wang et al., 2012, 2007; Yang et al., 2009; Zhang et al., 2013; Zhong et al., 2010; Zhong, Yang,
Kaplan, Molony, & Schadt, 2010).

FROM ASSESSING CAUSAL RELATIONSHIPS AMONG TRAIT PAIRS TO PREDICTIVE
GENE NETWORKS

Leveraging DNA variation as a systematic perturbation source to resolve the causal relationships among traits is necessary
but not sufficient for understanding the complexity of living systems. Cells are composed of many tens of thousands of
proteins, metabolites, RNA, and DNA, all interacting in complex ways. Complex biological systems are composed of
many different types of cells operating within and between many different types of tissues that make up different organ
systems, all of which interact in complex ways to create a vast array of phenotypes that manifest themselves in living
systems. Modeling the extent of such relationships among molecular entities, between cells, and between organ systems is
a daunting task. Networks are a convenient framework for representing the relationships among these different variables. In
the context of biological systems, a network can be viewed as a graphical model that represents relationships among DNA,
RNA, protein, metabolite, and higher-order phenotypes such as disease state. In this way, networks provide a way to
represent extremely large-scale and complex relationships among molecular and higher-order phenotypes such as disease
in any given context.

Building From the Bottom Up or Top Down?

Two fundamental approaches to the reconstruction of molecular networks dominate computational biology today. The
first is what is referred to as the bottom-up approach, in which fundamental relationships between small sets of genes that
may comprise a given pathway are established, thus providing the fundamental building blocks of higher-order processes
that are then constructed from the bottom up. This approach typically assumes that we have more complete knowledge
regarding the fundamental topology (connectivity structure) of pathways, and given this knowledge, models are con-
structed that precisely detail how changes to any component of the pathway affect other components as well as the
known functions carried out by the pathway (ie, bottom-up approaches are hypothesis driven). The second approach is
referred to as a top-down approach, in which we take into account all data and our existing understanding of systems and
construct a model that reflects whole system behavior, and from there tease apart the fundamental components from the
top down. This approach typically assumes our understanding of how the network is actually wired is sufficiently
incomplete, that our knowledge is sufficiently incomplete, and that we must objectively infer the relationships by
considering large-scale, high-dimensional data that inform on all relationships of interest (ie, top-down approaches are
data driven).

With our incomplete understanding of more general networks and pathways in living systems, in this chapter I focus
on a top-down approach to reconstructing predictive networks, because this type of structure learning from data is
critical to derive hypotheses that cannot otherwise be efficiently proposed in the context of what is known (from the
literature, pathway databases, or other such sources). However, top-down and bottom-up approaches are complementary
to each other, although these approaches have largely been pursued as separate disciplines with little cross-talk occurring
between them. One of the future directions I discuss in the conclusion is the need to unify these two classes of predictive
modeling mathematically to produce probabilistic causal networks that more maximally leverage all available data and
knowledge.

In the context of integrating genetic, molecular profiling, and higher-order phenotypic data, biological networks are
composed of nodes that represent molecular entities that are observed to vary in a given population under study (eg, DNA
variations, RNA levels, protein states, or metabolite levels). Edges between the nodes represent relationships between the
molecular entities, and these edges can either be directed, indicating a causeeeffect relationship, or undirected, indicating
an association or interaction. For example, a DNA node in the network representing a locus that varies in a population of
interest may be connected to a transcript abundance trait, indicating that changes at the particular DNA locus induce
changes in the levels of the transcript. The potentially millions of such relationships represented in a network define the
overall connectivity structure of the network, or what is otherwise known as the topology of the network. Any realistic
network topology will be necessarily complicated and nonlinear from the standpoint of the more classic biochemical
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pathway diagrams represented in textbooks and pathway databases such as KEGG (Kanehisa, 2002). The more classic
pathway view represents molecular processes on an individual level, whereas networks represent global (population-level)
metrics that describe variations between individuals in a population of interest that in turn define coherent biological
processes in the tissue or cells associated with the network. One way to manage the complexity of network structures that
can be obtained is to impose constraints on network structures to make them more computationally tractable. For example,
it is common when learning network structures to disallow loops or cycles in the network structure (otherwise known as the
network topology, the connectivity structure of the network), in which case we refer to the network as acyclic.

The neurosciences have a rich history of employing network-based approaches to understanding the complexity of the
human brain and the causes of psychiatric illnesses. Resources such as the Allen Brain Atlas (http://www.alleninstitute.org)
provide an anatomically comprehensive map of gene expression of the human brain that can facilitate network-based
analyses (Hawrylycz et al., 2012). Others have employed techniques developed for constructing gene coexpression net-
works to construct interaction networks on functional MRI data (Mumford et al., 2010), and still others have generated
protein interaction networks to reflect features of the network architecture in brains of those with illnesses such as
Huntington disease (Shirasaki et al., 2012). Larger-scale efforts have also been undertaken to integrate larger-scale tran-
scriptomic data in the context of diseases such as autism to understand how changes in these networks may cause autism or
reflect the types of pathways or biological processes involved in such a disease (Voineagu et al., 2011). These efforts are
important not only for better understanding psychiatric diseases but also for elucidating novel drug targets or biomarkers
that better assess disease risk or severity. However, most of these current efforts do not lead to predictive models of disease,
but rather provide a descriptive framework within which to uncover associations among a myriad of molecular, cellular,
imaging, and clinical traits and disease.

An Integrative Genomics Approach to Constructive Predictive Network Models

Systematically integrating different types of data into probabilistic networks using Bayesian networks has been proposed
and applied for the purpose of predicting proteineprotein interactions (Jansen et al., 2003) and protein function (Lee et al.,
2004). However, these Bayesian networks are still based on associations between nodes in the network as opposed to
causal relationships. As discussed earlier for the simple case of two traits, from these types of networks we cannot infer
whether a specific perturbation will affect a complex disease trait. To make such predictions, we need networks capable of
representing causal relationships. Probabilistic causal networks are one way to model such relationships from the top down,
in which causality again in this context reflects a probabilistic belief that one node in the network affects the behavior of
another. Bayesian networks (Pearl, 1988) are one type of probabilistic causal network that provide a natural framework for
integrating highly dissimilar types of data.

Bayesian networks are directed acyclic graphs in which the edges of the graph are defined by conditional probabilities
that characterize the distribution of states of each node given the state of its parents (Pearl, 1988). The network topology
defines a partitioned joint probability distribution over all nodes in a network, such that the probability distribution of states
of a node depends only on the states of its parent nodes: formally, a joint probability distribution p(X) on a set of nodes X
can be decomposed as pðXÞ ¼ Q

i
pðXijPaðXiÞÞ, where Pa(Xi) represents the parent set of Xi. The biological networks of

interest we wish to construct are composed of nodes that represent a quantitative trait such as the transcript abundance of a
given gene or levels of a given metabolite. The conditional probabilities reflect not only relationships between genes but
also the stochastic nature of these relationships as well as noise in the data used to reconstruct the network.

The aim in any network reconstruction such as this is to find the best model, the model that best reflects the
relationships among all of the variables under consideration, given a set of data that informs on the variables of interest. In
a probabilistic sense, we want to search the space of all possible networks (or models) for that network that gives the
highest likelihood of occurring given the data. Bayes’ formula allows us to determine the likelihood of a network model M
given observed data D as a function of our prior belief that the model is correct and the probability of the observed data
given the model: PðMjDÞwPðDjMÞPðMÞ. The number of possible network structures grows superexponentially with the
number of nodes, so an exhaustive search of all possible structures to find the one best supported by the data is not feasible,
even for a relatively small number of nodes. A number of algorithms exist to find the optimal network without searching
exhaustively, such as Markov chain Monte Carlo (MCMC) simulation (Madigan, York, & Allard, 1995). With the MCMC
algorithm, optimal networks are constructed from a set of starting conditions. This algorithm is run thousands of times to
identify different plausible networks, each time beginning with different starting conditions. These most plausible networks
can then be combined to obtain a consensus network. For each of the reconstructions using the MCMC algorithm, the
starting point is a null network. Small random changes are made to the network by flipping, adding, or deleting individual
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edges, ultimately accepting those changes that lead to an overall improvement in the fit of the network to the data. To
assess whether a change improves the network model, information measures such as the Bayesian information criterion
(BIC) (Schwarz, 1978) are employed, which reduces overfitting by imposing a cost on the addition of new parameters. This
is equivalent to imposing a lower prior probability P(M) on models with larger numbers of parameters.

Although edges in Bayesian networks are directed, we cannot in general infer causal relationships from the structure
directly, just as I discussed earlier in relation to the causal inference test. For a network with three nodes, X1, X2, and X3,
there are multiple groups of structures that are mathematically equivalent. For example, the three models, M1: X1 / X2,
X2 / X3; M2: X2 / X1, X2 / X3; and M3: X2 / X1, X3 / X2, are all Markov equivalent, meaning that they all encode
for the same conditional independence relationship: X1tX3jX2, X1 and X3 are independent conditional on X2. In addition,
these models are mathematically equivalent:

pðXÞ ¼ pðM1jDÞ ¼ pðX2jX1ÞpðX1ÞpðX3jX2Þ
¼ pðM2jDÞ ¼ pðX1jX2ÞpðX2ÞpðX3jX2Þ
¼ pðM3jDÞ ¼ pðX2jX3ÞpðX3ÞpðX1jX2Þ

Thus, from correlation data alone we cannot infer whether X1 is causal for X2 or vice versa from these types of
structures. However, V-shape structures (eg, Mv: X1 / X2, X3 / X2) have no Markov equivalent structure. In such cases
it is not possible based on correlation data alone to infer causal relationships. Because there are more parameters to estimate
in the Mv model than in the M1, M2, or M3 models, there is a large penalty in the BIC score for the Mv model. Therefore,
in practice a large sample size is needed to differentiate the Mv model from the M1, M2, or M3 models.

Integrating Genetic Data as a Structure Before Enhancing Causal Inference in the
Bayesian Network Reconstruction Process

In general, Bayesian networks can only be solved to Markov equivalent structures, so that it is often not possible to
determine the causal direction of a link between two nodes even though Bayesian networks are directed graphs. However,
the Bayesian network reconstruction algorithm can take advantage of genetic data to break the symmetry among nodes in
the network that lead to Markov equivalent structures, thereby providing a way to infer causal directions in the network in
an unambiguous fashion (Zhu et al., 2004). The reconstruction algorithm can be modified to incorporate genetic data as
prior evidence that two quantitative traits may be causally related based on a previously described causality test (Zhu et al.,
2004). The genetic priors can be constructed from three basic sources. First, gene expression traits associated with DNA
variants that are coincident with the gene’s physical location (referred to as cis-acting expression quantitative trait loci [cis-
eQTL]) (Doss, Schadt, Drake, & Lusis, 2005) are allowed to be parent nodes of genes with coincident trans-eQTLs (the
gene in this case does not physically reside at the genetic locus of interest), p(cis / trans) ¼ 1, but genes with trans-
eQTLs are not allowed to be parents of genes with cis-eQTLs, p(trans / cis) ¼ 0. Second, after identifying all associ-
ations between different genetic loci and expression traits at some reasonable significance threshold, genes from this
analysis with cis- or trans-eQTL can be tested individually for pleiotropic effects at each of their eQTLs to determine
whether any other genes in the set are driven by common eQTLs (Jiang & Zeng, 1995; Lum et al., 2006). If such
pleiotropic effects are detected, the corresponding gene pair and locus causing the pleiotropic effect can then be used to
infer a causal/reactive or independent relationship based on the causality test described. If an independent relationship is

inferred, the prior probability that gene A is a parent of gene B can be scaled as pðA/BÞ ¼ 1�
P

i
pðAtBjA;B;liÞP

i
1

, where the

sums are taken over all loci used to infer the relationship. If a causal or reactive relationship is inferred, the prior probability

is scaled as pðA/BÞ ¼ 2
P

i
pðA/BjA;B;liÞP

i
pðA/BjA;B;liÞþpðB/AjA;B;liÞ. Finally, if the causal/reactive relationship between genes A and B

cannot be determined from the first two sources, the complexity of the eQTL signature for each gene can be taken into
consideration. Genes with a simpler, albeit stronger eQTL signature (ie, a small number of eQTLs that explain the genetic
variance component for the gene, with a significant proportion of the overall variance explained by the genetic effects) can
be considered as more likely to be causal compared with genes with more complex and possibly weaker eQTL signatures
(ie, a larger number of eQTLs explaining the genetic variance component for the gene, with less of the overall variance
explained by the genetic effects). The structure prior in which gene A is a parent of gene B can then be taken to be

pðA/BÞ ¼ 2 1þnðBÞ
2þnðAÞþnðBÞ, where n(A) and n(B) are the number of eQTLs at some predetermined significance level for

genes A and B, respectively.
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Incorporating Other -Omics Data as Network Priors in the Bayesian Network
Reconstruction Process

Just as genetic data can be incorporated as a network prior in the Bayesian network reconstruction algorithm, so can other
types of data such as transcription factor binding site (TFBS) data, proteineprotein interaction (PPI) data, and proteine
small molecular interaction data. PPI data can be used to infer protein complexes to enhance the set of manually curated
protein complexes (Guldener et al., 2006). PPI-inferred protein complexes can be combined with manually curated sets,
and each protein complex can then be examined for common transcription factor binding sites at the corresponding genes.
If some proportion of the genes in a protein complex (eg, half) carry a given TFBS, all genes in the complex can be
included in the TFBS gene set as being under the control of the corresponding transcription factor.

Because the scale-free property is a general property of biological networks (ie, most nodes in the network are linked to
a small number of nodes whereas a smaller number of nodes are linked to many nodes) (Albert, Jeong, & Barabasi, 2000),
inferred and experimentally determined TFBS data can be incorporated into the network reconstruction process by
constructing scale-free priors, in a manner similar to the scale-free priors others have constructed to integrate expression
and genetic data (Lee, Pe’er, Dudley, Church, & Koller, 2006). Given a transcription factor T, and a set of genes, G, that
contain the binding site of T, the TF prior, ptf, can be defined so that it is proportional to the number of expression traits
correlated with the TF expression levels, for genes carrying the corresponding TFBS:

logðptf ðT/gÞÞflog

 X
gi˛G

pqtlðT/giÞd
!
;

where pqtl(T / g) is the prior for the QTL and d ¼
�
1; if corrðT ; giÞ � rcutoff
0; if corrðT ; giÞ < rcutoff

. The correlation cutoff rcutoff can be

determined by permuting the data and then selecting the maximum correlation values in the permuted data sets (corre-
sponding to some predetermined, reasonable false discovery rate). This form of the structure prior favors transcription
factors that have a large number of correlated responding genes. From the set of priors computed from the inferred and
experimentally determined TFBS set, only nonnegative priors should be used to reconstruct the Bayesian network. For
those protein complexes that could not be integrated into the network reconstruction process using scale-free priors, uni-
form priors were used for pairs of genes in these complexes (ie, ppc(gi / gj) ¼ ppc(gj / gi) ¼ c).

Small moleculeeprotein interactions can also be incorporated into the Bayesian network reconstruction process.
Chemical reactions reflected in biochemical pathways and the associated catalyzing enzymes can be identified as
metaboliteeenzyme pairs from existing pathway databases such as KEGG. These relationships can then be stored in an
adjacency matrix in which a 1 in a cell represents a direct connection between the metabolite and the enzyme. The shortest
distance dm,e from an enzyme e to a metabolite m can then calculated using the repeated matrix multiplication algorithm.
The structure prior for the gene expression of an enzyme e affecting the metabolite concentration is related to their shortest
distance dm,e as pðm/eÞfe�ldm;e . The shorter the distance, the stronger the prior.

Elucidating the Complexity of Human Disease: From the Metabolic to the Psychiatric

We have carried out studies using the modeling described in detail for human and mouse populations segregating a
number of different diseases such as obesity, diabetes, and heart disease. For example, in a segregating mouse population
in which an extensive suite of disease traits associated with metabolic syndrome was manifested, including obesity,
diabetes, and atherosclerosis (Chen et al., 2008), we carried out the type of network analysis discussed earlier using
genetic data typed in all animals and gene expression data generated from the liver and adipose tissues of all animals in the
population. With this approach we found that of the many functional units (subnetworks) identified in the networks that
reflected core biological processes specific to the liver and adipose tissues, only a handful were strongly causally asso-
ciated with the metabolic syndrome traits. One module (referred to here as the inflammatome module) in particular stood
out not only because it was conserved across the liver and adipose tissues, between the sexes, and between species
(Emilsson et al., 2008), but because it was supported as strongly causal for nearly all of the metabolic traits scored in the
cross (fat mass, weight, plasma glucose, insulin, and lipid levels, and aortic lesions) (Chen et al., 2008). Again, the causal
relationship between the inflammatome module and the disease traits was established by leveraging changes in DNA in
this population that were simultaneously associated with disease and expression traits. The entire subnetwork was shown
to be under the control of genomic loci associated with the metabolic traits, whereas the predictive network modeling
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strongly indicated that the module was causal for the disease traits, and was not simply reacting to or acting independently
of these traits.

Of the more than 100 genes supported in the inflammatome module as causal for metabolic disease traits such as
obesity and diabetes, many genes such as Zfp90, Alox5, C3ar1, and Tgfbr2 had been previously identified and validated as
causal for metabolic traits (Mehrabian et al., 2005; Schadt et al., 2005). In addition, three other genes were selected for
validation because they were independently supported as causal for metabolic traits in other studies (Lpl and Lactb) or
because they were supported as causal for such a wide variety of metabolic traits (Ppm1l) (Chen et al., 2008). Interestingly,
the degree of connectivity in this causal metabolic subnetwork was extreme. Perturbations to genes in this module that
were previously validated as causal for the metabolic traits caused expression changes in many other genes validated as
causal for metabolic traits. For example, overexpression of Zfp90 in mouse not only generated an expression response that
was significantly overlapping with the causal metabolic module, it caused changes in other genes such as Pparg that are
known to have an impact on metabolic traits (Chen et al., 2008).

This same type of procedure also can be applied to schizophrenia. By integrating the genetic data for schizophrenia,
gene expression data from brain regions relevant to schizophrenia, and clinical data relating to this disease, we can
generalize the type of network depicted in Fig. 10.5 to provide a richer context within which to examine the causes of
schizophrenia. The network depicted in Fig. 10.6 was constructed by integrating the DNA variation information for
schizophrenia, brain gene expression data, expression quantitative trait loci from these expression data (our perturbation
source), along with proteineprotein interaction data and proteineDNA binding data, as described previously. From this
probabilistic causal network framework, we can interpret genetic findings in a more informed context, identify master
regulators of the network, and better understand the flow of information among biological processes that are defined by this
network.

APPLICATION OF PREDICTIVE NETWORK MODELS TO HIGH-THROUGHPUT
SCREENING

Reconstructing reliable network models of disease positions you to simultaneously consider the ensemble of data for a
given disease to make more informed decisions on putative disease drivers, biomarkers, and therapeutic intervention
points. Network models can be directly queried to identify key drivers of disease or assess how a set of perturbations (eg,
drug, environmental factor, genetic variant) may affect molecular states associated with disease, which in turn may help
provide direct links to therapeutics that may positively affect disease states or maintain wellness. More generally, we can
leverage network models for a neurological disease to construct molecular assays for high-throughput screening
(Fig. 10.7). The effect of any given perturbagen, whether a small molecule compound, natural product, RNA
interferenceebased construct, and so on, on a specific network of interest can be assayed directly in cell-based systems
(such as human induced pluripotent cellederived neurons derived from schizophrenia patients), which more accurately
reflect the states of networks underlying disease. Complementing these types of network-based screens that use molecular
network state as a readout are cellular phenotyping assays that also aid in linking molecular states of disease to patho-
physiological states. Screening carried out in this way can lead to the rapid identification of compounds that affect disease
networks in favorable ways while simultaneously identifying compounds that hit networks associated with toxicity or other
adverse events (Fig. 10.7). In this way, compounds can be identified that target specific subtypes of disease without
targeting networks that can lead to toxicity or adverse events.

Network constructs can be used to inform on molecular responses to perturbations with small molecules or other
perturbagens, in which the networks enable a direct link between molecular biology and pathophysiology. In a
high-throughput screening context, in which transcription or other molecular features are the readout, in addition to
cell-based phenotypes, the aim is to identify molecular responses to the perturbagens that are predicted to associate with
physiological changes in favorable directions while simultaneously being predicted to have a minimal adverse event
profile. Networks can be integrated with molecular screening data to identify those perturbagens from the screen that have
similar mechanisms of action, that affect key disease-related processes, or that affect key driver genes of diseases of in-
terest. We and others have previously used network models to inform on perturbagen-induced molecular signatures as a
means of predicting and validating the impact a gene or genes had on molecular states and the pathophysiology of disease
associated with those states (Chen et al., 2008; Mehrabian et al., 2005; Schadt et al., 2005; Zhu et al., 2008, 2012).

This type of approach has been more generally applied to repurpose existing drugs for novel indications. For example,
IBD signatures were derived from surgical specimens and intersected with Connectivity Map data representing tran-
scriptional readouts across a number of cell lines in response to treatment with many hundreds of drugs using a novel
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pattern-matching algorithm (Dudley et al., 2011). From this search, the anticonvulsant drug topiramate was identified and
experimentally validated as a novel treatment for IBD (Dudley et al., 2011). Topiramate has primary indications for seizure
disorders and no history of efficacious use for IBD or other inflammatory diseases. Using a chemically induced
(2,4,6-trinitrobenzenesulfonic acid) rodent model of IBD to evaluate the activity of topiramate administered in the presence
of an IBD phenotype, a statistically significant reduction was observed in gross pathophysiological and histopathological
measures of severity of the induced IBD phenotype in the population of animals receiving topiramate compared with
untreated vehicle controls.

Whereas low-cost sequencing assays have provided an unprecedented amount of data on genetic loci and variants
associated with common syndromic disorders, these loci by themselves are insufficient to garner the most informative
insights into disease mechanisms upon which new drug discovery efforts may be founded. As already demonstrated in the
oncology field, integrative, predictive network models now provide a computational platform that has the potential to
improve the success rate of neurological drug discovery significantly if integrated appropriately.

FIGURE 10.6 Probabilistic causal network model of schizophrenia constructed from controls (nondisease samples), bipolar individuals, and individuals
with schizophrenia. Blue (darkest gray in print versions), green (light gray in print versions), and red edges (dark gray in print versions) represent links
identified in control subjects, individuals with schizophrenia, and bipolar individuals. Red nodes (lighter gray in print versions) indicate genes identified
from genome-wide association studies in schizophrenia and the orange nodes (lightest gray in print versions) represent genes with loss of function variants
identified in whole-exome sequencing studies carried out for schizophrenia. This network was derived from three different Bayesian networks constructed
using the Bayesian network reconstruction algorithm described in the text: control, bipolar, and schizophrenia networks were constructed from prefrontal
cortex samples collected from control subjects and subjects with bipolar disorder and schizophrenia, respectively. This network represents the largest
connected subgraph identified by projected schizophrenia genes from genome-wide association studies onto the merged network. Causal links among the
genes provide a richer context within which to interpret the genes identified in the genetic studies, potentially implicating genes (blue nodes (darkest gray
in print versions)) and biological processes in schizophrenia that have not yet been identified in genetic studies.
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CONCLUSION AND FUTURE DIRECTIONS

The generation of ever higher dimensional data (DNA sequencing, RNA sequencing, epigenomic profiling, proteomic
profiling, metabolomic profiling, and so on) at ever higher scales demands sophisticated mathematical approaches to
integrate these data in more holistic ways to uncover patterns of molecular, cellular, and higher-order activities that un-
derlie the biological processes that define physiological states of interest and to uncover causal relationships among
molecular and cellular phenotypes and between these phenotypes and clinical traits such as disease or drug response. One
of the more successful frameworks for representing large-scale, high-dimensional data is networks. Here I have detailed
one particular approach to reconstructing predictive network models of living systems that leverages DNA variation as a
systematic variation source and Bayesian network reconstruction algorithms to take a top-down approach to modeling
complex systems. Because state-of-the-art therapies in the future will be based on targeting combinations of genes (Schadt,
2009; Schadt et al., 2009), and for such applications it is important not just to infer the direction of each interaction (ie, do
you antagonize or activate a given target) but also to be able to predict the degree to which each gene should be knocked
down or activated (in a quantitative sense), it is only by generating accurate predictive models of complex phenotypes that
we can search most efficiently for such combinations to pursue for experimental proof of concept.

FIGURE 10.7 Integrating predictive network models for disease, wellness, and toxicity with high-throughput screen approaches to drug discovery. First,
predictive networks of disease can be reduced to a minimal gene reporter set specific to a disease of interest: in this case, schizophrenia. Second,
expression of this gene reporter set can be used in high-throughput screening platforms of cell-based systems to identify perturbagens (eg, small mol-
ecules) that favorably affect disease-causing networks but that also do not cause toxicity or other molecular changes that may lead to adverse events. For
example, network reporter sets could be used to screen neurons derived from induced pluripotent stem cells isolated from patients with schizophrenia and
control subjects to identify compounds capable of ameliorating the disease-associated gene expression signature in patient-derived neurons. SZ,
schizophrenia; HIPSC, human induced pluripotent stem cells; NPC, neural progenitor cells.
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In the future the success of modeling complex systems will depend on constructing networks that are predictive of
complex behavior, not merely descriptive. To achieve these more predictive models in complex systems such as humans,
we must expand existing networks so that they reflect relationships between cell types and tissues, not just within a single
cell type or tissue; capture a greater range of molecular phenotypes to enhance understanding of relevant functional units
that define biological processes of interest; and improve modeling capabilities, ideally drawing on the expertise of other
fields that have pioneered causality-type reasoning. The complex phenotype-associated molecular networks we can
construct today are necessarily based on grossly incomplete sets of data. Even given the ability to assay DNA and RNA
variation in whole populations in a comprehensive manner, the information is not complete because rare variations, DNA
variations other than SNP/copy number, variations in noncoding RNA levels, and variations in the different isoforms of
genes are far from being completely characterized in any sample, let alone in entire populations. Beyond DNA and RNA,
measuring all protein-associated traits, interactions between proteins and DNA/RNA, metabolite levels, epigenetic
changes, as well as other molecular entities important to the functioning of living systems is not yet possible with existing
technologies. Furthermore, the types of high-dimensional data we are able to generate routinely today in populations
represent only a snapshot at a single time point, which may enable the identification of the functional units of the system
under study and how these units relate to each other, but they do not enable a complete understanding of how the functional
units are put together, the mechanistic underpinnings of the complex set of functions carried out by individual cells and by
entire organs and whole systems composed of multiple organs.

One future development expected to be most important in this context is the unification of bottom-up and top-down
modeling approaches that maximally leverage the strengths of each approach while minimizing the weaknesses. Inte-
grating models derived from bottom-up approaches into top-down approaches is currently hampered by the fact that
existing approaches do not typically fully parameterize the network structure in ways that match the intrinsic quantitative
nature of top-down approaches. In bottom-up approaches, the structural information detailing how different molecular
entities are connected is typically derived from the literature or pathway databases, but such structural information is only
qualitative and fails to define quantitatively how one node responds to another. On the other hand, in existing top-down
approaches, unless a tremendous amount of training data are available to cover all of the categories represented in the
conditional probability distribution defining how nodes are connected in the network (such as with Bayesian network
reconstruction approaches), it is generally not possible to estimate accurately the full set of parameters associated with the
reconstructed network structure. Worse, carrying out parameter estimation on a network structure that is not correct can be
misleading, given false-positive and false-negative predictions. In cases in which heuristic searches are used to orient the
edges in a network structure, the end result is that model parameters have not been fitted accurately if the network itself is
not correct. Without proper parameterization of network structures from these conventional systems biology approaches,
the networks serve only as descriptive models that are not generally capable of generating in silico predictions.

The limitations of bottom-up and top-down approaches can be addressed by devising bottom-up modeling approaches
that deliver structures that can serve as prior information for top-down approaches, thereby providing a direct path for
parameterizing bottom-up models in the context of a richer set of -omics data and network architectures, while simulta-
neously reducing the size of the search space for top-down approaches. Such bottom-up approaches are beginning to
emerge (Chang, Shoemaker, & Wang, 2011). By automatically parameterizing large networks given a particular network
structure and corresponding interaction functions (eg, activation or repression of gene activity) associated with all node
pairs by either leveraging prior information or performing a heuristic search, bottom-up approaches will be capable of
generating direct quantitative predictions that are compatible with top-down approaches. Central to the success of this
approach is the observation that the complexity of the structure of biological networks leads to robust parameter estimates
in a constrained parameter space (Blanchini & Franco, 2011; Wilhelm, Behre, & Schuster, 2004; Wu, Zhang, Yu, &
Ouyang, 2009) and that a statistical model’s parameters are in fact constrained to a cubic space (eg, the conditional
probabilities that represent parameters in our modeling approach are constrained to fall between 0 and 1). This stands in
contrast to current bottom-up modeling approaches such as continuous ODE modeling, in which the parameter space is
generally unconstrained (infinitely large).

Current systems biology approaches relating to network learning and modeling have exclusively used a top-down
(reverse-engineering) approach to learn network structure based on association scores (Carro et al., 2010; Fiedler et al.,
2009; Margolin et al., 2006; Stuart, Segal, Koller, & Kim, 2003; Zhu et al., 2008). Association scores are designed to
uncover the best correlations between variables. Bayesian networks are among the most popular models for this purpose. In
theory, it is known that learning the optimal (global maximum) Bayesian network structure from the data is a nonde-
terministic polynomial-timeehard problem; furthermore, because many substructures that must be considered during the
reconstruction process are from classes of structures that are equivalent (the Markov equivalence issue noted previously),
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the statistical scores for all of the structures in an equivalence class are equal, so that completely contradictory causal
relationships are indistinguishable from each other. The integration of bottom-up and top-down approaches in a more
holistic mathematical framework has the potential to address these issues further, potentially enhancing the power to
uncover true causal relationships.
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Chapter 11

Gene Networks in Neuropsychiatric
Disease

Neelroop N. Parikshak and Daniel H. Geschwind
University of California Los Angeles, Los Angeles, CA, United States

INTRODUCTION

Genetic studies of neuropsychiatric disorders have led to a new appreciation of their remarkable etiological heterogeneity
(Gratten, Wray, Keller, & Visscher, 2014). However, because neuropsychiatric diagnoses are defined by shared alterations
in behavior and cognition, there is hope that disparate genetic alterations will affect common molecular pathways that
mediate disease pathophysiology. For example, despite heterogeneity across the autism spectrum, individuals with autism
spectrum disorder (ASD) share core deficits in social communication and mental inflexibility, and have similar onsets and
developmental trajectories of their behavioral changes (Berg & Geschwind, 2012). Moreover, despite heterogeneity across
neuropsychiatric disorders as a whole, there is considerable sharing of both rare (Fromer et al., 2014; Iossifov et al., 2014)
and common (Cross-Disorder Group of the Psychiatric Genomics Consortium et al., 2013) genetic variation both within
and across disorders, as well as evidence for convergence at the molecular pathway level (Gilman et al., 2012; Network and
Consortium, 2015; Parikshak et al., 2013). Many advances are still necessary to understand how a large number of risk
variants and distinct molecular pathways converge to cause disorders sharing many phenotypic features. A major approach
enabling such investigation is the application of large-scale assays of molecular function (Geschwind & Konopka, 2009;
Maze et al., 2014) followed by network-based methods to organize, analyze, and understand biological functions affected
in neuropsychiatric disease (Barabási & Oltvai, 2004; Carter, Hofree, & Ideker, 2013).

In this chapter, we discuss how high-throughput molecular biology has connected disparate genetic findings to
neurobiological function (Geschwind & Konopka, 2009; Maze et al., 2014; Nord, Pattabiraman, Visel, & Rubenstein,
2015; Parikshak, Gandal, & Geschwind, 2015). Specifically, we describe how gene networks can organize large-scale
functional molecular data and how these networks in turn provide insight into neurobiological function (Barabási &
Oltvai, 2004; Beyer, Bandyopadhyay, & Ideker, 2007). We discuss how methods have used transcriptomic and other
high-throughput molecular measurements to place genes in a network context, providing a rubric for creating a more
synthesized understanding of the brain in health and disease. Rather than concentrating on methodological issues revolving
around network construction and details of the technical differences (eg, between weighted and binary networks, or
between Bayesian or non-Bayesian approaches) (Horvath, 2011; Parikshak et al., 2015), we focus on issues relevant to the
neurobiological interpretation of gene networks and their relationship to disease biology.

Our goal is to convey how gene network studies identify insights about neurobiological function and disease. To this
end, we start by covering important considerations for evaluating large-scale functional genomic methods, including the
major challenges faced in neurobiology. We then describe the general principles of network analysis, discuss different
network approaches used to understand neuropsychiatric disorders, compare representative methods, and identify over-
arching themes and future directions.

RNA, PROTEIN, AND EPIGENETIC MOLECULAR LEVELS IN NEUROBIOLOGY

The fundamental question for molecular biology investigations of the nervous system is what to measure. Currently, many
high-throughput methods exist for evaluating multiple levels of molecular organization (Consortium, 2012; Geschwind &
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Konopka, 2009), including the profiling of RNA (Wang, Gerstein, & Snyder, 2009), protein (Bayés & Grant, 2009),
and epigenetic changes (Consortium et al., 2015). Methods have also been rapidly developed for measuring molecular
interactions, including proteineprotein interactions (PPIs) (Beyer et al., 2007), protein binding to DNA (eg, the profiling of
histone modifications or transcription factor binding sites) (Consortium, 2012), protein binding to RNA (Zhang & Darnell,
2011), and chromosomeechromosome interactions (Lieberman-Aiden et al., 2009). These methods measure different
levels of molecular changes or interactions within or between levels that provide distinct and overlapping insights about the
functional consequence of a mutation.

Notably, epigenetic methods are just reaching maturity (Consortium et al., 2015; Maze et al., 2014), whereas RNA and
proteins have been measured in a high-throughput manner for over a decade. We therefore focus discussion of the con-
siderations taken when choosing the molecular level for study between the RNA and protein levels. Some changes in RNA
levels reflect protein levels accurately, but many changes at the protein level will be missed by evaluating RNA alone
(Battle et al., 2015; Schwanhäusser et al., 2011). In addition, many alterations in regulatory RNA (eg, microRNAs and
other regulatory noncoding RNAs) and the competitive interactions among regulatory RNAs cannot be detected at the
protein level (Salmena, Poliseno, Tay, Kats, & Pandolfi, 2011). It would therefore be ideal to measure both levels of
organization because they are complementary, but many studies in neurobiology must make a choice, particularly given
cost constraints and tissue availability (Geschwind & Konopka, 2009).

Major considerations in studies include the cost and quality of the technology. For example, nucleotide-based assays
are relatively inexpensive owing to hybridization-based technologies such a microarrays and sequencing. Moreover, for
any given method, high coverage (the extent to which all the possible entities are measured) and high resolution (the
precision to which the entity is measured) are important for reducing biases (Beyer et al., 2007). For example, methods that
measure genome-wide levels of molecules may require unrealistic labor or cost to measure the entire distribution of
molecular levels accurately, leading to incomplete measurement of low-expressed RNAs or proteins. Furthermore, tran-
scripts and proteins have multiple isoforms, and some molecular assays may not be able to resolve these important
structural changes.

Because of these considerations, most studies to date have relied on genome-wide RNA measurement, as these methods
are less inexpensive, have better coverage and resolution, and are more unbiased than most widely available protein
quantification methods. There are several important studies that evaluate large number of proteins (proteomic studies) in
brain (Bayés & Grant, 2009; Bayés et al., 2010), but most development-, aging-, and disease-relevant studies are at the
RNA level. These studies measure hundreds to thousands of RNA transcripts, together called the transcriptome, with
cDNA microarray technology (Geschwind & Gregg, 2002; Oldham & Geschwind, 2006) and with massively parallel
high-throughput sequencing of cDNA libraries from RNA (RNA-seq) (Wang et al., 2009). In general, how a given gene is
expressed at the RNA level is an important intermediate step in bridging the genome to function relationship. RNA
transcript levels can serve as a valuable marker for understanding how genes and environment affect cell types, tissue
composition, and ultimately neural circuits and phenotypes (Carter, Brechbühler, Griffin, & Bond, 2004; Geschwind &
Konopka, 2009; Parikshak et al., 2015). Because of the preponderance of transcriptomics in neurobiology, we focus on
these studies but also discuss protein-level studies where applicable.

THE CHALLENGE OF SPATIAL AND TEMPORAL HETEROGENEITY IN THE CENTRAL
NERVOUS SYSTEM

Understanding transcriptomic changes in the context of spatial and temporal complexity in human central nervous system
disorders necessitates a thorough knowledge of the molecules that distinguish different brain regions, circuits, and cells in
normal brain development and aging. Extensive work by the Allen Brain Institute and others has mapped the molecular
heterogeneity across space and time in mice, nonhuman primates, and humans using genetically targeted cell identification,
microdissection coupled with transcriptomics, large-scale in situ hybridization, and other complementary methods
(Bernard et al., 2012; Gong et al., 2003; Lein et al., 2006; Miller et al., 2014; Sunkin et al., 2013; Zeng et al., 2012).

Comparison of the transcriptome across neurodevelopmental stages reveals striking changes in gene expression and
alternative splicing of most genes in the human genome (Colantuoni et al., 2011; Johnson et al., 2009; Kang et al., 2011),
with a key inflection point at birth that is marked by large-scale changes in gene expression programs. Importantly, this
dynamic regulation is not restricted to prenatal and childhood periods. Relative to rodent or primate brains, the human
brain exhibits prolonged development, with biological processes such as synaptic pruning and stabilization extending into
the third decade of life (Changeux & Danchin, 1976; Geschwind & Rakic, 2013).

Research shows how the transcriptome changes at an even higher spatial and temporal resolution during the devel-
opment of three major populations of pyramidal neurons in mouse cortex (callosal projection neurons, corticothalamic
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projection neurons, and subcerebral projection neurons) (Molyneaux et al., 2015), which highlights that future work in
constructing transcriptomic atlases must delve into greater spatial and temporal specificity. It is apparent that cell markers
at one stage of development may not apply to another stage (Bystron, Blakemore, & Rakic, 2008; Molyneaux, Arlotta,
Menezes, & Macklis, 2007), and some major cell-type features such as neurotransmitter phenotype may require maintained
expression of specific transcription factors (Deneris & Hobert, 2014).

GENE NETWORKS PROVIDE A FRAMEWORK FOR NEUROBIOLOGICAL
INTERPRETATION

Because of the massive changes in gene expression that occur over development and between cell types and different cell
states, network approaches have an increasingly important role in organizing transcriptomic data (Hawrylycz et al., 2012;
Miller et al., 2014; Oldham et al., 2008; Parikshak et al., 2013; Willsey et al., 2013; Winden et al., 2009). These methods
allow investigators to move beyond long gene lists ordered alphabetically, by genomic location, or by significance of
differential expression changes, and allow functionally related genes to be subdivided and associated with pathways,
neuroanatomical regions, critical time points, and other measurements that are relevant to neurodevelopmental disorders
(Geschwind & Konopka, 2009).

The architecture of gene expression networks was initially investigated in yeast and across species in an evolutionary
context (Barabási & Oltvai, 2004; Stuart, 2003). Multiple metabolic and protein interaction network studies demonstrated
that biological network architecture can be approximated by underlying scale-free topology, which was applied to char-
acterize gene coexpression networks (Barabasi, 2009; Horvath et al., 2006; Zhang & Horvath, 2005). From a practical
perspective, network methods reduce the dimensionality of genome-wide RNA expression patterns (Carter et al., 2004;
Langfelder & Horvath, 2007) using correlation, mutual information, or other metrics to organize thousands of genes
corresponding to millions of relationships into a relatively small collection of modules (also referred to as clusters, cliques,
or communities), which in turn can be related to each other and to relevant phenotypes (Langfelder & Horvath, 2007;
Oldham et al., 2008; Parikshak et al., 2013). Box 11.1 provides a basic outline of the essential steps in network analysis.

BOX 11.1 Four Components of Gene Network Approaches

Functional genomic data can be modeled as a network in

which molecules or genes are nodes and their functional

relationships with each other are edges. Gene network analysis

can be summarized in five basic steps:

1. Node specification:

a. Seeded (prior-based): nodes are selected using prior

knowledge, eg, disease-associated genes from

genome-wide association studies (GWASs)

b. Unseeded (genome-wide or whole-genome): all usable

measurements from the genome are included in an

unsupervised analysis

2. Edge specification:

a. Experimentally observed pairwise statistical relation-

ships (Butte & Kohane, 2000; Carter et al., 2004;

Horvath, 2011) evaluating shared patterns of molecular

levels across experiments: eg, coexpression

b. Experimentally observed or literature-curated physical

interactions: eg, protein interactions from immunohis-

tochemistry and yeast two-hybrid experiments

c. Computationally predicted relationships: eg, transcrip-

tion factor binding based on DNA motifs

Notably, edges are susceptible to ascertainment biases

(Hakes et al., 2008; Lee & Marcotte, 2009) and confounding

factors that can induce spurious relationships (Leek et al., 2010).

3. Modules are identified from an adjacency matrix to

simplify biological relationships at a higher-order level.

Assessing connectivity can identify hubs and enables

comparison of changes between health and disease at the

module level.

4. Annotation of modules and gene connectivity by:

a. Relating external measures of gene importance (such as

cell type specificity or GWAS signal) with module

membership, intramodular connectivity, or whole-

network connectivity of genes

b. Associating module summary or hub gene measure-

ments, such as eigengenes or average expression levels,

to biological traits

c. Assessing preservation or changes in network connec-

tivity for specific genes or modules between health and

disease

d. Integrating data at the edge level or module level across

biological levels, such as different cell types or brain

regions, or different regulatory levels, such as gene

expression and chromatin immunoprecipitation signal

from binding proteins

e. Addressing the crucial issue of reproducibility by vali-

dating network observations in independent data or

experiments (see Table 11.1 for examples)

Adapted from Parikshak, N. N., Gandal, M. J., & Geschwind, D. H. (2015).
Systems biology and gene networks in neurodevelopmental and
neurodegenerative disorders. Nature Reviews Genetics, 16(8), 441e458.
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Coexpression network modules represent genes that show similar patterns of expression, which may result from
co-occurrence in a particular cell type (Oldham, Horvath, & Geschwind, 2006; Oldham et al., 2008; Winden et al., 2009),
response to a stimulus (Tian et al., 2014; Wexler et al., 2011), or co-involvement in any number of cellular processes, such
as translation, energy metabolism, or synaptic function (Ben-David & Shifman, 2012; Gaiteri, Ding, French, Tseng, &
Sibille, 2013; Kang et al., 2011; Parikshak et al., 2013; Winden et al., 2009). Modules thus identify key levels of orga-
nization whose specificity depends on the experimental design. For example, networks derived from whole tissue profiling
across brain regions will often define modules that are specific to cell types or subcellular compartments, because these are
the biological features varying across samples in such a study design (Johnson et al., 2009; Oldham et al., 2008; Winden
et al., 2009). Higher-resolution anatomical profiling, for example, by laser capture microdissection, can yield greater cell
type and biological process spatial specificity for modules (Bernard et al., 2012; Hawrylycz et al., 2012; Miller et al., 2014;
Miller, Woltjer, Goodenbour, Horvath, Geschwind, 2013).

Because network edges reflect shared biological functions, a gene of unknown function can be annotated based on
genes of known function that are highly connected to it, so-called, “guilt by association” (Langfelder & Horvath, 2008; Lui
et al., 2014; Oldham et al., 2008). Similarly, if genes within a particular module have been implicated in disease, it suggests
that other genes in the module may be associated with disease at a higher probability. Because modules are highly
interconnected, knowing the function of some genes in a module may inform the functions of others in the same module.
Genes with the highest levels of intramodular connectivity (also known as module membership) are known as hubs and are
particularly informative for guilt by association reasoning (Barabási & Oltvai, 2004; Horvath & Dong, 2008).

In addition, multiple studies have demonstrated that the human brain transcriptome has a fundamental coexpression
structure that can be reproducibly identified across diverse technologies and different individuals (Hawrylycz et al., 2012;
Oldham et al., 2008). This permits comparative network analyses across different disease states (Torkamani, Dean, Schork,
& Thomas, 2010; Voineagu et al., 2011), experimental perturbations (Tian et al., 2014; Wexler et al., 2011), or even
species (Konopka et al., 2012; Oldham et al., 2006), in which module preservation or gene network position is assessed to
identify specific biological processes or genes that are the most different between conditions (Langfelder, Luo, Oldham, &
Horvath, 2011). Similarly, how a specific gene’s ranking in a module or in the whole network changes in health and
disease can be evaluated to identify substantial alterations in the normal coexpression structure of gene networks (Choi,
Yu, Yoo, & Kim, 2005; Gaiteri et al., 2013; Geschwind & Konopka, 2009; Hudson, Reverter, & Dalrymple, 2009; Zhang
et al., 2013).

We focus here on the interpretation of gene coexpression networks in neurobiology because microarray and RNA-seq
experiments cover the spatial and temporal heterogeneity in the brain. PPI networks are also commonly used and offer
unique insights. However, although tissue-specific (Bayés et al., 2010; Kim et al., 2014; Uhlén et al., 2015; Wilhelm et al.,
2014) and cell compartmentespecific (Bayés et al., 2010) maps of the proteome are becoming available, there are no
large-scale, neuronal tissue-specific PPI databases. We discuss this issue subsequently, but Table 11.1 provides a com-
parison between coexpression and PPI networks.

GENE NETWORKS IN NEUROPSYCHIATRIC DISORDERS

Because of the genetic heterogeneity in neuropsychiatric disorders (Gratten et al., 2014), it is particularly useful to evaluate
individual genes in the context of their interactions with genetic background and other developmental processes, a task for
which network methods are particularly well-suited. Here we focus on ASD and schizophrenia (SCZ), which represent the
complexity at hand, and the insights that have been gained in neuropsychiatric disease. We first discuss some examples of
both genome-wide and seed-based (Box 11.1) approaches for constructing networks to understand ASD and SCZ. We then
cover network studies that use coexpression and describe the use of PPIs and integrative networks. We summarize the
network studies on neuropsychiatric disorders that we cover in the main text, as well as several other representative studies,
in Table 11.2.

Genome-Wide Approaches

Microarray-based analyses of postmortem brain have identified what appear to be consistent transcriptional alterations in
over half of individuals with ASD (Chow et al., 2012; Garbett et al., 2008; Ginsberg, Rubin, Falcone, Ting, & Natowicz,
2012; Purcell, Jeon, Zimmerman, Blue, & Pevsner, 2001). Most of these studies contained fewer than 10 individuals and
were underpowered to identify many significant pathway-level changes, but consistent patterns have emerged. The only
study to use a network approach identified two modules, one upregulated and one downregulated in ASD. Analysis of
these modules showed that the downregulated module, referred to here as asdM12, was enriched in genes involved in
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TABLE 11.1 Coexpression Versus Physical Interaction Networks: Practical and Theoretical Considerations Comparison of the Steps of Network Analysis

From Box 11.1 for Coexpression and ProteineProtein Interaction (PPI) Networks, Highlighting the Strengths of Each Approach

Gene Coexpression ProteineProtein Interaction

Nodes Microarray and RNA sequencing offer genome-wide coverage across nodes.
l Genome-wide data can easily be generated for a specific biological

question.
l Data may also be acquired from previous experiments via the Gene

Expression Omnibus.

Most PPI studies have low coverage across the genome for the tissue or cell
of interest.
l Obtaining high-coverage data for a specific biological question requires

direct experiments (yeast two-hybrid, co-immunoprecipitation, etc.).
l Genome-wide coverage requires using literature-curated PPIs (BioGRID,

DAPPLE, GeneMANIA).

Edges Relationships between genes depend on how they covary in expression level
across samples.
l Edge strength between two genes depends on spatial, temporal, or

disease-related expression patterns in input data.
l Edge accuracy depends on sample size.
l Edge strength can be spuriously affected by factors such as RNA quality,

batch effects, or other biases which introduce false correlations.
l Edges may represent co-regulation of genes in different cells, cellular

compartments, or within cells that do not interact physically, thus
revealing co-regulatory networks not observable otherwise.

Edges reflect physical interactions and thus identified pathways are concrete
rather than inferred.
l For most experiments and literature-curated interactions, edges are not

tissue-specific or isoform-aware.
l In humans, the false-positive rate of experimental PPIs has been

estimated at >80% (Hart, Ramani, & Marcotte, 2006).
l The positive predictive value of literature-curated PPIs ranges from 10%

to 40% for experimental yeast two-hybrid PPIs (data not shown).
l Edges will not reveal co-regulation that does not involve physical

interactions.

Connectivity
and modularity

Global network structure is modular and is:
l predictive of co-regulation, physical interaction, shared pathway

membership, and tissue, cell type, or cell compartment specificity
l this structure can also be driven by confounding factors as discussed, so

confounders should be carefully evaluated
l edges or modules can be evaluated for agreement with PPIs or

other -omic data

Network structure reflects structural, enzymatic, and signaling protein
complexes.
l These can be related to coexpression and shared pathway membership.
l Ascertainment biases may be an issue, particularly when using

literature-curated databases.
l The most studied genes (eg, those involved in cancer biology) are

overrepresented in literature-curated data and databases and can form
false “modules”

Annotation Modules can be annotated as follows:
l Pathway enrichment, eg, gene ontology and Kyoto Encyclopedia of

Genes and Genomes
l Both modules and hubs can be assessed for relationships with traits,

including potential biasing factors.
l Module preservation can be evaluated across tissue or diseases.

Modules can be annotated.
l Pathway enrichment and PPI modules can be evaluated for agreement

with PPIs or other -omic data.
l Connectivity metrics such as path length can be evaluated to predict the

effect of disrupting physical interactions mediated by highly
interconnected genes on the network.

Reproducibility Reproducibility can be evaluated:
l Resampling the genes in modules can ensure that a few genes are not

driving the network structure.
l Evaluating independent coexpression data for edge structure can ensure

that biases from an outlier dataset or sample are not driving network
structure.

Reproducibility can be evaluated:
l Resampling can ensure reproducibility and assess significance of

modular interconnectivity; such analyses should control for the
ascertainment bias when using literature-curated data.

l Independent validation can be performed with PPI data from a different
method or literature database (with nonoverlapping studies).

l Relevance to in vivo tissue can be supported by assessing coexpression
of interacting proteins from in vivo data.

Coexpression networks represent pairwise statistical relationships, or correlational networks (Box 11.1), which are often less intuitive to biologists compared with PPI networks, which are a type of direct
physical interaction network.
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TABLE 11.2 Selected Transcriptomic, Protein Interaction, and Integrative Network Studies in Neuropsychiatric Disorders

References Nodes Edges

Description of

Network Network-Level Findings Validation Major Finding

How Are Transcriptional Patterns Perturbed in Brains of Those With Disease?

Voineagu
et al. (2011)

Genome-wide
microarray of about
10,000 genes

Coexpression using
58 samples from 19
people with ASD,
17 CTL subjects in
frontal and temporal
cortex

l WGCNA with
unsigned weighted
network, but genes
were assigned into
modules using
signed criteria;

l Modules annotated
with pathways,
disease status, age,
sex, and potential
confounders.

l Networks structure preserved
between ASD and controls;

l In the ASD versus CTL
network, one module up with
ASD, one down with ASD;

l Module upregulated in ASD
enriched for immune
function, microglial markers;

l Module downregulated in
ASD enriched for synaptic
function, known ASD genes,
and ASD genome-wide
association signal.

l A splicing
regulator hub in
the downregulated
module was
shown to alter
splicing of genes
in the same
module using
RNA-seq;

l Modules correlated
to confounders
were excluded
from the analysis.

Autism involves
convergent cellular
changes between
normal aging
involving synaptic
function and cellular
metabolic processes.

Torkamani
et al. (2010)

Genome-wide
profiling of about
4000 genes

Coexpression using
47 patients with
SCZ, 54 control sub-
jects from frontal
cortex

l Coexpression based
on combining
ARACNE and
WGCNA methods;

l Modules annotated
with pathway/cell-
type enrichment,
association to
disease and age.

l Network structure preserved
between SCZ and control
subjects;

l In SCZ versus CTL network,
five modules were enriched
for genes differentially
expressed in SCZ;

l One module related to
dopamine signaling and
neurogenesis that is
downregulated with age in
controls but not SCZ.

l Used differential
expression from
previous studies to
show enrichment
in four of five SCZ
modules;

l Multiple regression
used to control
postmortem factor
covariates.

SCZ involves failure
of normal develop-
mental downregula-
tion of genes related
to neuronal develop-
ment and dopamine
signaling.

Chen et al.
(2012)

Genome-wide Coexpression using
SCZ, bipolar, and
similarly aged con-
trol brains

l Coexpression using
WGCNA;

l Modules in a similar
manner as above,
but also compared
across disorders.

l Network structure preserved
between SCZ and control
subjects;

l Identified two coexpression
modules related to SCZ
status, one enriched for
neuron differentiation and
neuronal development,
another enriched for
neuron projection;

l Modules were also associated
with disease status in bipolar
disorder, which has genetic
overlap with SCZ.

l Multiple regression
used to reduce
effect of
postmortem
interval, sex, and
pH;

l Two coexpression
modules were seen
across brain
regions and brains
from different
brain banks.

SCZ and bipolar dis-
order have similar
transcriptomic
perturbations.
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Are Specific Pathways, Cell Types, or Circuits Defined by Genome-Wide Transcriptional Networks Affected by Disease Risk Genes or Mutations?

Ben-David and
Shifman (2012)

Genome-wide
microarray profiling
of about 16,000
genes

Coexpression using
1340 samples from
two adults, spanning
hundreds of
anatomic regions

l WGCNA with
unsigned weighted
network;

l Modules annotated
with pathway/cell-
type enrichment,
rare and common
variant enrichment,
regional specificity.

l Three modules were
enriched for candidate ASD
genes, two were enriched for
ASD genome-wide
association signal;

l All three of these modules
were enriched for neuronal
cell markers.

l Three ASD risk
gene-enriched
modules showed
increasing
expression
throughout brain
development;

l Genome-wide
association signal
confirmed using
replication data.

Autism risk genes
affected by inherited
rare and common
variants are coex-
pressed in adult
brain and affect
neuronal function.

Parikshak
et al. (2013)

Genome-wide RNA-
seq of about 15,000
genes

Coexpression using
146 cortical samples
spanning fetal
cortical develop-
ment to early life
from BrainSpan

l WGCNA with
signed weighted
network;

l Modules annotated
with enrichment for
ASD risk genes,
pathways/cell types,
transcription factor
binding, and cortical
layer specificity.

l Two transcriptional/
chromatin regulation-related
modules enriched for risk
genes with rare de novo
mutation;

l Three neuronal/synaptic
development modules
enriched for candidate ASD
genes and ASD gene
coexpression;

l ASD risk modules enriched
for glutamatergic neuron
markers, expression in
cortical layers two to three
in adult cortex;

l Enrichment in modules for
common transcription factor
and Fragile X mental
retardation protein binding.

l Network module
robustness
assessed via
bootstrapping
analysis;

l Validated modules
via PPI enrichment
and independent
expression data;

l Replicated risk
gene enrichments
across multiple
studies;

l Used multiple null
sets as controls.

ASD genetic risk
converges on neuro-
developmental tran-
scriptional and
chromatin regulation,
neuronal and synap-
tic development,
particularly L2e4
glutamatergic
neurons.

Are Selected Disease Risk Genes Associated With Each Other at the Transcriptomic Network Level, and Do They Affect Specific Time Points, Brain Regions, or Cell Types?

Willsey et al.
(2013)

Seeded using nine
statistically sup-
ported risk genes

Search for enriched
seeded coexpression
modules across four
brain region groups
and 13 time
windows

l Search by
constructing 52
modules with about
180 genes and
assessing enrichment
for the remaining
held-out 120 risk
genes.

l Modules identify multiple
converging points for ASD
de novo hits: frontal cortex
in midfetal development,
parietal/temporal/visual
cortex and thalamus/
cerebellum around birth;

l Characterized midfetal
frontal cortex modules,
showing marker enrichment
for neurons, inner cortical
plate, and developing L5/6
glutamatergic neurons.

l Used leave-one-
out cross-
validation for seed
genes;

l Showed module
enrichment with
integrated de novo
and inherited
mutation signal;

l Validated
expression of seeds
in inner/outer
cortical plate in
midfetal
development.

ASD risk genes affect
gene set most coex-
pressed in fetal
dorsolateral prefron-
tal cortex.
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TABLE 11.2 Selected Transcriptomic, Protein Interaction, and Integrative Network Studies in Neuropsychiatric Disordersdcont’d

References Nodes Edges

Description of

Network Network-Level Findings Validation Major Finding

Gulsuner et al.
(2013)

Seeded RNA-seq us-
ing 54 risk genes

Search for maximal
coexpression across
four brain region
groups, three time
epochs in 578
samples

l Search for high
coexpression of 54
risk genes using
binary network
edges thresholded at
jrj > 0.8;

l Compared 54 risk
genes with permuted
set of 54 similar
genes from controls.

l Noted enrichment identified
that SCZ de novo hits affect
gene sets highly
interconnected by PPI and
coexpression during in fetal
prefrontal cortex;

l Ensured network more
interconnected than random
de novo hits from unaffected
siblings across
neuropsychiatric disorders.

l Confirmed 54
genes enriched for
PPIs using
GeneMANIA.

SCZ risk genes affect
gene set most coex-
pressed in fetal
dorsolateral prefron-
tal cortex.

Do Disease Risk Genes Interact With Each Other at the Protein Level?

Sakai et al.
(2011)

Seeded with 35
genes (192 baits)
implicated in mono-
genetic autism
syndromes

Y2H used to create
PPI network from
539 genes (7933
preys)

l 848 direct
interactions, 24
genes were part of
one interconnected
module;

l This module was
expanded using
curated PPIs (from
BioGRID and
HPRD);

l Expanding the initial
network yielded
3507 proteins and
6881 interactions.

Gene ontology enrichment sug-
gested enrichment of “cellular
compartment.” In addition, the
PPI set had high coexpression in
independent mouse brain gene
expression data, particularly in
hypothalamus, cerebellum, and
amygdala.

l Network edge
robustness was
validated by
assessing 44 of 52
randomly selected
PPIs from yeast in
human cells
(nonneuronal).

ASD genes affect
common, interacting
pathways at protein
level.

Corominas
et al. (2014)

Seeded with 191
candidate autism
risk genes (422
baits) with varying
evidence; fragments
related to brain
RNA splice isoforms

Y2H used to create
PPI network from
human ORFeome
5.1 (about 15,000
ORFs)

l 71 baits and 291
preys formed a
module of 506
interactions (629
isoform level PPIs).

l Showed interacting proteins
shared function by other,
independent methods
including GO pathways,
co-regulation by common
transcription factors;

l Demonstrated 1.5-fold
enrichment of preys for
genes hit by 198 de novo
copy number variants (2267
genes), noted additional
importance of isoforms in
PPIs and cross-disorder PPI
relationships.

l Edge robustness
was supported by
four Y2H
experiments
performed for each
interaction; three
of four had to
confirm
interaction;

l Validation of edges
with mammalian
PPI trap assay,
precision of about
90%.

ASD genes affect
common, interacting
pathways and assess-
ment of splice iso-
forms is necessary
for their complete
characterization.
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Li et al. (2014)
(Snyder PPI
paper)

Started with all pro-
teins covered by
physical interactions
in humans in
BioGRID

PPI edges from
BioGRID

l Topological overlap
based clustering of
genome-wide PPIs.

l Identified two modules, one
related to transcriptional
regulation and another to
synaptic function;

l Found synaptic function
module was enriched for
mutations found in a small
set of ASD whole genomes;
this module was also
enriched for gene expression
in oligodendrocytes and
corpus callosum.

l Validation of
specific
interactions or
network as a
whole was not
performed.

ASD-associated
genes may disrupt
protein interactions
between genes high-
ly expressed in oligo-
dendrocytes and
particularly in corpus
callosum, leading to
disruption of cortical
connectivity.

Do Disease Risk Genes Affect Molecular Networks From Multiple Data Sources?

Gilman et al.
(2011)

Seeded with 47 rare
de novo CNVs span-
ning 433 genes
(Levy et al., 2011)

Genome-wide
phenotypic back-
ground network of
likelihood ratios pri-
marily reflecting
probability of shared
PPI and pathway

l Greedy search for
clusters connecting
seed genes, allowing
up to one or two
genes per CNV;

l Modules annotated
by network
connectivity to GO
and KEGG pathways
using background
network.

l Identified interconnected
gene set enriched for
axonogenesis and
morphogenesis of dendritic
spines;

l No clusters were found with
ultrarare inherited CNVs;

l CNVs found in females
affected genes that were
more interconnected in
networks than male genes,
suggesting disruption of
these genes leads to more
severe consequences.

l Network edges
were robust,
weighted using
independent data
on molecular
phenotypes shared
in humans
(Feldman,
Rzhetsky, &
Vitkup, 2008);

l No network-level
validation was
performed.

Genes affected by de
novo CNVs in ASD
affect a convergent
molecular network
related to neuronal
functioning.

Gilman et al.
(2012)

Seeded with 1044
genes from de novo
CNVs and SNVs, as
well as common
variants

Similar to NETBAG
in Gilman et al.
(2011)

Similar to NETBAG in
Gilman et al. (2011),
with special consider-
ations for SNVs and
CNVs when computing
the significance of
modules.

l Identified two clusters, both
of which had CNVs and
SNVs;

l Both clusters have higher
median expression during
brain development;

l One cluster enriched for
synaptic function, related to
ASD and ID genes;

l Other cluster enriched for
chromatin regulators;

l Literature mining suggested
that genes in ASD and SCZ
clusters result in different
phenotypes despite overlap.

l Pathways enriched
in one cluster were
also found to be
differentially
expressed in SCZ
cell culture model.

Genes affected by
diverse types of ge-
netic variation in
SCZ affect similar
molecular pathways
as ASD and ID, but
may have different
functional
consequences.
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TABLE 11.2 Selected Transcriptomic, Protein Interaction, and Integrative Network Studies in Neuropsychiatric Disordersdcont’d

References Nodes Edges

Description of

Network Network-Level Findings Validation Major Finding

Chang, Gilman,
Chiang, Sanders,
and Vitkup (2015)
(NETBAG+ in
ASD)

Seeded with 580
genes affected by de
novo SNVs, 434
affected by de novo
CNVs

Similar to NETBAG
in Gilman et al.
(2011)

Similar to NETBAG in
Gilman et al. (2012)

l Identified one major cluster,
divided it into four
subclusters;

l Annotated clusters based on
gene expression in brain
development, IQ of
individuals harboring
mutation in genes in cluster,
and cell typeespecific gene
expression bias.

l No validation of
network was
performed.

Genes affected by
diverse types of ge-
netic variation in
ASD affect pathways
related to specific
cell types. More se-
vere mutations are
found in females and
low-IQ individuals,
in genes with higher
expression during
fetal brain
development.

Hormozdiari,
Penn, Borenstein,
and Eichler (2015)
(MAGI)

Seeded with 877
genes implicated by
de novo SNVs in
ASD and ID

Coexpression from
gene expression in
brain and PPI from
BioGRID

l Started with “seed
pathways,”
annotated pathways
with many
mutations;

l Expanded pathways
via an objective
function maximizing
intramodular
connectivity relative
to intermodular
connectivity but
also based on
maximizing
mutations found in
patients compared
with control
subjects.

l Identified different but
mostly overlapping modules
across diseases ranging in
size from about 50 to 100
genes;

l Main finding was two
modules, one comprising
earlier expressed genes
involved in transcriptional
regulation and chromatin
modification, another with
genes involved in synaptic
development;

l All modules identified were
highly constrained: they had
few mutations in controls,
which suggests they identify
genes under purifying
selection.

l Authors showed
that identification
of modules was
similar using
different brain
regions and
different PPI
databases.

Genes affected by de
novo SNVs in ASD,
ID, and other disor-
ders affect conver-
gent sets of gene
expressed during
brain development
that are under
considerable purify-
ing selection.

ARACNE, Algorithm for the Reconstruction of Accurate Cellular Networks; ASD, autism spectrum disorder; CTL, control; GO, gene ontology; IQ, intelligence quotient; KEGG, Kyoto Encyclopedia of Genes and Ge-
nomes; ORFs, open reading frames; PPI, proteineprotein interaction; RNA-seq, RNA sequencing; SCZ, schizophrenia; WGCNA, weighted gene coexpression network analysis; Y2H, yeast two-hybrid.
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neurotransmitter signaling and release and vesicle transport. This module also contained a significant signal from rare and
common variants, which suggests that it is the primary causal module. The upregulated module, referred to here as
asdM16, corresponded to genes expressed in microglia and, to a lesser extent, astrocytes, which is consistent with
upregulation of microglia observed in small studies of ASD postmortem brain (Morgan et al., 2012; Tetreault et al., 2012).
Inspection of the hub genes in the downregulated asdM12 suggested alterations in splicing connected to downregulation of
the hub gene RBFOX1, which was experimentally validated by RNA sequencing and alternative splicing analysis. In
addition to the identification of biologically coherent processes, the use of weighted gene coexpression network analysis
(WGCNA) (Zhang & Horvath, 2005) allowed the authors to determine the strength of the relationship of asdM12 and
asdM16 with postmortem changes and other potential confounders including postmortem interval, RNA quality, age,
seizure status, and neuropsychiatric medication status. Thus, transcriptomic networks provide an essential organizational
framework that demonstrates a shared molecular pathology across two-thirds of ASD cases profiled. Importantly, similar
synaptic and microglial pathways have been identified in other brain regions with RNA-seq and network analysis (Gupta
et al., 2014).

Consistent results have also emerged from transcriptomic studies of postmortem brain from schizophrenic subjects,
highlighting downregulation of GABAergic markers and mitochondrial genes, as well as neural immune changes
(Hashimoto et al., 2007; Mirnics, Middleton, Marquez, Lewis, & Levitt, 2000). Network analysis has identified SCZ-
specific modules by applying a modification of the WGCNA approach (Torkamani et al., 2010). Interestingly, overlap
between SCZ and bipolar disorder has been supported by cross-disorder transcriptome analyses (Akula et al., 2014; Chen
et al., 2012; Shao & Vawter, 2008), which is consistent with genetic studies revealing significant overlap in risk alleles
between the disorders (Cross-Disorder Group of the Psychiatric Genomics Consortium et al., 2013; Network and
Consortium, 2015). As a next step, transcriptomic analysis with WGCNA could provide a framework for cross-disease
comparison at a functional genomic level. This may reveal disorder overlap and specificity at a molecular pathway
level (Parikshak et al., 2015).

Because of the influx of neurobiologically relevant genomic and transcriptomic data, it has become possible to integrate
risk genes identified by whole-exome sequencing (WES) (Iossifov et al., 2012; Neale et al., 2012; O’Roak et al., 2012;
Sanders et al., 2012) with transcriptome data spanning multiple brain regions and developmental stages (Colantuoni et al.,
2011; Kang et al., 2011). One study used WGCNA to construct genome-wide coexpression networks (Box 11.1) from
8 weeks postconception to 1 year of age in human cortex and assessed how both ASD and intellectual disability (ID) risk
genes are involved in cortical development, cell types, and circuits (Parikshak et al., 2013). Robust, independently repro-
ducible coexpression modules that were supported by PPIs were identified. Module hubs were shown to reflect the known
timing of molecular processes closely during human cortical development. Enrichment analysis with multiple ASD risk gene
sets identified five developmentally regulated coexpression modules enriched for ASD-associated risk genes but not ID or
multiple control genes. Two of these risk modules were enriched for de novo mutations from WES and were found to be
related to pathways involved in transcriptional and chromatin regulation, including the BAF (SWI/SNF) complex (Ronan,
Wu, & Crabtree, 2013). The three other modules were later upregulated in cortical development and were enriched for
heterogeneously defined ASD candidate genes (Basu, Kollu, & Banerjee-Basu, 2009) that harbored mostly inherited mu-
tations. These modules were also enriched for genes in the module downregulated in ASD cortex found by Voineagu et al.
(2011), which was consistent with observations by the coexpression study of adult brain (Ben-David & Shifman, 2012).

Seed-Based Approaches

Another study applied a seed-based approach (Box 11.1) to ask a similar question about how genes identified by WES
affect brain development. Willsey and colleagues searched spatial and temporal combinations of microarray data from
brain tissue across neurodevelopment to identify coexpression networks enriched for ASD risk that were seeded around
nine high-confidence ASD risk genes identified by WES. These authors asked if, when, and where this subset of genes
affected by rare variation in ASD converges during brain development. Using the seed genes, the authors constructed
binary coexpression networks based on the top 20 correlations for each seed for various spatial and temporal combinations,
resulting in 85 networks. Each of these networks was evaluated for enrichment from 122 additional genes supported by
WES evidence, which identified four spatiotemporal combinations that passed stringent correction for multiple testing. The
authors then focused on convergence in the prefrontal cortex subnetwork that spanned PCW 10e24, and supported ASD
risk enrichment by demonstrating increased genetic risk based on WES data that included inherited variation (He et al.,
2013). Notably, the authors did not find enrichment for known PPIs or molecular pathways. This was likely because of the
relatively small size of their coexpression modules, as well as the use of unsigned correlation analysis, which does not
account for the directionality of correlations when defining modules.
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Both genome-wide and the seeded approaches identified enrichment for ASD risk genes during fetal development and
further demonstrated enrichment for cortical glutamatergic projection neurons. This suggests that despite the locus
heterogeneity of ASD, there is a specific cell-type disruption in many cases. Notably, the genome-wide network study
(Parikshak et al., 2013), which assessed both ASD and ID genes, suggested that upper cortical layer disruption would
result in more ASD-like phenotypes, whereas lower layer disruption would result in ID. Other studies have also identified
fetal cortical development as affected by mutations in ASD (Miller et al., 2014; Stein et al., 2014; Steinberg & Webber,
2013).

In SCZ, a seeded spatial and temporal search of coexpression networks identified fetal development of the PFC as the
point of molecular convergence among risk genes (Gulsuner et al., 2013). These authors took genes hit by rare de novo
single-nucleotide variants (SNVs) from a small WES screen as seeds and demonstrated that the genes formed a network
that is enriched for PPI. They next screened binary coexpression networks formed by these genes across brain regions and
time points and identified significant coexpression among risk genes in fetal prefrontal cortex relative to similarly sized
gene sets from mutations in unaffected individuals. However, this study did not evaluate cell type, laminar, or
co-regulatory relationships or assess whether genes outside the seed set might be involved in SCZ during brain devel-
opment. Because larger sets of risk genes are now available in SCZ (Fromer et al., 2014; Purcell et al., 2014), it will be
valuable to replicate and extend this finding.

ProteineProtein Interaction Networks

As mentioned in the “Introduction” section, although PPI networks have the advantage of representing strong interactions,
there are also several disadvantages, the most important of which are incomplete coverage of the interactome and reliance
on nonneural or in vitro experiments (Hakes, Pinney, Robertson, & Lovell, 2008; Hart et al., 2006). Despite this, PPI
networks provide an important and useful alternative to gene coexpression, because PPIs reflect true molecular in-
teractions. Three important examples of the use of PPI in ASD are the work of Sakai et al. (2011), Corominas et al. (2014),
and O’Roak et al. (2012) (Table 11.2). Sakai et al. (2011) performed the first PPI analysis of neurodevelopmental disease
genes using a yeast two-hybrid system to perform an in vitro screen of 35 syndromic or major effect candidate ASD genes.
They found that these seed genes were highly interconnected at a protein level, and identified many previously unknown
interactions involving major risk genes for neurodevelopmental disorders. Corominas et al. (2014) analyzed interactions
between the protein products of several hundred ASD risk genes. Importantly, they used neuronal splice isoforms of these
genes and found that these isoform-level PPIs identified distinct interactions and corresponded with known ASD risk genes
and copy number variants (CNVs).

O’Roak et al. employed seed-based networks with literature-curated PPIs compiled from many studies (Mostafavi, Ray,
Warde-Farley, Grouios, & Morris, 2008) to ask whether ASD risk genes identified by exome sequencing interacted more
than expected by chance. Based on the hypothesis that proteins interacting with ASD risk genes are more likely to harbor
risk mutations as well, these investigators performed targeted sequencing of proteins within a core subnetwork across
thousands of additional individuals and identified significantly more mutations affecting the genes chosen by PPI compared
with chance. Remarkably, this work demonstrates that despite immense locus heterogeneity in rare mutations, convergence
exists at the level of protein interactions among some mutations.

However, because PPIs in these studies are not from neural-specific tissue or cell types, like most current approaches
based solely on PPI, these approaches cannot define neural circuits or developmental stages without integrating additional
data (Table 11.1). To circumvent this problem, we suggest studies start with tissue- or cell-specific transcriptional networks
that then combine known PPIs (Parikshak et al., 2013) or evaluate coexpression in PPI-defined modules (Li et al., 2014;
Sakai et al., 2011). In addition, proteomic approaches can provide compartmental specificity, so filtering coexpression
relationships by experimentally identified postsynaptic density proteins (Bayés et al., 2010) may provide a
compartment-level specificity to networks.

Integrative Network Approaches

Multiple levels of -omic data may contribute unique functional insights and increase power to detect molecular conver-
gence. This has motivated the integration of genetic and functional evidence to identify genes or pathways in ASD. The
network-based analysis of genes (or NETBAG) approach (Gilman et al., 2011) defines networks in which highly connected
genes are more likely to participate in the same phenotype. Edges in the network are primarily based on shared PPI edges,
shared gene ontology (GO) (Ashburner et al., 2000), or Kyoto Encyclopedia of Genes and Genomes (Ogata et al., 1999)
term membership. Each data type’s contribution to edges is weighted based on relationships among a known set of disease
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genes (Feldman et al., 2008), and these different weights are combined to construct a phenotypic “background network” in
which gene lists of interest are assessed for high connectivity using a permutation analysis.

When seeded with 75 disparate de novo CNV deletions spanning 746 genes found in ASD, NETBAG found a cluster
related to synaptic function, whereas a similarly sized set of genes affected by inherited rare CNVs did not cluster (Levy
et al., 2011). Furthermore, genes in CNVs from females contributed more to the cluster connectivity than did those from
males, which suggests that females are affected by more severe genetic hits, which has been replicated in exome
sequencing studies (Ronemus, Iossifov, Levy, & Wigler, 2014). In addition, a later study (Noh et al., 2013) evaluated a
larger number of cases and demonstrated that in addition to CNV deletions, duplications affect an interconnected PPI
network. This network was enriched for multiple knockout mouse phenotypes and synaptic transmission, which is
consistent with the initial NETBAG findings (Gilman et al., 2011).

NETBAG has also been applied to assess the effect of rare de novo CNVs and SNVs in SCZ (Gilman et al., 2012) in a
method called NETBAGþ. NETBAGþ identified two clusters: one related to axonal guidance, neuronal migration, and
synaptic function, and another enriched for chromatin modifiers. Both clusters were expressed more highly during fetal
brain development, and the first cluster was shown to be highly connected in the phenotypic background network with
candidate lists of ASD and ID genes as well as with the previously identified cluster that was defined by CNVs in ASD.
The authors disentangled the overlap between ASD and SCZ genes by mining the literature to suggest that mutations in
ASD increase spine or dendrite growth whereas those in SCZ decrease it (Gilman et al., 2012). Taken together, it is clear
that integrative network analysis can identify shared pathways among disorders. However, the ultimate reliance on
transcriptional profiles to place identified clusters in a neurobiological context suggests that it is necessary to add more
brain- and disorder-relevant data into these approaches to derive more refined insights.

Themes From Cross-Method Comparisons

We have reviewed how network approaches provide unique insights for understanding biological pathways and points of
convergence in neurodevelopmental disorders such as ASD. Each of the analyses that have been used in ASD has its
strengths and weaknesses. The comparisons that we provide in this chapter demonstrate a degree of agreement among
methods, and several informative conclusions can be made:

1. Existing methods are limited in resolution for offering new neurobiological insights based on enrichment analyses with
existing laminar and cell typeespecific gene sets. One reason for this could be that current coexpression and PPI data
sets are of limited resolution, and better data are needed to construct these networks. Another reason could be that the
set of biological pathways affected by genetic risk in ASD is actually large, and it will be necessary to subdivide ASD
mutations based on phenotypic heterogeneity.

2. Seeded approaches identify smaller modules but do not necessarily offer greater specificity for neurobiological path-
ways compared with genome-wide approaches. Therefore, either more informative seeds will need to be chosen or
additional data will need to be integrated into these approaches to identify more specific pathways.

3. There is a large overlap among seeded and unseeded methods, it is apparent that severe ASD risk mutations implicated
by many methods disrupt common genes and biological processes that occur during brain development. This may
reflect a disruption of core neurobiological pathways that have been subjected to canalization (Masel & Siegal,
2009; Suliman, Ben-David, & Shifman, 2014; Waddington, 1942) and have been under purifying selection in humans
(Samocha et al., 2014; Uddin et al., 2014). The consequence of canalization would be that these genes and biological
processes are buffered against small perturbations, but large-effect mutations can disrupt them. Thus, the most severe
(rare de novo variant) mutations lead to variable phenotypic effects and severe neurodevelopmental disorders including
ASD, SCZ, epilepsy, and ID (Fromer et al., 2014; Krumm, O’Roak, Shendure, & Eichler, 2014), whereas milder
mutations with additive effects may cause more specific phenotypes (Cross-Disorder Group of the Psychiatric
Genomics Consortium et al., 2013).

CONCLUSIONS AND FUTURE DIRECTIONS

To identify more specific pathways using network methods, it will be important to evaluate genome-wide data derived
from neurobiological studies at high spatial and temporal resolution, particularly during early brain development. Not
every gene in these early neurobiological processes, which include transcriptional regulation and chromatin modification,
will be observed as mutated with an observable high-impact effect. Many mutations could be lethal and cause spontaneous
abortion, whereas others may not yield a phenotype because a gene performs a redundant role in a biological pathway.
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Lack of appropriate prior evidence is likely to limit the predictive value of the seed-based approach for identifying novel
genes or novel neurobiological pathways in ASD, whereas a lack of ideal spatial and temporal sampling of human brain
development limits the resolution of both seed-based and genome-wide methods. Based on the distinct biological processes
implicated by coexpression modules in brain development (Parikshak et al., 2013), we predict that disruption of genes that
peak at different points of development yields different phenotypic outcomes. To evaluate this properly, very high temporal
resolution transcriptomes will be necessarydmany individuals’ worth of data per week of fetal development and postnatal
development owing to the rapid changes occurring at these developmental epochs. This will benefit both genome-wide
coexpression networks and seeded coexpression networks to achieve greater specificity. Current data sets lack this tem-
poral resolution because only one to three individuals are available for most time points, and most fetal time points are
weeks apart from each other. In addition, the appropriate data may never be available for the third trimester of fetal
development, so it may be necessary to evaluate these stages in nonhuman primates (Bernard et al., 2012; Sunkin et al.,
2013) or in vitro, once viable comparisons between in vitro and in vivo cell types can be established (Stein et al., 2014).

To gain additional biological insights about the affected cell types, it will be necessary to pursue temporal trajectories in
individual cell types or a lineage tree of cortical cell types. Molyneaux et al. (2015) demonstrated how this could be done
using mice, and claimed a similar approach could work in humans. Because currently available PPIs contain no cell
typeespecific information, a promising avenue is to use cell typeespecific transcriptomes and epigenomes to elucidate the
important regulatory networks during cell fate determination in the cortex, as has been done for the development of blood
cells (Lara-Astiaso et al., 2014). Such a method, which would likely track cells from neural progenitor status to differ-
entiated neuronal subtypes and profile transcriptomes, histone markers, and open chromatin for homogeneous populations
defined by combinations of cellular markers, could identify the important regulatory changes at each lineage branch point
and identify which steps of cortical development might specifically be affected in ASD by different mutational processes.

Here we have reviewed and summarized multiple approaches to gene network analysis in neuropsychiatric disorders
(Table 11.2). We find that the general framework in Box 11.1 aids in understanding many network biology studies, and we
hope the comparisons provided in this chapter highlight the benefits and challenges inherent to different approaches (Allen
et al., 2012). Molecular biology, neuroscience, and psychiatry are on an inexorable path to sequence more genomes and
measure neurobiological function at ever-increasing depth and resolution. With massive amounts of data inundating the
field, it will be essential to apply network approaches to organize this information into knowledge, and systematically link
genetic variants to neurobiological pathways and phenotypes.
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INTRODUCTION

Human genetic diseases have traditionally been thought to reflect either inherited or de novo variations in the genome.
Inherited mutations are present in all cells of the affected individual and can be detected in any cell of the body, including
readily available peripheral blood cells; they are referred to as “germ line.” De novo mutations usually refer to mutations
that occur for the first time in a parent’s germ cell but are inherited by all cells at the time of fertilization, and hence are
present in all cells of the offspring. On the other hand, somatic mutation is a postzygotic mutational event that leads to an
individual having two or more populations of cells with distinct genotypes, despite developing from a single fertilized egg
(Biesecker & Spinner, 2013; Poduri, Evrony, Cai, & Walsh, 2013), and thus represents a subset of the larger category of de
novo mutations.

There is increasing recognition of the role of germ line de novo mutations in neuropsychiatric diseases, including
autism spectrum disorders (ASDs), epilepsy, and schizophrenia (Michaelson et al., 2012; Neale et al., 2012; O’Roak et al.,
2011; O’Roak, Vives, Girirajan, et al., 2012; Riviere et al., 2012; Sanders et al., 2012; Veltman & Brunner, 2012). These
de novo mutations arise in the sperm or egg of the parent during gametogenesis and hence are absent in the blood of the
parents but are present across all cell types in the affected individual. However, de novo or spontaneous mutations also can
occur after fertilization, during mitotic cell divisions. These mutations lead to an individual being mosaic, with only a
subset of cells harboring the mutation, which is referred to as somatic mosaicism. These mutations will also be absent in the
parents, and depending on the timing of mutation with respect to embryonic development, may affect cells across all cell
types or may be present in only a few specific cell types (Jamuar et al., 2014; Kennedy, Loeb, & Herr, 2012; Poduri et al.,
2013). Whereas the role of somatic mutation in cancer cells is well established (Watson, Takahashi, Futreal, & Chin,
2013), appreciation of an analogous role for somatic mutations that occur randomly during normal mitotic cell divisions of
embryonic development and are present in clones of cells in one or more tissues of the body has been relatively recent.

“Obligatory” somatic mutations have been described in several noncancerous disorders, including McCune Albright
syndrome (caused by activating mutations in GNAS) (Weinstein et al., 1991), Sturge-Weber syndrome (caused by
mutations in GNAQ) (Shirley et al., 2013), Proteus syndrome (caused by activating mutations in AKT1) (Lindhurst et al.,
2011), and hemimegalencephaly (HMG) (which is caused by strongly activating mutations in PIK3CA, PIK3R2, and
AKT3) (Lee et al., 2012; Poduri et al., 2012; Riviere et al., 2012). These “obligatory” somatic mutations appear to reflect
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mutations that are lethal when present in the germ line. On the other hand, somatic mutations have also been observed in a
fraction of patients with tuberous sclerosis, double cortex, periventricular nodular heterotopia, and bilateral mega-
loencephalic disorders (caused by mildly activating mutations in AKT3/PIK3CA/PIK3R2) presenting as milder versions of
the germ-line condition (Lee et al., 2012; Poduri et al., 2013; Riviere et al., 2012). Whereas somatic mutations have been
reported in a range of other genetic conditions (Poduri et al., 2013), the broader relevance of somatic mutations to other
neurologic conditions such as autism and epilepsy in persons without structural brain malformations is not known.

With advances in genomic technologies, there has been an expansion in our knowledge of types of tissues in which
somatic mutations, especially in the context of neuropsychiatric disorders, have been detected, as well as the kinds of
mutations being detected (Table 12.1). Somatic mutations could reflect point mutations (also known as single-nucleotide
variants [SNVs]), insertions/deletions (indels), copy number variants (CNVs) (including chromosomal aneuploidy), short
tandem repeats, and transposable element variants. Here we will review the current state of data about somatic mutations
in human neurological disease. We highlight the estimation of the prevalence of these somatic mutations in disorders of
brain development and discuss the challenges of identifying such rare mosaic mutations. We further discuss how
emerging techniques will allow more refined study of the types and rates of somatic mutation and genomic variation in the
brain.

CORTICAL CLONAL ARCHITECTURE AND SOMATIC MUTATIONS

A specific progenitor cell in which a somatic mutation occurs will transmit the mutation to all of its daughter cells. The
effects of this mutation will depend on the type of progenitor cell and timing during development at which the mutation
occurs. Hence, understanding the clonal architecture of the developing human brain can help us understand how somatic
mutations cause genetic disease. As neurons undergo layer specification through a series of fate restriction and specifi-
cation processes during or after mitosis (Greig, Woodworth, Galazo, Padmanabhan, & Macklis, 2013), any disruption to
this process may place an individual at risk for localized, cell typeespecific or even layer-specific functional
abnormalities.

The principal excitatory neurons of the cerebral cortex and hippocampus are derived from an embryonic neuro-
epithelium, with progenitor cells lining the ventricular surface deep in the brain (Kriegstein, Noctor, & Martinez-Cerdeno,
2006). Cerebral cortical progenitors produce postmitotic neurons that migrate radially from the deep ventricle to the
superficial, outer layers of the brain. The exact details of this radial migratory path have not been established in humans, so
it is not known how much dispersion of neurons with common clonal origins takes place during this radial migration
(Franco & Muller, 2013). Clones of related pyramidal neurons generally maintain a funnel shape in animal models but are
typically highly interspersed with neurons of diverse clonal origins (Kornack & Rakic, 1995; Magavi, Friedmann, Banks,
Stolfi, & Lois, 2012; Reid, Tavazoie, & Walsh, 1997; Walsh & Cepko, 1992; Ware, Tavazoie, Reid, & Walsh, 1999).
Thus, somatic mutations could produce clones of mutant cells that might concentrate in functional regions of the cortex
(Rakic, 1988), but likely as a small proportion of the cells in the region harboring the mutation, so that it might be difficult
to detect them using standard techniques of bulk tissue analysis. Focal cortical dysplasias appear to be funnel-shaped on
neuroimaging and may represent somatic mutations of deep pyramidal-neuron progenitors, although this has not been
completely worked out. Studies have shown increased activation as well as mutations of AKTemTOR pathway in focal
cortical dysplasias (Conti et al., 2014; Liu et al., 2014).

In contrast to pyramidal neurons, other cell types of the brain show even less evidence of clonal clustering and hence
would be expected to be widely scattered throughout the human cortex, assuming human cortical development resembles
that of other mammals. In animal models, inhibitory neurons that populate the cerebral cortex are formed outside the cortex
in a second proliferative zone in the basal forebrain, called the ganglionic eminence, which generates the basal ganglia.
These neurons migrate large distances in a nonradial direction before turning radially to enter the cortex (Pleasure et al.,
2000). There is good evidence that human interneurons are formed by a similar mechanism (Hansen et al., 2013).
Astrocytic glial cells arise from several sources, including progenitors that also generate principal neurons (Reid et al.,
1997), whereas oligodendrocytes arise in the basal forebrain that generates cells for the entire forebrain (Kessaris et al.,
2006). Hence, inhibitory cells carrying common somatic mutations would be expected to be dispersed throughout the
cortex, and neighboring cells in the cortex may have diverse clonal origins. This complex architecture makes it difficult to
detect somatic mutations through bulk tissue sequencing or genotyping using standard techniques, and hence it has been
difficult to estimate the significance of somatic mutations in disorders of brain development. In addition, because complex
neural circuits are highly interconnected throughout the cortex, localized disruptions caused by somatic mutations may
affect widespread networks, leading to substantial disease (Poduri et al., 2013).
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SOMATIC MUTATIONS IN NORMAL BRAIN

Mosaic aneuploidies, ie, loss or gain of chromosomes, were first reported in the cerebral cortex of normal developing mice
(Rehen et al., 2001). Subsequent studies suggested that 20e30% of adult mouse and human brain cells were aneuploid
(Rajendran, Wellbrock, & Zupanc, 2008; Rajendran et al., 2007; Westra et al., 2008; Westra et al., 2010). These studies
used spectral karyotyping and/or fluorescent in situ hybridization (FISH), which have not been widely used as quantitative
techniques to study aneuploidy, to determine the rate of aneuploidies. Other studies using single-cell genome-wide ana-
lyses have demonstrated a much lower rate of aneuploidy in the mammalian brain, with fewer than 5% of neurons reported
to be aneuploid at the level of an entire chromosome (Cai et al., 2014; Knouse, Wu, Whittaker, & Amon, 2014; McConnell
et al., 2013). Although aneuploidies are not as common as previously suggested, single-cell genome-wide analyses suggest
that subchromosomal CNVs are common in single neurons, such that most neurons show at least one large CNV > 1 Mb
in size creating a potential genomic mosaic that displays a predominance of hypoploidy over hyperploidy (Cai et al., 2014;
McConnell et al., 2013).

It is also been suggested that retrotransposition of long interspersed nuclear elements (L1) is a special subset of so-
matic mutation that may have a critical role in nervous system development (Coufal et al., 2009; Muotri et al., 2005).
Retrotransposon insertion can cause gene mutation by inactivating genes, by inserting into them or changing patterns of
gene expression. Initial estimates of these events suggested that dozens of somatic L1 insertions may be present in each
neuronal genome (Coufal et al., 2009). However, quantitative analysis by a single-cell sequencing approach confirmed
that L1 retrotransposition occurs during neurogenesis in the human brain, but suggested a rate of less than one unique
insertion per neuronal genome. This suggests that they are an occasional source of mutation but not an obligatory event in
neurogenesis (Evrony et al., 2012). Further work is required to determine L1 retrotransposition rates across different
regions of the human brain and assess the potential role of these and other types of somatic mutations in neurological
disease.

SOMATIC MUTATION IN NEUROLOGICAL DISEASE

“Brain-Only” Somatic Mutations

Genetic disorders of neuronal migration in the brain have been previously estimated to be associated with somatic
mutation in 5e10% of patients. However, application of a highly sensitive sequencing panel along with very high
(>200 times) coverage, next-generation sequencing (NGS) identified as many as 30% of unexplained brain malfor-
mations that could be diagnosed as genetically reflected somatic mosaic mutations (Jamuar et al., 2014). Mutations in
the gene lissencephaly 1 (LIS1) are typically associated with a “smooth brain” phenotype of lissencephaly, whereas
mutations in doublecortin (DCX), located on the X chromosome, are associated with lissencephaly in males but
subcortical hand heterotopia pattern in females because X chromosome inactivation creates mosaic populations of cells
in the female that have either normal or abnormal DCX function (Fig. 12.1) (Gleeson et al., 1998). Similarly, somatic
mutations in LIS1 and males with somatic mutations in DCX can exhibit a double cortex because only some neurons
carry the mutation (Gleeson et al., 2000; Sicca et al., 2003). Brain malformations have been reported in patients when as
few as 10% of blood cells carry somatic mutations (Fig. 12.1) (Jamuar et al., 2014), although how precisely the
proportion of mutant blood cells predicts the proportion of brain cells carrying the mutation is not known. The presence
of these mutations in the DNA derived from leukocytes suggests that the somatic mutation occurred relatively early
postzygotically.

Other focal malformations of cerebral cortical development had been hypothesized to occur via somatic mutation in the
developing brain, but testing required the availability of the affected brain tissue. We and others have reported on the role
of somatic activating mutations in PI3KeAKTemTOR pathway in the formation of brain malformations including HMG
(Lee et al., 2012; Poduri et al., 2012; Riviere et al., 2012). Some of these mutations are detectable only in the affected tissue
and are absent in the leukocytes, and hence represent “brain-only” somatic mutations (Poduri et al., 2012). However,
somatic de novo mutations in AKT3 and PIK3CA have been reported to be detectable at low levels in leukocytes as part of
the megalencephalyecapillary malformation and megalencephalyepolydactylyepolymicrogyriaehydrocephalus syn-
dromes (Lee et al., 2012; Riviere et al., 2012).

These studies suggest that brain overgrowth syndromes and neuronal migration disorders can be caused by somatic
mutations in brain progenitor cells. In some, these mutations occur early enough in development to be present in many
tissues, affecting cells outside the brain as well. In contrast, other mutations might be limited to the brain because they
occur after the embryonic separation of brain from nonbrain tissue.
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“Second-Hit” Mutations Produce Mosaicism

In several dominantly inherited conditions, an individual exhibits a heterozygous germ-line variant, present in all cells,
with a somatic second mutation leading to overgrowth of specific tissues, as per the “two-hit” model of Knudson
(Knudson, 1971). For example, neurofibromatosis type 1 (NF1) is characterized by germ-line mutations in the gene NF1
and is associated with optic gliomas and focal lesions of the skin and peripheral nervous system. A second mutation in the
other NF1 allele is known to cause neurofibromas (Garcia-Linares et al., 2011). Similarly, in a related neurocutaneous
disorder, tuberous sclerosis complex (TSC), somatic second mutations have been shown in nonenervous system tumors of
TSC, subependymal giant cell astrocytomas, and noncancerous cortical tubers in patients with TSC (Niida et al., 2001;
Qin, Chan, et al., 2010). These “two-hit disorders” suggest how common a somatic mutation in any given gene can be,
because the same gene can be independently mutated in many organs of the body. For instance, a typical patient with TSC
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FIGURE 12.1 Level of somatic mosaicism and severity of phenotype. Axial magnetic resonance images of individuals with somatic mutations (A, B,
E, and F) compared with individuals with germ-line mutations (C, D, and G) show a spectrum of the severity of the phenotype. The figures in the top row
(AeD) show individuals with mutations in DCX and the severity of the double cortex, whereas figures in the bottom row (EeG) show individuals with
mutations in LIS1 and the severity of lissencephaly. The severity of the phenotype increases as the proportion of cells with the mutation increases. DCX is
on the X-chromosome and for the female with a germ-line mutation (C) it appears as though the mosaic is caused by random X-inactivation in the
migrating neurons.
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will show dozens of cerebral hamartomas, known as tubers, in the brain, which suggests that the corresponding TSC gene
underwent dozens of secondary somatic mutations on top of the inherited germ-line mutation.

Neurodevelopmental Disorders Caused by Somatic Mutations

De novo mutations have been implicated in almost all neurodevelopmental and neuropsychiatric disease, most notably
intellectual disability (ID) and ASDs. A study employing whole genome sequencing (WGS) in ID identified de novo
mutations as the most common causes and further noted that several of these appeared to be somatic mosaic mutations
(Gilissen et al., 2014). De novo point mutations appear to be common collectively as a cause of ASD, although any given
gene appears to be implicated infrequently. A large-scale study of ASD whole exome sequences identified de novo
mutations in about 5% of patients, about 10% of whom appeared to be somatic mosaic (O’Roak, Vives, Fu, et al., 2012).
However, because of limited coverage of typical whole exome sequence, many somatic mosaic mutations could be missed
in whole exome sequence (Fig. 12.2) (Jamuar et al., 2014). De novo mutations in MeCP2 gene cause Rett syndrome (Amir
et al., 1999) and mosaic mutations have been reported in males with both classic and atypical forms of Rett syndrome
(Pieras et al., 2011; Topcu et al., 2002). Our ability to detect a pathogenic somatic mutation using current clinical methods
depends on its abundance in leukocytes. It is possible that some cases of autism, epilepsy, and perhaps other neuropsy-
chiatric conditions such as schizophrenia may show roles for somatic mutations that have been overlooked by Sanger
sequencing.

Neurological Diseases Caused or Modulated by Somatic Mutations

Some cases of neurodegenerative diseases have been associated with somatic mutations or can be modified by somatic
mutations. Some cases of incontinentia pigmenti result from somatic mutations in the NF-k-B essential modulator gene
(Smahi et al., 2000). A case of sporadic, early-onset Alzheimer disease was attributed to a somatic mosaic presenilin-1
mutation present in the brain (Beck et al., 2004) and another case of sporadic CreutzfeldteJakob disease was caused by an
early embryonic somatic mutation identified by the presence of three alleles for the gene encoding major prion protein PrP
(Alzualde et al., 2010). Somatic mutations in alpha-synuclein have been reported in association with Parkinson disease

FIGURE 12.2 Comparison of coverage on WES versus deep-targeted sequencing. The figure shows coverage of the entire TUBB2B gene (top panel)
and zoomed-in view (bottom panel) of the region near the variant (box in top panel). The top panel illustrates the variable coverage (in gray) across
different exons of the same gene (TUBB2B), both on WES and targeted sequencing. The bottom panel demonstrates the difficulty in discerning the
mutation (black box) from background sequencing-related error on low-coverage WES. However, the mutation (black box) is easily recognized on high
coverage targeted sequencing. More importantly, the mutation was filtered out on WES owing to the extremely low coverage (4�). Dotted line represents
the typical depth (10�) used as a cutoff for WES analysis.
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(Proukakis, Houlden, & Schapira, 2013). Some neurodegenerative diseases, including Huntington disease, dentatorubral
pallidoluysian atrophy, and Fragile X syndrome, are caused by inheritance of microsatellite repeats that are highly unstable
and can exhibit marked somatic heterogeneity in repeat lengths across brain regions and tissues of affected individuals
(Hashida et al., 2001; Hellenbroich, Schwinger, & Zuhlke, 2001; Ito et al., 1998).

In individuals with epilepsy, use of NGS has identified several monogenic causes of well-characterized epilepsy
syndromes, predominantly showing mutations in ion channel or neurotransmitter receptor subunits. Disheveled, Egl-10 and
pleckstrin domain containing protein 5 (DEPDC5) has been recognized as a major cause of autosomal dominant focal
epilepsy (Dibbens et al., 2013; Ishida et al., 2013). Imaging of individuals with DEPDC5 mutations is typically normal.
Scheffer et al. (2014) described a series of individuals with DEPDC5-related focal epilepsy, but in association with a range
of brain malformations from relatively subtle bottom of sulcus focal cortical dysplasia to subcortical gray matter heter-
otopia. DEPDC5 is a member of the GATOR1 complex that exerts an inhibitory effect on mTOR-mediated processes, such
as cell growth and proliferation. The presence of brain malformations in individuals with DEPDC5-related epilepsy could
be partially explained by dysregulation of the mTOR pathway at the cellular level with microscopic malformations that are
undetectable by current imaging modalities. Another possibility could include a “second-hit” phenomenon, well described
in TSC (Niida et al., 2001), with a somatic mutation in the other allele of DEPDC5 or another gene in the mTOR pathway
causing the malformations. Direct analysis of the brain tissues of these individuals could provide support for this hy-
pothesis and may be achieved if these individuals require resection of the malformation to treat the epilepsy (Poduri, 2014).

TYPES OF SOMATIC VARIANTS

Large-Scale Chromosomal Abnormalities

Chromosomal alterations such as whole chromosome aneuploidy, segmental aneuploidy, and structural alterations have
been historically identified by cytogenetic analyses. Chromosomal abnormalities are a fairly common cause of develop-
mental disorders and affect one in 200 live-born individuals and up to 50% of spontaneous miscarriages (Biesecker &
Spinner, 2013). Chromosomal alterations affect brain function owing to perturbation in the dosage of the genes, which
negatively affects brain development (Smith et al., 2011; Toro et al., 2010).

Aneuploidy of chromosomes 13, 18, and 21 and sex chromosomes accounts for nearly all aneuploidy live births.
Aneuploidy of other chromosomes is usually lethal to the developing fetus and is observed only in the mosaic state for some
of the chromosomes (including 1, 8, 9, 16, 17, and 22) (Poduri et al., 2013). These individuals have a variable phenotype
because the severity of the disorder is determined by the particular chromosome involved as well as by the proportion of
cells in the body carrying the aneuploidy. For example, mosaic trisomy 21, which affects 1% of cases of Down syndrome,
leads to a less severe phenotype compared with germ line trisomy 21 (Biesecker & Spinner, 2013; Poduri et al., 2013).

Mosaicism for structural abnormalities is less common than aneuploidy but it has been identified in the form of
translocations, deletions, duplications, inversions, ring chromosomes, and isochromosomes (Conlin et al., 2011; Gijsbers
et al., 2011; Hsu et al., 1996). Isochromosomes are structurally abnormal chromosomes created by the presence of two
copies of one arm of a chromosome, whereas the other arm is missing. Four well-recognized syndromes include Pallister
Killian syndrome (isochromosome 12p), cat-eye syndrome (isochromosome 22q), isochromosome 15q11, and isochro-
mosome 18p; all have been associated with variable degrees of developmental delay and ID (Biesecker & Spinner, 2013).

Copy Number Variants

Advances in genomic tools such as microarray analysis have improved the resolution of cytogenomic imbalances detected
at a submicroscopic level and, in some instances, to individual exons. These aberrations are referred to as CNVs. CNVs
have been reported in 10e15% of patients with developmental delay and/or ASD; hence CNV analysis is recommended as
the first-tier test for evaluation of patients with developmental delay and/or ASD (Miller et al., 2010).

Mosaic CNVs have been reported in 0.5e3.74% of patients with congenital and developmental anomalies (Ballif et al.,
2006; Cheung et al., 2007; Conlin et al., 2010). Mosaic CNV involving chromosome 1q has been well-described in in-
dividuals with HMG (Cai et al., 2014; Poduri et al., 2012) and in FCD (Conti et al., 2014; Liu et al., 2014). The frequency
of mosaic abnormalities increases with age and individuals aged more than 50 years have an estimate of 2e3% mosaic
CNV per person (Jacobs et al., 2012; Laurie et al., 2012). Induced pluripotent stem cells derived from skin fibroblasts were
found to contain about two CNVs per sample, half of which existed at a low frequency in the parental fibroblasts (Abyzov
et al., 2012). Copy number variation has been noted across different tissues from the same individual (Piotrowski et al.,
2008) and mosaic CNV has been observed in monozygotic twins with discordant phenotypes (Bruder et al., 2008).
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Single-Nucleotide Variants

Mutations at the level of the nucleotide, either base substitutions or small indels, in the genomic DNA may lead to
abnormal mRNA and consequent abnormal protein production. SNVs can lead to loss of function (missense or splicing
variants), gain of function (missense), or absence of protein (nonsense, frameshift, or canonical splicing variants).

Mosaic SNVs have been reported in a range of disorders, including those associated with brain malformations, such as
double cortex (Gleeson et al., 2000; Sicca et al., 2003), periventricular nodular heterotopia (Guerrini et al., 2004; Parrini,
Mei, Wright, Dorn, & Guerrini, 2004), HMG (Lee et al., 2012; Poduri et al., 2012; Riviere et al., 2012), and Sturge Weber
syndrome (Shirley et al., 2013), among others. Mosaic SNVs in the PI3KeAKTemTOR pathway result in overgrowth and
have been hypothesized to be lethal when constitutional because they disrupt early embryonic development. On the other
hand, the mosaic variants in DCX, LIS1, TSC1, FLNA, etc., present as milder phenotypes compared with when they present
as germ line (Poduri et al., 2013).

TISSUE TYPE CONSIDERATIONS

Because mosaicism is caused by mitotic error after fertilization, interpreting mosaicism requires an understanding of the
earliest events of fetal development (Fig. 12.3). After fertilization the zygote undergoes successive mitoses to produce a
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FIGURE 12.3 Development of human embryonic tissues. Schematic representation of development of human embryo postfertilization from days 0 to
15. Adapted from Appendix A: Early Development. In Stem Cell Information <http://stemcells.nih.gov/info/scireport/pages/appendixa.aspx>. Bethesda,
MD: National Institutes of Health, U.S. Department of Health and Human Services, 2009. © 2001 Terese Winslow, Lydia Kibiuk.

Somatic Mosaicism and Neurological Diseases Chapter | 12 185

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/

http://stemcells.nih.gov/info/scireport/pages/appendixa.aspx


ball of cells that then cavitates to produce the blastocyst. The outermost layer of the blastocyst produces the placental tissue
whereas the inner cell mass results in the embryo. Initially the embryo consists of two different cell layers: epiblast and
hypoblast. Upon subsequent differentiations, the epiblast gives rise to ectoderm, mesoderm, and endoderm whereas the
hypoblast becomes the amniotic cavity. Structures of ectodermal origin include the central nervous system, facial structures
including buccal mucosa, and the extremities including skin. Endoderm gives origin to epithelial tissues including the
lining of the urinary tract and lung, whereas the mesoderm differentiates into the cardiac, abdominal, and urogenital
structures and hematopoietic cells (Gardner, Sutherland, & Shaffer, 2011).

Somatic mutations that develop in the early postzygotic stage will be distributed across different tissue types and will
likely be detected by analysis of the peripheral blood leukocytes. This has been well demonstrated in certain forms of brain
malformations (such as double cortex and megalencephaly, among others) and has been associated with mosaicism as low
as 1% in the leukocyte-derived DNA (Jamuar et al., 2014; Riviere et al., 2012).

On the other hand, some mutations develop later in fetal development, and hence analysis of peripheral blood leu-
kocytes would be unrevealing. In such instances, direct examination of the affected tissue would provide the best chance of
detecting the mutation. Mutations in the PI3KeAKTemTOR pathway associated with asymmetric brain overgrowth, or
HMG, have been shown to be restricted to the brain tissue and are undetectable in the peripheral blood leukocytes (Jamuar
et al., 2014; Lee et al., 2012; Poduri et al., 2012). Similarly, fibroadipose hyperplasia and related syndromes (such as
CLOVES and Proteus syndrome) have been associated with somatic mutation in genes in the PI3KeAKT pathway that are
detectable only in the affected cells (Kurek et al., 2012; Lindhurst et al., 2011, 2012). Because the affected tissue
(especially brain) may not be easily accessible most patients with neurological diseases, there is some evidence that
analysis of embryologically related tissue such as skin fibroblasts and buccal mucosa may be more successful in detecting
mutations in some of these patients (Huisman, Redeker, Maas, Mannens, & Hennekam, 2013; Jamuar et al., 2014; Riviere
et al., 2012). However, some mutations are probably not detectable in skin fibroblasts or buccal swab either, and may be
confined to the brain.

TOOLS TO STUDY SOMATIC VARIATION IN THE BRAIN

Copy Number Variants

Cytogenetics

Cytogenetic analysis is the study of the banded pattern of chromosomes during metaphase of the cell cycle. It is carried out
on a cell-by-cell basis, and hence mosaicism is easily recognized when only a few cells carry the chromosomal abnor-
mality. This analysis can detect large-scale chromosomal abnormalities, most commonly aneuploidy. The resolution of
detection of chromosomal aberration is around 5 Mb and copy number changes below 5 Mb may not be detected on routine
cytogenetic analysis. In addition, the cytogenetic detection of low-level mosaicism is challenging because adequate number
of cells must be counted (Biesecker & Spinner, 2013).

FISH, on the other hand, uses tagged probes that bind to specific chromosome of interest and allows for the detection of
numeric and structural abnormalities, including submicroscopic copy number changes. An advantage of FISH over
chromosome analysis is that it does not require cells to be divided actively and hence it can be performed in both the
interphase and metaphase of the cell cycle. However, hybridization-related artifacts are common and the high rates of
mosaic aneuploidy reported with the use of karyotyping and FISH (Rehen et al., 2005) have not been replicated in
single-cell studies (Cai et al., 2014; Knouse et al., 2014).

Microarrays

Over the past 10 years, microarray-based techniques have replaced conventional cytogenetic analysis because they are able
to detect submicroscopic genomic imbalances or CNVs and unlike FISH, they allow for interrogation of CNVs across the
entire genome. The advantages of array-based testing for detecting mosaicism are that samples do not require culturing,
which itself can introduce mutations, and cells in all cell-cycle phases are analyzed. In comparison, conventional kar-
yotyping requires culturing followed by analysis of these cells at metaphase or interphase, which may introduce artifacts
(Biesecker & Spinner, 2013).

Types of microarray analyses include array-comparative genomic hybridization (aCGH), which detects copy number
aberrations, and genome-wide single-nucleotide polymorphism (SNP) arrays, which can analyze both SNPs and CNVs.
aCGH is able to detect somatic CNVs when variant cells constitute more than 10% of the total cell population (Ballif et al.,
2006). SNP arrays are much more sensitive for mosaicism detection, and mosaicism involving less than 5% of cells has
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TABLE 12.1 List of Somatic Mutations in Association With Neuropsychiatric Disorders

SNV and Microdeletions/Microduplications

Gene Allele % Mutant Cells Comments

FMR1 CGG repeat length in 50

UTR

e 41% (61/148) of males with Fragile X syndrome (FXS)
tested showed mosaicism for full mutation and per-
mutation using genomic DNA from peripheral blood
leukocytes (Nolin, Glicksman, Houck, Brown, &
Dobkin, 1994)

e 4 males with FXS with both premutation and full
mutation alleles; 2 show significant differences in the
ratio of the 2 alleles in different tissues (blood and
skin) (Dobkin et al., 1996)

28% (deletion)
72% (full mutation)

Mosaic deletion of part of the CGG repeat and 30 bp
immediately 30 (present in 28% of cells) and methyl-
ated full mutation in a male with FXS (de Graaff
et al., 1996)

20e30% (deletion)
70e80% (full
mutation)

Male patient with FXS mosaic for a full mutation and
a 486-bp microdeletion (present in 20e30% of leu-
kocytes) (Schmucker, Ballhausen, & Pfeiffer, 1996)

e Eight male patients with FXS mosaic for full mutation
and normal or reduced size allele owing to a dele-
tion (Grasso et al., 1999)

2% (deletion)
23% (premutation)
75% (full mutation)

Male with FXS mosaic for full mutation (75% of
blood leukocytes), premutation (23% of leukocytes),
and deletion (2% of leukocytes) (Petek, Kroisel,
Schuster, Zierler, & Wagner, 1999)

e Male with FXS mosaic for full mutation and 905-bp
deletion (Garcia Arocena, de Diego, Oostra, Willem-
sen, & Mirta Rodriguez, 2000)

e Male with cognitive and behavioral features of FXS
mosaic for premutation and full mutation (Zeesman
et al., 2004)

e 3 males with mental retardation mosaic for full muta-
tion and premutation (Bilgen et al., 2005)

Female mosaic for full mutation (30%) and deletion
(20%), in presence of a normal allele (Fan et al.,
2005)

e 2 males with autism mosaic for full mutation and
premutation and 1 male with autism mosaic for full
mutation and deletion (Reddy, 2005)

e Male with FXS phenotype mosaic for full mutation
and premutation, with full mutation more readily
detected in skin fibroblasts than peripheral blood
(MacKenzie, Sumargo, & Taylor, 2006)

15% (deletion)
25% (premutation)
60% (full mutation)

Male mosaic for full mutation (60%), premutation
(25%), and deletion (15%) (Govaerts et al., 2007)

90% (deletion)
10% (intact)

Male with cognitive and behavioral features of FXS
mosaic for deletion (present in 90% of lymphocytes)
and intact FMR1 (Coffee et al., 2008)

e Female fetus mosaic for an intermediate allele and a
full mutation, in the presence of a normal allele,
confirmed in amniotic fluid, skin biopsy, and blood
(Ferreira et al., 2013)

Continued
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TABLE 12.1 List of Somatic Mutations in Association With Neuropsychiatric Disordersdcont’d

SNV and Microdeletions/Microduplications

Gene Allele % Mutant Cells Comments

25% (premutation,
blood)
75% (full mutation,
blood)
5e6% (premutation,
brain)
94e95% (full muta-
tion, brain)

Male with FXS mosaic for full mutation and premuta-
tion (present in 25% of peripheral blood cells and
5e6% of brain cells) (Pretto et al., 2013)

MeCP2 p.R270X e Mosaic MeCP2 mutation in a boy with classic Rett
syndrome (Topcu et al., 2002)

c.241del2 e Mosaic MeCP2 mutation in a boy with some features
of Angelman syndrome (Hitchins et al., 2004)

p.T158M e Mosaic homozygous MeCP2 mutation in a girl with
classic Rett syndrome (homozygous mutant allele in
blood, mutant and wild-type allele present in
cultured fibroblasts) (Karall et al., 2007)

p.Y120X 20e30% Mosaic MeCP2 mutation (20e30% mosaicism) in a
boy with atypical Rett syndrome (Pieras et al., 2011)

NF1 Microdeletion e Female with NF1 mosaic for NF1 microdeletion
(Colman, Rasmussen, Ho, Abernathy, & Wallace, 1996)

Microdeletion e Patient with NF1 mosaic for NF1 microdeletion
(Ainsworth, Chakraborty, & Weksberg, 1997)

Microdeletion e 3% (2 of 67 patients with NF1 tested) mosaic for
NF1 microdeletion (Rasmussen et al., 1998)

Microdeletion 15e24% (café-au-lait
spots)
0% (normal skin and
peripheral blood
lymphocytes)

Mosaic NF1 microdeletion present in café-au-lait
spots (deletion in 15e24% of cells) and absent from
normal skin and peripheral blood lymphocytes in a
boy with segmental neurofibromatosis (Tinschert
et al., 2000)

Microdeletion 70% (blood lympho-
cytes)
15% (fibroblast
cultures)

Mother of 2 brothers with NF1 mosaic for microdele-
tion (Petek et al., 2003)

Microdeletion 91e100% (peripheral
leukocytes)
51e80% (buccal
smear or peripheral
skin fibroblasts)

40% (8 of 20) patients with sporadic NF1 microdele-
tions were mosaic for the deletion, present in
91e100% of peripheral leukocytes and 51e80% in
buccal smears or peripheral skin fibroblasts
(Kehrer-Sawatzki et al., 2004)

p.R1968X e Monozygotic twins discordant with NF1, the affected
twin had heterozygous mutation in all cell samples
while the affected twin had mutation in lymphoblas-
toid and buccal cells but not fibroblasts (Kaplan
et al., 2010)

Microdeletion 94e99% (blood cells)
24e82% (urine epithe-
lial cells)

11 patients with some features of neurofibromatosis
mosaic for microdeletion present in 94e99% of
blood cells and 24e82% of urine epithelial cells
(Roehl et al., 2012)

Microdeletion e 10% (14 of 146 patients with NF1 deletions) were
mosaic for microdeletion, including patients with
generalized and segmental NF (Messiaen et al.,
2011)
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TABLE 12.1 List of Somatic Mutations in Association With Neuropsychiatric Disordersdcont’d

SNV and Microdeletions/Microduplications

Gene Allele % Mutant Cells Comments

Deletion 70% (blood cells)
5% (buccal mucosal
cells)

Male with cognitive disability and dysmorphic fea-
tures mosaic for 2.8-Mb NF1 deletion (70% of blood
cells and 5% of buccal mucosal cells) (Taylor
Tavares, Willatt, Armstrong, Simonic, & Park, 2013)

p.Q2510X 42% (peripheral blood)
36% (oral mucosa)
12% (uroepithelium)

Patient with NF type I mosaic for mutation in periph-
eral blood cells (42%), oral mucosal cells (36%), and
uroepithelial cells (12%) (Zhou et al., 2012)

OPRL1,
NAV2,
C3orf38,
NTNG1,
FRYL,
ZNF420,
GNA11,
TSNARE1,
FBXW9

OPRL1 p.R157C, NAV2 syn-
onymous, C3orf38 synony-
mous, NTNG1 p.Y23C,
FRYL p.E2683D, ZNF420
p.L76P, GNA11 synony-
mous, TSNARE1 p.S466L,
FBXW9 p.G445S

e 3.6% (9 of 248) de novo mutations identified had ev-
idence suggesting they were somatic point mutations
(O’Roak, Vives, Girirajan, et al., 2012)

PIAS1,
HIVEP2,
KANSL2

PIAS1: p.D403E,
HIVEP2:p.A1065T, KANSL2:
Synonymous

40e44% Whole genome sequencing of patients with intellec-
tual disability (ID) identified 3 of 10 de novo
single-nucleotide variants in candidate ID genes in a
mosaic state: PIAS1 (21%), HIVEP2 (22%), and
KANSL2 (20%) (Gilissen et al., 2014)

SCN1A p.R542X,
c.965 e 2A > C

e SCN1A somatic and germ-line mosaicism in parents
of patients with severe myoclonic epilepsy of infancy
(Depienne et al., 2006)

c.5240insAA,
IVS17 þ 1G > A

70e80% SCN1A somatic (present in 70e80% of cells) and
germ-line mosaicism in parents of patients with se-
vere myoclonic epilepsy of infancy (Gennaro et al.,
2006)

IVS4 þ 1G > A 37% SCN1A somatic (present in 37% of ectodermal deriv-
ative cells) mosaicism in father, who had febrile sei-
zures, of 2 sisters with severe myoclonic epilepsy of
infancy (Marini, Mei, HelenCross, & Guerrini, 2006)

p.V244L,
p.K246X

30% SCN1A somatic (present in 30% of lymphocyte cells)
mosaicism in mother of 2 brothers with severe
myoclonic epilepsy of infancy (Morimoto et al.,
2006)

p.Arg1329X 5% SCN1A somatic mosaicism (5%) in mother of 2
half-sisters with Dravet syndrome (Selmer et al.,
2009)

p.D194N 60e70% Mosaic SCN1A mutation (present in 60e70% of
cells) in father (with genetic epilepsy with febrile sei-
zures plus) of a patient with Dravet syndrome
(Azmanov et al., 2010)

c.1377 þ 1G > A,
c.3878delA,
c.602 þ 1G > A,
c.965 e 2A > C,
c.5493delT,
p.I124N, p.N191Y, p.R542X,
p.R580X,
p.R712X, p.I1782M,
p.R1912X,
Deletion

e SCN1A somatic mutations (mutation proportion in
blood 0.04e85%) in parents from 13 families with
children with Dravet syndrome (Depienne et al.,
2010)
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TABLE 12.1 List of Somatic Mutations in Association With Neuropsychiatric Disordersdcont’d

SNV and Microdeletions/Microduplications

Gene Allele % Mutant Cells Comments

p.R101Q e Mosaic SCN1A mutation in mother with febrile sei-
zures plus transmitted to daughters with Dravet syn-
drome (Sun et al., 2010)

Microdeletion 20% Mosaic SCN1A microdeletion (20% of cells) in father
of daughters with epilepsy syndrome (Suls et al.,
2010)

p.R222X e SCN1A somatic mosaicism leading to monozygotic
twins discordant for Dravet syndrome (Vadlamudi
et al., 2010)

p.Q1923R, p.I1616T 25%, 50% SCN2A somatic mutations (allele frequency 12.5%
and 25%, respectively) in mildly affected or unaf-
fected parents of patients with partial epilepsy with
antecedent febrile seizures (Michaelson et al., 2012)

SCN2A p.V1326L 36% Mosaic SCN2A mutation (allele frequency 18%) in a
girl with Ohtahara/West syndrome (Nakamura et al.,
2013)

p.S1336Y e Gonadal mosaic SCN2A mutation in father passed to
half-brothers with Ohtahara syndrome (Zerem et al.,
2014)

TSC1 p.R786X e Mosaic TSC1 mutation in a patient (Roberts, Jozwiak,
Kwiatkowski, & Dabora, 2001)

TSC1/TSC2 TSC1: 942insA, 1473delC
TSC2: 2374-2A > C,
156 þ 1G > A, deletions

e TSC1 or TSC2 somatic mosaicism in mildly affected
parents from 5 families and TSC1 gonadal mosaicism
in an unaffected parent in 1 family, of 62 families
studied (about 10%) (Verhoef et al., 1999)

TSC2 p.N1643K 30% Mosaic TSC2 mutation (30% of cells) in a patient
with tuberous sclerosis complex (TSC) (Antonarakis,
Sampson, & Cheadle, 2002)

p.R622W 1.4e21.6% Second-hit TSC2 mosaic mutation (0.7e10.8% fre-
quency) in the cortex of a patient with a TSC2
germ-line mutation (Qin, Chan, et al., 2010)

c.1444-1G > A, p.R1743Q 10.68% Two TSC patients with TSC2 mosaic mutations (Qin,
Kozlowski, et al., 2010)

Copy Number/Structural Variation

Chromosome Type % Mutant cells Comments

2q23.3q24.3 Duplication 40e51% Mosaic 2q duplication (present in 40e51% of blood
cells) including SCN2A and SCN3A in a boy with
atypical epilepsy (Vecchi et al., 2011)

4p12p16 Duplication e Mosaic 4p duplication in a Japanese girl diagnosed
with autism at age 3 years (Kakinuma, Ozaki, Sato, &
Takahashi, 2008)

16p11.2 Duplication, deletion e Mosaic 16p11.2 duplication in patient (61% of cells),
mosaic 16p11.2 deletion in another patient (23% of
cells) (Shinawi et al., 2010)

16p11.2 Deletion e Mosaic 16p11.2 deletion in patient’s mother
(Dittwald et al., 2013)

1, 9, 15, 16,
17, 18, X, Y

Loss and gain e 16% (19 of 116) patients with idiopathic autism
tested had low-level mosaic aneuploidy (Yurov et al.,
2007)
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been detected using these arrays (Conlin et al., 2010; Dumanski & Piotrowski, 2012; Rodriguez-Santiago et al., 2010).
Because SNP arrays are able to analyze the zygosity of the SNPs, they aid in understanding the genetic mechanism by
which mosaicism has occurred. An alternative approach to using genome-wide arrays is to employ targeted high-density
arrays focusing on a few known and candidate regions. This allows for greater precision in detection and quantification of
mosaicism (Pham et al., 2014).

There are many algorithms for analyzing array data, some of which are able to detect variable levels of mosaicism.
These algorithms apply segmentation-based approaches to the alternate or B allele frequency (BAF) and log R ratio,
including BAF segmentation and mosaic alteration detection (MAD) (González et al., 2011). Some of these algorithms use
hidden Markov model (HMM) and include PennCNV, SNPtrio, PSCN, genoCN, MixHMM, and GPHMM (Chen, Xing, &
Zhang, 2011; Li et al., 2011; Liu, Li, Schulz, Chen, & Tuck, 2010; Sun et al., 2009; Ting et al., 2007; Wang et al., 2008).
Alternative approaches include Bayesian-based algorithm (Rancoita, Hutter, Bertoni, & Kwee, 2010) and a combination of
parental genotypes and progeny BAF outliers (triPOD) (Baugher, Baugher, Shirley, & Pevsner, 2013). Analysis of 12
representative trios selected from the Autism Genetic Resource Exchange consortium detected mosaic CNVs as small as
about 5 kb at levels as low as 2.1% with variable performance among these algorithms (Baugher et al., 2013).

Single-Cell Copy Number Analyses

Single-cell analysis allows one to isolate single nuclei (Evrony et al., 2012) that can then be subjected to amplification
followed either by microarray or low-coverage WGS for CNV analysis. The most common method of amplifying DNA
from single cells is multiple displacement amplification (MDA) (Dean et al., 2002; Rodrigue et al., 2009). A major
technical challenge is uneven amplification across the genome, which leads to inaccurate identification of CNVs.
Bias-tolerant algorithms mitigate the effects of uneven read depth (Bankevich et al., 2012; Chitsaz et al., 2011) but require
high sequencing depth and may not be practical for analyzing human single cells. Other strategies to ameliorate the
amplification bias include reducing the reaction volume (Marcy et al., 2007), supplementing amplification reactions with
single-strand binding proteins or trehalose (Inoue, Shigemori, & Mikawa, 2006; Li et al., 2008; Pan et al., 2008), and
postamplification normalization by digesting highly abundant sequences with a duplex specific nuclease (Rodrigue et al.,
2009).

Other methods of amplification include multiple annealing and looping-based amplification, which uses quasilinear
amplification to reduce exponential amplification bias (Zong, Lu, Chapman, & Xie, 2012), and a polymerase chain reaction
(PCR)-based method such as GenomePlex (SigmaeAldrich) and PicoPlex (Rubicon Genomics), which use random
fragmentation of genomic DNA followed by amplification using universal oligonucleotide primers to produce more
uniform amplification from the single cell (Cai et al., 2014; Voet et al., 2013; Yin et al., 2013). An alternative approach to
amplification is the Microwell Displacement Amplification System (MIDAS) (Gole et al., 2013). In MIDAS, single cells
are randomly distributed into hundreds to thousands of nanoliter wells and amplified simultaneously in physically sepa-
rated nanoliter-scale reactors. Application of MIDAS to copy number analysis in five single human neuronal nuclei
successfully detected an average of one CNV greater than 1 Mb in size, and possibly several smaller CNVs, although these
were below the detection limit of MIDAS (Gole et al., 2013).

A study performed whole genome amplification (WGA) using both MDA and GenomePlex on 215 single cells,
including 97 single neurons from three normal adults, 18 single cells from a fetus with trisomy 18, 24 cultured single
lymphoblast cells from a normal adult, and 46 neurons and 30 nonneuronal cells from a patient with HMG and a somatic
chromosome 1q CNV (Cai et al., 2014). Comparison of WGA of single cells showed lower amplification noise with
GenomePlex compared with MDA. By using median absolute pairwise difference algorithm with a bin size of about
500 kb, multiple large (>1 Mb) clonal CNVs in lymphoblasts and in single neurons from normal human brain tissue were
detected. These CNVs included one or more candidate CNVs (including 15q13.2e13.3) in neuropsychiatric conditions.
These data suggest that large private and clonal somatic CNVs occur in normal and diseased human brains (Cai et al.,
2014).

In another study, single neuronal cells from two sources, human induced pluripotent stem cells (hiPSC) and human
postmortem frontal cortex, were examined using MDA followed by SNP array analysis or modified GenomePlex WGA
(McConnell et al., 2013). Using circular binary segmentation followed by strict filtering based on the number of
consecutive bins identified by segmentation, a mean CNV size detection limit of 6.7 Mb for SNP array data and 3.4 Mb for
sequencing data was determined. Upon analysis of 40 hiPSC-derived neurons, 27 had copy number profiles consistent with
bulk DNA analysis but 13 had unique genomes. Aberrations in the 13 single neurons included seven whole chromosome
gains, four whole chromosome losses, and 12 subchromosomal CNVs (range, 7e156 Mb). Single-cell sequencing of
postmortem human frontal cortex neurons identified one or more somatic CNVs in 41% of neurons, ranging from 2.9 to
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75 Mb, with deletions being twice as common as duplications. Seventeen of 110 cells accounted for 73% of CNV calls and
seven cells accounted for nearly half of all CNV calls. Single-cell genomic analyses of control fibroblast or neural pro-
genitor cells did not reveal any aberration in the copy number profile. These results suggest that mosaic CNVs are abundant
in human neurons and a subset of neurons are especially prone to multiple genomic alterations (McConnell et al., 2013).

Knouse et al. (2014) performed single-cell sequencing on mammalian brain and inferred copy number from sequencing
read depths. Single-cell analyses in neural progenitor cells from mouse embryos did not reveal an aneuploidy. Similarly,
analysis of 19 single neurons from adult mouse brain did not reveal an aneuploidy (95% confidence interval [CI],
0e17.6%), although analyses of 45 single cells from mixed adult mouse brain population showed aneuploidy in only one
cell. Hence, prevalence of aneuploidy in the mouse brain is estimated to be 1% (95% CI, 0e5.6%). Analyses of single cells
from postmortem neurotypical adult brain estimated the prevalence of aneuploidy at 2.2% (95% CI, 0.3e7.9%) (Knouse
et al., 2014).

Single-cell genomic analyses have demonstrated that somatic aneuploidy in adult neurons is less common than pre-
viously estimated, whereas somatic CNVs are not as rare. Somatic CNVs, especially those known to be associated with
neuropsychiatric disorders, could involve enough neuronal cells to cause disease, but because these CNVs affect only some
of the neuronal cells, they may not be detectable in blood.

Digital Droplet Polymerase Chain Reaction

Digital droplet PCR (ddPCR) provides the ability to quantify nucleic acids with high precision and sensitivity (Pinheiro
et al., 2012). Using microfluidic circuits and surfactant chemistry, sample DNA is randomly partitioned across 20,000
discrete droplets, such that each droplet contains one or no copy of the template DNA. Because copy number alterations
often result from tandem gene duplications, restriction enzymes are used to separate linked copies of the template DNA
predictably and efficiently such that each sequence is encapsulated in its own droplet and counted separately. PCR
amplification is then performed using fluorescent Taqman probes to allow detection of “positive” droplets. Poisson sta-
tistics are then applied to the fraction of “positive” droplets to calculate the absolute concentration of the template DNA.
This method allows the determination of copy number to a degree of precision far exceeding that achievable with
traditional quantitative PCR and has been used successfully to detect the presence of trisomy 21 reproducibly and reliably
to 2% mosaicism (Heyries et al., 2011). ddPCR was used to confirm the presence of low-frequency mosaic CNVs in
parental fibroblasts. These CNVs were present at a much higher frequency in the induced pluripotent stem cells derived
from the fibroblasts, but standard techniques were unable to detect the CNVs in parental fibroblasts (Abyzov et al., 2012).

Single-Nucleotide Variants, Including Insertions and Deletions

Sanger Sequencing

Sanger sequencing is the process of selective incorporation of chain-terminating dideoxynucleotides by DNA polymerase
during in vitro DNA replication; it is the most widely used method for the detection of SNVs. Because both alleles of an
autosomal locus are sequenced concurrently and are displayed as an analogue electropherograms, Sanger sequencing is
unable to detect mosaic alleles below a threshold of 15e20% (Rohlin et al., 2009) and can miss a significant proportion of
low-level mosaic mutations (Jamuar et al., 2014). In addition, mosaic mutations at higher allele fractions are miscalled
“germ line,” which highlights the limitations of Sanger sequencing in detecting mosaicism on both ends of the spectrum
(Jamuar et al., 2014).

Subcloning Followed by Sanger Sequencing

Subcloning of the amplified PCR products into a vector followed by transformation into a bacterium such as Escherichia
coli provides an alternative to Sanger sequencing of bulk samples. In this method, multiple colonies of the bacteria are
formed, each containing either the wild type or mutant allele. Sanger sequencing of multiple individual colonies allows for
confirmation of the presence of the mosaic variant and quantification of the level of mosaicism (Jamuar et al., 2014; Poduri
et al., 2012).

Next-Generation Sequencing

NGS is a high throughput technique that allows parallel analysis of the multiple regions of the genome (Ng et al., 2010,
2009). NGS is a digital assay that reports read counts for each allele as integer counts, and hence is amenable to
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bioinformatic approaches to distinguish mosaicism from sequencing errors. Whole exome sequencing (WES) and WGS
technologies have allowed an exponential increase in our understanding of human genetic disorders and have been reported
to detect somatic mutations in rare instances (Gilissen et al., 2014; Pagnamenta et al., 2012; Pritchard et al., 2013).
However, owing to inhomogeneities in library preparation and an average depth of 40e80�, WES/WGS may miss somatic
mutations, especially if the read depth is low (Fig. 12.2). On the other hand, deep-targeted sequencing allows one to
interrogate a smaller portion of the genome to much greater depths and has been used successfully to detect low-level
mosaicism as low as 5% (Jamuar et al., 2014; Riviere et al., 2012). In addition, as many as 30% of mutations associ-
ated with unexplained brain malformations are somatic, most which would be missed on Sanger sequencing and even on
low-coverage WES (Jamuar et al., 2014; Tapper et al., 2014). We postulate that a mean coverage of at least 500� would be
required to exclude low-level mosaicism confidently (Jamuar et al., 2014). An alterative to performing deep sequencing is
bioinformatic alteration of exome sequencing pipelines, including adjusting the allele frequency spectrum in SAMtools,
reducing the variant calling threshold using bcftools (Tapper et al., 2014), and reducing the allele balance parameter in
Genome Analysis ToolKit (GATK) (Jamuar et al., 2014; Pagnamenta et al., 2012).

Use of NGS on paired samples has been used successfully to detect somatic mutations in cancerous (Watson et al.,
2013) as well as noncancerous disorders (Lee et al., 2012; Lindhurst et al., 2011). In this strategy, NGS is performed on the
affected and normal tissue (in most instances, blood) and the data from the two paired samples are compared bio-
informatically to detect somatic mutations. Some commonly used bioinformatic tools include MuTect (Cibulskis et al.,
2013), JointSNVmix (Roth et al., 2012), SomaticSniper (Larson et al., 2012), VarScan 2 (Koboldt et al., 2012), and Virmid
(Kim et al., 2013). The paired tissue approach was used successfully to detect a recurrent PIK3CA c.1633G > A mutation
in 4 out of 20 cases of HMG at an allele frequency ranging from 8% to 40% (Lee et al., 2012).

Single-Cell Sequencing

Isolation, genome amplification, and sequencing of single cells allows for quantification of the level of mosaicism. It
also allows for lineage tracing that will add to our understanding of the diverse cell types and developmental processes
that build the human brain. In an individual with HMG, we identified a somatic point mutation in AKT3 present at about
35% mosaicism based on bulk tissue analysis. After sorting, single-cell sequencing revealed the mutation in 39% of
neuronal nuclei and 27% of nonneuronal nuclei, which suggests that this mutation was present in an early neocortical
progenitor cell which developed into both neuronal and nonneuronal cells (Evrony et al., 2012). This was consistent
with the radiological phenotype of the individual that showed involvement of both gray and white matter (Poduri et al.,
2012).

Mass Spectrometry

The Sequenom MassARRAY iPLEX platform consists of an initial locus-specific PCR reaction followed by single-base
extension using mass-modified dideoxynucleotide terminators of an oligonucleotide primer which anneals immediately
upstream of the polymorphic site of interest. Using matrix-assisted laser desorption/ionizationetime of flight mass spec-
trometry, the distinct mass of the extended primer identifies the SNP allele (Gabriel, Ziaugra, & Tabbaa, 2009). This allows a
high-throughput method of validating and quantifying somatic point mutations in a given sample (Lee et al., 2012).

CONCLUSION

The role of somatic mutations in neurological disease is still underappreciated; however, single-cell and deep genome
sequencing will allow systematic measurement of somatic mutation rates in different cell types and lineages during
development of the normal as well as diseased human brain. This will allow us to estimate the prevalence of somatic
mutations as a cause of neurological disorders and understand to what extent somatic mutations modify the pathogenesis of
neurological diseases and how somatic mutations affect normal neurodevelopmental processes.
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Chapter 13

The Molecular Landscape
of the Developing Human Central
Nervous System

Ying Zhua, John C. Silbereisa, Sirisha Pochareddy, Mingfeng Li and Nenad Sestan
Yale School of Medicine, New Haven, CT, United States

INTRODUCTION

The development of the central nervous system (CNS) is an immensely complex and strictly regulated process that
proceeds over a remarkably protracted period of time in humans (Fig. 13.1) (Bayer & Altman, 2007; Bystron, Blakemore,
& Rakic, 2008; Conel, 1939; Flechsig Of Leipsic, 1901; Giedd & Rapoport, 2010; His, 1889; Johnson, 2001; Kostovic &
Judas, 2006; Meyer, 2007; Retzius, 1896; Silbereis, Pochareddy, Zhu, Li, & Sestan, 2016; Sidman & Rakic, 1973; Sousa,
Meyer, & Sestan, 2014; Sun & Walsh, 2006; Tau & Peterson, 2010; Toga, Thompson, & Sowell, 2006; Yakovlev &
Lecours, 1967). Human neurodevelopment is highly vulnerable to genetic mutations and environmental factors, which
cause a wide array of neurological and psychiatric conditions ranging from intellectual disability, autism, and epilepsy to
bipolar disorder and schizophrenia (Dixon-Salazar & Gleeson, 2010; Hu, Chahrour, & Walsh, 2014; Jeste & Geschwind,
2015; Orr & Zoghbi, 2007; Tebbenkamp, Willsey, State, & Sestan, 2014; Thompson, Levitt, & Stanwood, 2009). The
genomic revolution has generated a remarkable level of knowledge about the genetic variations that confer risk for various
neurological and psychiatric disorders. However, advancing our understanding of neurodevelopment and the pathogenesis
of neurological and psychological conditions requires a thorough knowledge of the molecular and cellular processes in the
developing and adult human brain (Fig. 13.1), as well as insight into how “normal” and disease-associated genetic var-
iations affect these processes. Through further innovations in “-omic” technologies and systems biology, comprehensive
characterization and detailed spatiotemporal mapping of the transcriptional, epigenetic, regulatory, and proteomic land-
scapes of human tissues, including the CNS, is within reach. As a result, public sequence-read archives contain a huge
amount of genomic- and proteomic-level data from a variety of human tissues (NCBI Resource Coordinators, 2014) that
provide key insights into the molecular and cellular pathology of complex disorders.

In this chapter, we will first briefly review the basic principles of the organization and development of the human brain
with an emphasis on the cerebral neocortex, and then detail advances in our understanding of the transcriptional, epi-
genomic and regulatory landscapes of the human neocortex and other regions of the CNS. We will also update and
elaborate on earlier reviews focusing on the molecular pathogenesis of certain neurodevelopmental disorders provided by
these studies.

THE CELLULAR AND STRUCTURAL COMPLEXITY OF THE HUMAN BRAIN

The human brain is almost certainly the most complex biological tissue known, composed of approximately 86 billion
neurons along with an equal number of glial cells (Azevedo et al., 2009; Walloe, Pakkenberg, & Fabricius, 2014). It has

a. Equal contributors.
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been estimated that a typical neuron receives thousands of synaptic inputs and that in total there are at least several hundred
trillion local and long-distance synaptic connections in the adult human brain (Silbereis et al., 2016; Tang, Nyengaard, De
Groot, & Gundersen, 2001). How this complex neural circuitry is assembled during development remains one of the great
scientific mysteries.

Although the organization of the brain is generally conserved across mammals, humans most notably possess one of the
largest and most highly gyrified brains and a vastly expanded cerebral cortex relative to body size (Hofman, 2012;
Krubitzer & Kaas, 2005). The human brain is further characterized by reorganization of neural circuitry, particularly within
intracortical projection systems (Rilling, Glasser, Jbabdi, Andersson, & Preuss, 2011; Sousa, Meyer, & Sestan, 2014)
compared with even our most closely related nonhuman primate relatives. Therefore, understanding the developmental
neurobiology of the human neocortex is especially dependent on studies of human cells and tissue, in addition to model
organisms.

The basic features of brain development are conserved across mammals, but there are several important and distinctive
characteristics of human neurodevelopment. First, it is a highly protracted process that encompasses approximately 3
decades, characterized by a remarkably long childhood and adolescence with an exceptionally protracted period of juvenile
dependence (Kuzawa et al., 2014) (Fig. 13.1). Second, novel aspects of the developmental neuroanatomy and proliferative
capacity of neural progenitors have emerged in evolution to enable brain expansion among mammals, especially in
neocortex (Dehay, Kennedy, & Kosik, 2015; Gulden & Sestan, 2014; Lui, Hansen, & Kriegstein, 2011; Taverna, Gotz, &
Huttner, 2014). Third, the appearance of major neurological and psychiatric diseases at distinct age ranges (Lee et al.,
2014) suggests a dysregulation in temporally regulated molecular processes in the human brain (Fig. 13.2) (Licatalosi &
Darnell, 2006; Mehler & Mattick, 2007; Mirnics & Pevsner, 2004; Tebbenkamp et al., 2014), which highlights the
complexity and importance of well-regulated developmental pathways over the first 20 years of human life (Kessler et al.,
2007).

This complexity is in large part the result of coordinated transcriptional and posttranscriptional processes occurring
throughout development (Colantuoni et al., 2011; Johnson et al., 2009; Kang et al., 2011; Miller et al., 2014; Pletikos et al.,
2014; Sousa, Meyer, & Sestan, 2014; Walsh & Engle, 2010). However, the mechanisms underlying the selective
vulnerability of specific cell types, neural circuits, and brain regions to mutations which are associated with specific

FIGURE 13.1 Timeline of key processes in human CNS development (data shown for the prefrontal neocortex). Illustrations in top panel
demonstrate dramatic changes in the size and shape of the human CNS over the course of prenatal development in the human. A schematic shows the age
in postconception days when essential neurodevelopmental processes take place over the prolonged course of human development. Bars in the bottom
panel indicate the peak period when each major neurodevelopmental process (left column) occurs; dotted lines indicate additional ages when these
processes are observed. Based on a figure from Sousa et al. (2014). Developmental and Evolutionary Cognitive Neuroscience and Silbereis, J. C.,
Pochareddy, S., Zhu, Y., Li, M., & Sestan, N. (2016). The cellular and molecular landscapes of the developing human central nervous system. Neuron, 89,
248e268; Brain images are adapted from Kolb and Whishaw (2009), Fundamentals of Human Neuropsychology.
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neuropsychiatric diseases remain largely unknown (Morrison & Hof, 1997; Orr & Zoghbi, 2007; Saxena & Caroni, 2011).
Thus, detailed spatiotemporal maps of the molecular properties in the human brain across development and through
adulthood are essential for improving our understanding of neural development, function, and dysfunction.

GENERAL PRINCIPLES OF HUMAN NEOCORTICAL DEVELOPMENT

The development of the human neocortex is a highly dynamic process during which myriads of distinct cell types, neural
circuits, and regions are formed and undergo maturational changes. Moreover, transient cell types, synaptic circuits, and
structures arise and disappear during specific time points in development, and are associated with distinct cell types and
cellular mechanisms necessary for the formation of the mature brain (see Fig. 13.3 for an example in neocortical devel-
opment). Here we briefly discuss the cellular processes by which the neocortex is built and organized prenatally and how
neural circuitry is established postnatally, as summarized in Fig. 13.1.

Neurogenesis and Neuronal Migration

Early development of the neocortical anlage is characterized by the robust proliferation of neuroepithelial neural stem/
progenitor cells which are arranged in a sheet forming the ventricular zone (VZ). Initially, each cell division results in two
progenitor daughter cells. This process of symmetric division exponentially expands the number of progenitor cells capable
of giving rise to neurons and glia. Beginning around the fifth postconception week (pcw), these cells begin to generate the
earliest neurons of the emerging cortical plate (Meyer, Schaaps, Moreau, & Goffinet, 2000). Early on in embryonic
neurogenesis, neuroepithelial progenitor cells transition into another form of neural stem/progenitor cell called radial glia
(RGs), which extend apico-basal processes from the ventricle to the pial surface. RG cell bodies largely reside in the VZ,
where they asymmetrically proliferate, giving rise to a daughter radial glial cell and a transit amplifying cell or postmitotic
neuroblast.

Two major mechanisms appear to have emerged to enable expansion of the neuron population in the neocortex, in
addition to the protracted period of neurogenesis. First, human transit amplifying cells appear to undergo more rounds of
cell division than in other organisms. Second, a novel type of RG, called “outer RG” cells, whose cell bodies are located
dorsal to the subventricular zone rather than in the VZ, has been characterized (Hansen, Lui, Parker, & Kriegstein, 2010).
These cells, which are abundantly present in the human fetal neocortical wall, have the ability to self-renew and are
therefore thought to contribute greatly to the increase in neuron number by increasing the absolute number of neuronal
progenitor cells.

FIGURE 13.2 Many brain disorders appear at different times during development and adulthood. The age of onset of brain disorders varies
substantially. This indicates the necessity for tightly controlled gene expression throughout development and adulthood and highlights the importance of
defining the spatiotemporal molecular and epigenetic landscape in the healthy and diseased human brain. The gray box illustrates the peak of the age at
diagnosis. Based in part on data from Kessler, R. C., Amminger, G. P., Aguilar-Gaxiola, S., Alonso, J., Lee S., & Ustun T. B. (2007). Age of onset of
mental disorders: a review of recent literature. Current Opinion in Psychiatry, 20, 359e364 and Lee, F. S., Heimer, H., Giedd, J. N., Lein, E. S., Sestan,
N., Weinberger, D. R., & Casey, B. J. (2014). Mental health. Adolescent mental healtheopportunity and obligation. Science, 346, 547e549.
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As is the case throughout the brain, the precise origin and migration modes of different neocortical neurons vary by
subtype. Neocortical neurons can be broadly categorized by two different cell types: excitatory, glutamatergic projection
neurons (aka pyramidal neurons) that project either outside the neocortex or to different neocortical regions and layers, and
locally projecting gamma-aminobutyric acid-ergic, inhibitory neurons. All cortical projection neurons are derived from
progenitor cells of the dorsal pallium and migrate radially into the cortical plate. In contrast, interneurons are largely
derived ventrally from the ganglionic eminences in the striatal primordium and migrate tangentially into the cortical plate
(Meyer, 2007).

Glial Cell Genesis and Differentiation

The generation of glial cells follows neurogenesis, peaks around birth, and is also a protracted process in human beings
(Miller et al., 2012; Roessmann & Gambetti, 1986). Astrocytes and oligodendrocyte precursor cells are thought to also
derive from RGs beginning in midgestation (Amunts, Schleicher, Ditterich, & Zilles, 2003; Jakovcevski, Filipovic, Mo,
Rakic, & Zecevic, 2009; Miller et al., 2012). Oligodendrocytes develop from proliferating oligodendrocyte precursor cells
that arise in proliferative zones in multiple regions of the ventral and dorsal forebrain, migrate throughout the developing
white matter, and divide a limited number of times before they terminally differentiate (Jakovcevski et al., 2009; Miller
et al., 2012). Oligodendrocytes continue to be robustly generated and migrate extensively through the first 2 years of
human life, whereas myelination continues into early adulthood (Jakovcevski et al., 2009; Miller et al., 2012). The earliest
astrocytes are generated from the direct transformation of human RG cells followed by subsequent rounds of proliferation.
Astrocytes that appear mature morphologically are observed as early as 15 pcw (Howard et al., 2008) and the astroglial
population is likely fully differentiated by the end of the first year of life in humans (Sanai et al., 2011).

As a result of these patterns of cell proliferation, migration, and differentiation of neurons and glial cells, the embryonic
and fetal neocortical wall is organized into distinct and often transient compartments (also known as zones or layers), each
carrying out unique cellular processes and each composed of a different makeup of progenitor cells (Bystron et al., 2008;
His, 1889). Some of these domains, such as the subplate, which is important in establishing transient early cortical neural
connections, are especially enlarged in the human brain (Allendoerfer & Shatz, 1994; Hoerder-Suabedissen & Molnar,
2015; Judas, Sedmak, & Kostovic, 2013).

FIGURE 13.3 Transcriptional differences between zones of the midfetal human neocortical wall. Neocortical fetal zone-specific gene expression
patterns have been identified in the human brain, revealing genes essential for the distinct cell types and neurodevelopmental processes that predominate in
each zone: eg, neurogenesis in the VZ versus deep-layer neuronal maturation in the inner cortical plate (CPi). (A) Heat map showing fetal neocortical
zone-enriched gene expression determined by correlation to binary templates at 21 pcw. Differential gene expression corresponds to the distinct cell types
and stages of maturation in each zone. (B) Nissl stain on the left delineates each fetal neocortical zone; in subsequent panels are examples of the expression
of essential zone-enriched genes by in situ hybridization. i, inner; IZ, intermediate zone; MZ, marginal zone; o, outer; SG, subpial granular layer; SP,
subplate zone; SZ, subventricular zone. Adapted from Miller, J. A., Ding, S. L., Sunkin, S. M., Smith, K. A., Ng, L., Szafer, A., . Lein, E. S. (2014).
Transcriptional landscape of the prenatal human brain. Nature, 508, 199e206.
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Neural Circuit Formation and Developmental Plasticity

At midgestation, immature neurons have extended axons and begun to elaborate dendrites, initiating a protracted period of
axon growth, dendritic arborization, and synaptogenesis that extends into early childhood (Huttenlocher & Dabholkar,
1997). The refinement of synaptic connections, mediated by the convergence of influences from both intrinsic and extrinsic
factors, seems a major task of the developing brain from toddlerhood through early adulthood (Petanjek et al., 2011).
Remarkably, robust synaptic elimination and dendritic pruning are observed from infancy through adolescence and are
likely regulated by multiple mechanisms (Katz & Shatz, 1996). Developmental changes in synaptic density, myelin, and
axonal patterning have been noted in many neuropsychiatric disorders, which highlights the importance of the appropriate
regulation of these prolonged human neurodevelopmental processes.

Regional Patterning and Interhemispheric Lateralization

In all mammals including humans, at least two types of spatial information must be encoded in nascent projection neurons
in the emerging neocortex: (1) their position in the radial direction, corresponding to their laminar position, with distinct
cell types, synaptic connectivities, and functions within each lamina or layer (Kwan, Sestan, & Anton, 2012; Leone,
Srinivasan, Chen, Alcamo, & McConnell, 2008; Molyneaux, Arlotta, Menezes, & Macklis, 2007); and (2) their position in
the tangential plane, corresponding to their particular cortical region or area identity (O’Leary, Chou, & Sahara, 2007; Rash
& Grove, 2006; Sur & Rubenstein, 2005). The physical separation of layers and areas is functionally determined and
maintained through their distinct composition of neuronal cell types and a unique set of afferent and efferent synaptic
connections. The laminar identity of projection neurons reflects their birth order, with first-born neurons occupying the
deepest layers and later-born neurons present in more superficial layers. The upper cortical layers, which principally make
intracortical projections, are overrepresented in primates and have been proposed to contribute to some of the cognitive and
motor abilities that are unique to humans (Marin-Padilla, 1978). Work in mice has identified a number of transcription
factors that specify the identities of distinct subtypes of cortical projection neurons (Kwan et al., 2012; Leone et al., 2008;
Molyneaux et al., 2007) and interneurons (Southwell et al., 2014), and many are conserved in the developing human
neocortex (Bayatti et al., 2008; Hansen et al., 2013; Hevner, 2007; Kwan et al., 2008; Radonjic et al., 2014).

Regional patterning of the neocortex is defined in part by the emergence of patterning centers defined by gradients in
the expression of morphogens and signaling molecule targets (O’Leary & Sahara, 2008) and inputs from subcortical
structures (O’Leary et al., 2007; Rash & Grove, 2006; Sur & Rubenstein, 2005). A hallmark of early neocortical patterning
across species is the formation of global rostrocaudal and mediolateral neurogenetic gradients (O’Leary et al., 2007; Rash
& Grove, 2006; Sur & Rubenstein, 2005). Intriguingly, studies suggest that embryonic and fetal human brain patterning
employs many of the same principles observed across mammalian species, which suggests a degree of homology (Bayatti
et al., 2008; Johnson et al., 2009; Kang et al., 2011; Miller et al., 2014). However, the same studies have identified
differences among humans, nonhuman primates, and rodents in the expression of genes involved in regional patterning of
mouse embryonic neocortex, which highlights the role of species differences in the early patterning of the neocortex.

Another key feature of the human developing neocortex is asymmetry between left and right hemispheres, each
comprising a topographically matched, although slightly structurally and functionally asymmetric, areal map (Amunts
et al., 2003; Gazzaniga, Bogen, & Sperry, 1962; Geschwind & Levitsky, 1968; Sun & Walsh, 2006). This asymmetric
organization has a crucial role in functional lateralization of many cognitive and motor functions, such as language and
handedness. Several lines of evidence indicate that these asymmetries are reflected at the molecular (Sun & Walsh, 2006)
and cellular (Amunts et al., 2003; Hayes & Lewis, 1993) levels. Structural asymmetry first appears during the late midfetal
period (Chi, Dooling, & Gilles, 1977) and becomes more prominent during early postnatal development when functional
asymmetries become noticeable (Amunts et al., 2003; Hayes & Lewis, 1993; Hill et al., 2010).

Multiple lines of evidence also indicate that distinct human neocortical areas, nuclei, and the hemispheres as a whole,
mature at different rates (Flechsig Of Leipsic, 1901; Giedd & Rapoport, 2010; Huttenlocher & Dabholkar, 1997; Toga
et al., 2006; Yakovlev & Lecours, 1967). For example, axons in primary sensorimotor areas start to myelinate before those
in the association areas (Flechsig Of Leipsic, 1901; Yakovlev & Lecours, 1967). Other processes such as synaptogenesis
also exhibit prominent interareal differences in their maturational trajectories (Huttenlocher & Dabholkar, 1997).
Furthermore, the right hemisphere appears to mature faster than the left during late fetal and early postnatal development
(Taylor, 1969; Thatcher, Walker, & Giudice, 1987).

The recruitment of neurons from different layers, areas, and hemispheres into complex synaptic circuits underlies
cognition and other forms of complex behavior. Advancements in functional genomic technologies offer unbiased insights
into normal and abnormal molecular process in postmortem human CNS tissues and neural cell culture systems, such as
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neural cells derived from induced pluripotent stem cells (van den Ameele, Tiberi, Vanderhaeghen, & Espuny-Camacho,
2014; Gage & Temple, 2013; Mariani et al., 2012). The remainder of this chapter will focus on our understanding of the
spatiotemporal landscape of the RNA species (ie, transcriptome); epigenetic features such as DNA methylation, histone
modifications, chromatin accessibility, and noncoding regulatory RNAs (ie, “the epigenome”) (see also an alternative view
by Mark Ptashne (2013)); and DNA regulatory elements active (ie, regulome) in the developing human neocortex and
other brain structures.

TRANSCRIPTIONAL LANDSCAPE OF THE DEVELOPING HUMAN BRAIN

Transcription is the first step in transferring genetic information into specific phenotypes and establishing unique
molecular and subsequently cellular properties. The development of high-throughput microarray and sequencing tech-
nologies has greatly advanced our ability to explore transcriptomic dynamics that establish regional anatomical properties
and unique cell types in the prenatal and postnatal developing human brain (Abrahams et al., 2007; He, Bammann, Han,
Xie, & Khaitovich, 2014; Ip et al., 2010; Li et al., 2013; Somel et al., 2009; Sun et al., 2005). By including multiple brain
regions (Hawrylycz et al., 2012; Kang et al., 2011; Miller et al., 2014; Pletikos et al., 2014) and developmental periods
(Jaffe et al., 2015; Johnson et al., 2009; Kang et al., 2011; Pletikos et al., 2014), studies have begun to build a
comprehensive spatiotemporal profiles of the human brain transcriptome using postmortem tissue and provided publicly
accessible resources: www.hbatlas.org (Johnson et al., 2009), www.humanbraintranscriptome.org (Kang et al., 2011),
www.braincloud.jhmi.edu (Colantuoni et al., 2011), and www.brainspan.org (Kang et al., 2011; Miller et al., 2014).
Importantly, novel and valuable insights into normal and abnormal brain development have been obtained by the analysis
of these data.

Spatiotemporal Dynamics of Human Brain Transcriptome

Large-scale characterizations of gene expression in the developing human brain by several groups have revealed intricate
features of the organization and complexity of the transcriptional architecture that reflect the underlying neurobiological
processes (Colantuoni et al., 2011; Hawrylycz et al., 2012; Ip et al., 2010; Johnson et al., 2009; Kang et al., 2011; Lambert
et al., 2011; Mazin et al., 2013; Miller et al., 2014; Pletikos et al., 2014; Somel et al., 2009). A common finding of these
studies is that gene expression is highly spatiotemporally dynamic in the human brain (Fig. 13.4). Global analyses have
revealed that the transcriptomes differ more prominently across time and space than they do between sexes, ethnicities, or
individuals despite their underlying genetic differences. Consistent with this global pattern, transcriptome differences
between males and females are more prominent during prenatal development than during postnatal life, with the adult brain
having the greatest similarity (Fig. 13.5). Genes with sex-biased expression include those previously implicated in brain
development and function as well as several disease-related genes, which offers one of several possible mechanisms
underlying sex differences in the incidence, prevalence, and severity of some brain disorders.

Another key finding of these studies is that a high percentage of protein-coding genes analyzed (over 86%, according to
Kang et al. (2011)) were expressed in at least one region of the developing or adult brain. Of these, nine of 10 genes were
differentially regulated at the whole-transcript or exon level across brain regions and/or time, indicating widespread and
complex splicing changes during development (Kang et al., 2011; Mazin et al., 2013). The bulk of these transcriptional
differences occurred in prenatal development. Compared with dorsal pallial structures (amygdala, hippocampus, and
neocortex), the cerebellum is the most transcriptionally distinctive region in the developing brain, followed by thalamus
and striatum (Kang et al., 2011; Numata et al., 2012). Transcriptional differences between putative areas of the developing
neocortex were less robust than those between neocortex and other brain regions that were analyzed. Interestingly, among
neocortical areas, strong transcriptional differences were particularly prominent during fetal development and included
specific transcriptional signatures associated with prefrontal and perisylvian areas, which are involved in some of the most
distinctly human aspects of cognition and behavior (Johnson et al., 2009; Kang et al., 2011; Pletikos et al., 2014). These
strong prenatal neocortical transcriptional differences diminished during infancy and childhood, and increased again in
adolescence (Fig. 13.6) (Pletikos et al., 2014).

Gene coexpression analyses also revealed that the developing human brain transcriptome is organized in distinct
coexpression networks enriched for specific biological functions (Johnson et al., 2009; Kang et al., 2011; Miller et al.,
2014). Interestingly, genetic variation in some of the most well-connected genes in these modules has been linked to
psychiatric or neurological disorders including schizophrenia and autism spectrum disorder (ASD), which suggests that
they may have converging functions in specific brain regions and developmental periods (Tebbenkamp, 2014; Jeste &
Geschwind, 2015).
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Transcriptional Architecture Underlying Cellular and Regional Specification
of the Human Brain

Differences in the transcriptional architecture of brain regions and neocortical areas reflect differences in the cellular
makeup, biological process, and developmental timing (Colantuoni et al., 2011; Hawrylycz et al., 2012; Ip et al., 2010;
Johnson et al., 2009; Lambert et al., 2011; Mazin et al., 2013; Miller et al., 2014; Pletikos et al., 2014; Somel et al., 2009).
Moreover, in-depth transcriptome analysis of the fetal neocortical wall has also identified transcriptional signatures of
different transient zones and cell types within them and shown conserved patterns and species differences (Fietz et al.,
2012; Miller et al., 2014; Pollen et al., 2014). Previous work in mice has shown that early patterning of the CNS, including
neocortical regions and areas, is governed by graded expression of transcription factors during early embryonic devel-
opment followed by extrinsic signaling from thalamic axonal inputs (O’Leary et al., 2007; Rakic, Ayoub, Breunig, &

FIGURE 13.4 Global temporal and spatial dynamics of the human brain transcriptome. Global spatiotemporal dynamics of the human brain
transcriptome revealed by multidimensional scaling (MDS) plots. Each analyzed tissue sample is colored according to period (A) or region (B). The bulk
of transcriptional differences occurred during prenatal development. NCX, neocortex; HIP, hippocampus; AMY, amygdala; STR, striatum; MD,
mediodorsal nucleus of thalamus; CBC, cerebellar cortex. Adapted from Kang, H. J., Kawasawa, Y. I., Cheng, F., Zhu, Y., Xu, X., Li, M., . Sestan, N.
(2011). Spatio-temporal transcriptome of the human brain. Nature, 478, 483e489.
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FIGURE 13.5 Sex differences in developmental and adult human brain gene expression. Sex differences in gene expression are highest in fetal
development and decline over the course of postnatal development. Number of sex-biased DEX genes in brain regions/neocortical areas during fetal
development (top), postnatal development (middle), and adulthood (bottom). OFC, orbital; MFC, medial prefrontal cortex; M1C, primary motor (M1)
cortex; S1C, somatosensoprefrontal cortex; DFC, dorsolateral prefrontal cortexry (S1) cortex; IPC, posterior inferior parietal cortex; A1C, primary
auditory (A1C) cortex; STC, superior temporal cortex; ITC, inferior temporal cortex; V1C, primary visual (V1) cortex; HIP, hippocampus; AMY,
amygdala; STR, striatum; MD, mediodorsal nucleus of thalamus; CBC, cerebellar cortex. chr., chromosome. Adapted from Kang, H. J., Kawasawa, Y. I.,
Cheng, F., Zhu, Y., Xu, X., Li, M., . Sestan, N. (2011). Spatio-temporal transcriptome of the human brain. Nature, 478, 483e489.

FIGURE 13.6 Regional/areal variations in the human neocortical transcriptome exhibit a temporal hourglass pattern. (A) Unsupervised hier-
archical clustering of the 11 putative neocortical areas and regions profiled by Pletikos et al. (2014), based on the transcriptome of each area from the
period of fetal development throughout life, showing relative transcriptional differences. (B) Box plots of subsampling permutations show the number of
expressed (up) and differentially expressed (down) genes among neocortical areas across fetal development (periods 3e7), infancy (periods 8 and 9),
childhood (periods 10 and 11), adolescence (period 12), and adulthood (periods 13e15). (C) Manhattan plot showing the sum of the number of interareal
DEX genes between each neocortical area and any of the other areas over time (post hoc Tukey tests). OFC, orbital prefrontal cortex; DFC, dorsolateral
prefrontal cortex; MFC, medial prefrontal cortex; M1C, primary motor (M1) cortex; S1C, somatosensory (S1) cortex; IPC, posterior inferior parietal
cortex; A1C, primary auditory (A1C) cortex; STC, superior temporal cortex; ITC, inferior temporal cortex; V1C, primary visual (V1) cortex; HIP,
hippocampus; AMY, amygdala; STR, striatum; MD, mediodorsal nucleus of thalamus; CBC, cerebellar cortex. Adapted from Pletikos, M., Sousa,
A. M., Sedmak, G., Meyer, K. A., Zhu, Y., Cheng F., . Sestan N. (2014). Temporal specification and bilaterality of human neocortical topographic
gene expression. Neuron, 81, 321e332.
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Dominguez, 2009; Rash & Grove, 2006; Sur & Rubenstein, 2005). Human brain transcriptome data have opened a door for
characterizing those early and later regional patterns in the human neocortex.

Genes that are expressed in gradients and/or well-defined compartments in the embryonic and fetal neocortical wall are
present in proliferative zones or postmigratory neurons of the cortical plate and subplate (Johnson et al., 2009; Kang, 2011;
Miller et al., 2014; Pletikos et al., 2014). Transcriptome studies have also identified prefrontal/frontal-enriched graded
expression along the anteroposterior axis and gradients with enrichment in temporal, occipital, occipitotemporal, peri-
sylvian, and ventromedial areas (Kang et al., 2011). Expression of most gradient genes peaked in the frontal or temporal
lobes, indicating that a frontoeposterioretemporal rather than fronto-occipital axis exists in the human brain (Johnson
et al., 2009; Kang, 2011; Miller et al., 2014; Pletikos et al., 2014). These gradients include both conserved and divergent
genes across species (Fig. 13.7). For example, CBLN2 shows rostral enrichment, which is conserved in humans and mice,
whereas NPY is expressed posteriorly in V1C of human neocortex in addition to expression in anterior regions as in mouse
cortex.

Taken together, these data indicate that spatiotemporal expression patterns in the human neocortex (NCX) are in part
shaped by regulatory programs that differ between humans and model species, and indicate the importance of delineating
gene expression gradients in the human brain.

Transcriptional Insights Into Maturational Trajectories of the Human Neocortex

Transcriptome studies have also provided new insights into the progression of maturation of distinct brain regions and
neocortical areas (Kang et al., 2011; Pletikos et al., 2014). For example, the trajectories (Fig. 13.8) of regional and areal
gene expression during brain maturation were shown to have similar shapes across the neocortex, with steep increases

FIGURE 13.7 Commonalities and differences in developmental neocortical regional/areal expression between humans and mice. Differential
patterns of gene expression may define functional differences between different areas and layers of fetal neocortex. Highlighting the importance of
studying region-specific gene expression in human tissue, differences in gene expression patterns can be highly divergent between humans and model
organisms, such as the mouse. (A) CBLN2 is an example of a gene enriched in prefrontal cortex (orbital prefrontal cortex, OFC; dorsolateral prefrontal
cortex, DFC; medial prefrontal cortex, MFC; and ventrolateral prefrontal cortex, VFC), as shown by reverse-transcriptase (RT)-PCR (left) and in situ
hybridization (ISH) (middle) on a whole sagittal late-midfetal human brain. Analysis at higher magnification reveals that CBLN2 mRNA is enriched
throughout the prefrontal cortical plate (PFC) and subplate (SP) zone but absent from the marginal zone. (Right) ISH on a whole brain sagittal section of
postnatal day (P) 4 mouse, an age equivalent to human midfetal development, which suggests that the regional pattern of CBLN2 is relatively conserved
between humans and mice. Interestingly, unlike its expression throughout the human fetal PFC, the mouse Cbln2 ortholog is enriched in the upper parts of
the frontal CP/cortex. (B) The same analysis of NPY expression indicated enrichment in the human midfetal occipitotemporal cortical plate (CP). (Middle)
Analysis at higher magnification reveals specific enrichment in the occipital CP and high expression in scattered cells (likely migrating interneurons)
throughout SP (arrowheads) in the occipital cortex (a posterior region). In contrast, NPY is sparsely expressed throughout the subplate and CP in frontal
regions. ISH on a whole brain sagittal section of P4 mouse demonstrates opposing regional neocortical expression patterns for NPY in mice versus
humans. OFC, orbital prefrontal cortex; DFC, dorsolateral prefrontal cortex; VFC, ventrolateral prefrontal cortex; MFC, medial prefrontal cortex; MSC,
primary motor (M1)/somatosensory (S1) cortex; IPC, posterior inferior parietal cortex; A1C, primary auditory (A1C) cortex; STC, superior temporal
cortex; V1C, primary visual (V1) cortex. Adapted from Johnson, M. B., Kawasawa, Y. I., Mason, C. E., Krsnik, Z., Coppola, G., Bogdanovic, D., .
Sestan, N. (2009). Functional and evolutionary insights into human brain development through global transcriptome analysis. Neuron, 62, 494e509 and
Allen Brain Atlas (mouse data).
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during mid- and late fetal development. The major inflection point on the curve detailing these trajectories is observed
during late infancy. These trajectories are generally synchronized, with varying degrees of deviations in different devel-
opment periods. The average deviation of the areal trajectory varied more among neocortical areas during fetal than
postnatal periods. Medial prefrontal cortex and inferior temporal cortex appear to mature faster than other areas prenatally,
whereas the dorsolateral prefrontal cortex transcriptome reached mature levels more slowly. During postnatal development,
global levels of transcriptome maturation become more synchronized among neocortical areas.

Whereas global transcriptome trajectories are generally synchronized across the brain, the trajectories of certain neu-
rodevelopmental processes were observed to vary dramatically from each other and among brain regions. For example,
major neurodevelopmental processes, including neural cell proliferation and migration, dendrite and synapse development,
and myelination exhibit differences in their onset times, rates of increase and decrease, and shapes between each other and
among brain regions, which provides a molecular basis for observations of regional differences in these developmental
processes (Kang et al., 2011). Similarly, the expression trajectories of genes encoding neuronal markers and neurotrans-
mitter receptors show differences across brain regions (Kang et al., 2011). Notably, some of the processes develop in a
species-dependent manner. For example, the delayed expression of genes associated with synaptic functions has been
observed in the postnatal human prefrontal cortex, compared with chimpanzee and rhesus macaque (Somel et al., 2009).

Interhemispheric Neocortical Transcriptomes

Surprisingly, despite the clear functional specializations of the brain hemispheres, few statistically significant inter-
hemispheric transcriptome differences were identified across fetal and postnatal development and adulthood, despite
extensive analysis using microarray, mRNA sequencing, and quantitative polymerase chain reaction (PCR) of bulk
tissue (Hawrylycz et al., 2012; Johnson et al., 2009; Kang et al., 2011; Lambert et al., 2011). Similarly, although
previous studies have proposed that the left hemisphere reaches developmental stages sooner than does the left hemi-
sphere (Taylor, 1969; Thatcher et al., 1987), no significant lateral differences in maturation rate were identified when
comparing areal transcriptional trajectories of transcriptomes. All of these findings indicate that at the population level,
areal transcriptomes are globally symmetric across the full course of human neocortical fetal development and adult-
hood. Intriguingly, observations at gene expression levels seem to complement structural imaging studies showing
strong bilateral symmetry of the neocortex (Chen et al., 2011), as well as reports of an unexpectedly high percentage of
monozygotic twin pairs that are discordant for handedness (McManus & Bryden, 1991). However, these findings do not
rule out the possibility that hemispheric asymmetry is diluted at the population level by individual differences or driven
by more subtle changes in specific cellular components that cannot be detected at the gene expression level, at least with
current techniques.

FIGURE 13.8 Neocortical regional/areal transcriptional trajectories become more synchronized during postnatal development. Prenatal
development exhibits more deviation than postnatal development. (A) A maturational trajectory plot showing the Pearson correlation of gene expression in
each sample to the corresponding averaged gene expression in young adulthood (solid line) or mid-fetal development (dashed line). (B) Bar plots showing
the average deviation of the areal trajectory from the average overall maturational trajectory (maturational difference index). Error bars represent standard
deviation. MFC, medial prefrontal cortex; OFC, orbital prefrontal cortex; DFC, dorsolateral prefrontal cortex, M1C, primary motor (M1) cortex; S1C,
somatosensory (S1) cortex; IPC, posterior inferior parietal cortex; A1C, primary auditory (A1C) cortex; STC, superior temporal cortex; ITC, inferior
temporal cortex; V1C, primary visual (V1) cortex. Adapted from Pletikos, M., Sousa, A. M., Sedmak, G., Meyer, K. A., Zhu, Y., Cheng F., Sestan N.
(2014). Temporal specification and bilaterality of human neocortical topographic gene expression. Neuron, 81, 321e332.
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EPIGENOMIC AND REGULATORY LANDSCAPES OF THE DEVELOPING HUMAN BRAIN

The spatiotemporal patterns of gene expression discussed previously are achieved through multiplayer but combinatorial
regulatory mechanisms. Key components of this regulatory circuitry include trans-acting regulatory proteins, cis-regula-
tory elements (CREs), and epigenetic modifications such as DNA methylation, histone modifications, and changes in DNA
accessibility (Shibata, Gulden, & Sisien, 2015). Regulatory proteins include transcription factors that bind to their
sequence-specific cognate CREs (Vaquerizas, Kummerfeld, Teichmann, & Luscombe, 2009). CREs are short sequences in
the genome that are bound by regulatory proteins. Based on their function, CREs can be divided into different classes;
proximal promoters, enhancers, insulators, and silencers are the most widely studied (Barski et al., 2007; Hardison &
Taylor, 2012; Nord et al., 2013; Pennacchio, Bickmore, Dean, Nobrega, & Bejerano, 2013; Wittkopp & Kalay, 2012).
CREs are scattered across the genome and can function across considerable genomic distances, from locations as remote as
another chromosome (Bickmore, 2013; Sexton, Schober, Fraser, & Gasser, 2007). In addition to these two components,
epigenetic mechanisms also have a critical role in regulating transcription. DNA methylation, posttranslational modifi-
cations of histone tails, and noncoding RNA- including micro-RNA-mediated processes are the most common epigenetic
mechanisms. Here we will give an overview of the current understanding of transcriptional regulation in the developing
human brain.

DNA Methylation in Human Brain Development

DNA methylation refers to covalent modification of cytosine with a methyl group, mostly in CpG dinucleotides of the
genomic DNA. DNA methylation has been implicated in neural development, plasticity, and learning and memory
(Borrelli, Nestler, Allis, & Sassone-Corsi, 2008; Dulac, 2010; Lubin, Gupta, Parrish, Grissom, & Davis, 2011; Ma
et al., 2010; MacDonald & Roskams, 2009; Mikaelsson & Miller, 2011; Miller, Campbell, & Sweatt, 2008; Miller &
Sweatt, 2007; Sultan & Day, 2011). Several studies have addressed global DNA methylation in postmortem human
brain using microarrays and identified regional and sex differences in the brain (Iwamoto et al., 2011; Ladd-Acosta
et al., 2007; Numata et al., 2012; Siegmund et al., 2007; Xu et al., 2014). In the human prefrontal cortex, global
methylation has also been shown to be age dependent, with fetal samples being the most distinct from postnatal and
adult samples (Numata et al., 2012). Changes were rapid in fetal samples; they then slowed down after birth and then
slowed further with aging. However, these studies were limited by the number of CpGs that could be assayed and by
the design of the microarray.

The application of sequencing technologies that allow profiling of DNA methylation at millions of CpGs in the human
genome at single-base resolution provides greater insights into DNA methylation patterns in the developing human brain.
Lister et al. (2013) studied methylation patterns in the human prefrontal cortex during development by genome sequencing
and reported widespread methylome reconfiguration during fetal to young adult development. They also observed accu-
mulation of methylation in a non-CpG context (mCH) during early postnatal development (first 2 years after birth),
coincident with synaptogenesis, then through adolescence, followed by a slight decrease thereafter. Considerable mCH was
observed in adult human prefrontal cortex, with near negligible levels in the fetal cortex (Guo et al., 2014; Kato &
Iwamoto, 2014; Lister et al., 2013). Accumulation of mCH was negatively correlated with gene expression. Interestingly,
mCH was more abundant than CpG methylation in adult neurons but was at insignificant levels in glial cells. Furthermore,
distinct patterns of methylation in cell typeespecific genes were observed; genes highly expressed in adult neurons lost
both CpG and non-CpG methylation progressively during development. Taken together, these data indicate that dynamics
in methylation of genomic DNA is an essential feature of gene regulation in human neurodevelopment. Moreover, it is
intriguing to speculate that the acceleration of DNA methylation in infancy and childhood may be a mechanism underlying
the reduction in interareal differentially expressed gene levels and predominance in the expression of genes associated with
synapse formation and regulation observed during these periods.

Histone Modification and Functional Regulatory Elements in Human Brain Development

Histone tails in the nucleosome can undergo posttranslational modifications at more than 100 amino acids. Methylation
(mono-, di-, and tri-) and acetylation are the most extensively studied modifications, although many more including
phosphorylation, hydroxylation, and citrullination have been observed (Kouzarides, 2007; Tan et al., 2011; Tessarz &
Kouzarides, 2014). Histone tail modifications in combinations of type and position, referred to as chromatin state, affect
the chromatin conformation, which in turn affects the accessibility of regulatory proteins and RNAs to CREs. Many
studies have profiled chromatin states in human cancer lines or normal cells from nonbrain tissues using chromatin
immunoprecipitation coupled with deep sequencing (ChIP-seq) (Encode Project Consortium et al., 2012). ChIP-seq

The Molecular Landscape of the Developing Human Central Nervous System Chapter | 13 213



studies in postmortem human brain have been hampered owing to difficulty in obtaining the large amounts of tissue
required. However, a few studies have been carried out in adult human brain tissue (Roadmap Epigenomics et al., 2015;
Zhu et al., 2013) and in fluorescent activated cell sortingebased neuronal and nonneuronal nuclei (Cheung et al., 2010;
Shulha et al., 2012). Cheung et al. (2010) profiled histone-3-lysine-4 trimethylation (H3K4me3) across development in
neuronal and nonneuronal cells of the human prefrontal cortex of 11 individuals aged 0.5 to 69 years. Significant
remodeling of H3K4me3 was observed during postnatal development and aging of prefrontal neurons. Enrichment of
H3K4me3 in the promoters of key genes in infants (aged less than 1 year) compared with the oldest samples (aged
greater than 60 years) was observed. Some of these key genes include NEUROD1 and several members of cadherin and
semaphorin families.

Certain chromatin states have also been shown to be signature marks for identifying CREs. For example, enrichment of
H3K4me1 and histone-3-lysine-27 acetylation is a characteristic mark of active enhancers (Encode Project Consortium
et al., 2012). With this approach, Vermunt et al. (2014) identified enhancers on a genome-wide scale in 136 brain regions in
the adult human brain. Region-specific enhancers along with coregulated enhancers that form cell typee and
context-specific networks were also identified. Visel et al. (2013) determined the genome-wide occupancy of the
enhancer-associated protein p300/CBP in human fetal cortex to identify active enhancers. Enrichment of p300/CBP
binding sites was observed near genes highly expressed in the fetal cortex. However, studies across key developmental
periods and multiple brain regions are necessary to understand transcriptional regulation in human brain development.

Noncoding RNAs in Human Brain Development

In addition to DNA methylation and chromatin accessibility, noncoding RNAs, especially microRNAs (miRNAs), likely
have important regulatory roles during human brain development. Canonically, miRNAs regulate gene expression by
binding substrate mRNAs and inhibiting translation or targeting them for degradation. It has been shown in humans that
one miRNA can target hundreds of mRNAs, and single mRNA transcripts can be targeted by many miRNAs (O’Carroll &
Schaefer, 2013). Thus miRNAs represent a remarkably complex and powerful mechanism to control dynamic gene
expression levels.

Fifty percent of all identified miRNAs are expressed in mammalian brain. Region- and cell typeespecific differences in
the expression of miRNAs in the brain have been shown (O’Carroll & Schaefer, 2013). Interestingly, enrichment of
miRNAs in different cellular compartmentsdperinuclear soma, axons, and dendritesdhas also been observed and
implicated in regulation of local protein expression, synapse maturation, and function (Landgraf et al., 2007; Olsen,
Klausen, Helboe, Nielsen, & Werge, 2009). In human dorsofrontal cortex, several hundred miRNAs were identified,
including 197 putative novel miRNAs (Shao et al., 2010). miRNA expression was observed to be influenced in aging; 31%
were affected by age (Somel et al., 2010). These age-related miRNA expression profiles were negatively correlated with
the expression of their predicted targets, which suggests a direct role of miRNA in regulating gene expression. Moreover,
in some cases the same miRNAs that affect expression changes during postnatal development drive the changes during
aging. For example, miR-34a, miR-222, and miR-433 were correlated with their targets in both development and aging,
and thus may regulate gene expression changes in both periods.

A significant challenge in the field is to identify true miRNA-target complexes directly rather than through compu-
tational predictions. Boudreau et al. (2014) used high-throughput sequencing of RNA isolated by cross-linking immu-
noprecipitation against argonaute proteins that are the core components of miRNA-silencing complexes (Meister, 2013),
to identify miRNA-target complexes in the adult motor cortex and cingulate gyrus of human postmortem brains. A total of
1900 unique miRNAs, of which Let-7, miR-125, miR-124, miR-9, and miR-29 were the most abundant, were identified.
They also identified six new targets for miR-137, an miRNA that has been associated with schizophrenia (Schizophrenia
Psychiatric Genome-Wide Association Study (GWAS) Consortium, 2011). This resource will be valuable in the future for
querying the basic biological functions of miRNAs in the brain and their role in differential spatiotemporal expression
patterns.

miRNA-mediated regulation has also been implicated in the evolution of the human brain (Li et al., 2013; Somel et al.,
2011). Somel et al. (2011) analyzed mRNA and miRNA expression in prefrontal cortex and cerebellum within humans,
macaques, and chimpanzees across development. They observed that genes showing constant expression or no develop-
mental pattern changes in the three species reflected the three species’ known phylogenetic relationship. However, among
genes that exhibit developmental pattern differences, humans display an evolutionary rate that is three to five times faster. A
greater number of miRNAs were present in this gene set and showed more divergence, particularly in the cortex than
cerebellum, in humans than chimpanzees. Twelve miRNAs and their 140 target genes constituted approximately 10% of the
developmental remodeling events identified in the cortex. Taken together, these data indicate that miRNAs are an essential
regulatory mechanism in establishing the regional and developmental landscape of gene expression in the human brain.
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INSIGHTS INTO PSYCHIATRIC AND NEUROLOGICAL DISORDERS

Psychiatric and neurological disorders are devastating illnesses with considerable morbidity and mortality. Many of these
are complex diseases with multiple genes contributing to the risk of the disease. This polygenicity poses a substantial
challenge to elucidating and targeting the underlying molecular mechanisms of pathogenicity. Functional genomics studies
of the developing human brain can provide great insights into molecular mechanisms underlying psychiatric diseases.
Transcriptome comparisons between the brains of patients and control subjects can identify genes that show altered
expression in diseased states. Moreover, the expression trajectories of genes previously associated with disease can be
explored. For example, the expression trajectories of genes previously associated with ASDs and schizophrenia have been
shown to exhibit distinct and dynamic expression patterns, especially among neocortex areas (Kang et al., 2011). In
addition, by building coexpression networks of these genes, one can determine other coexpressed genes and how these
genes converge on specific biological processes. Taking this approach, studies have determined that genes with risk alleles
for ASDs are highly enriched in cortical projection neurons during midfetal development (Willsey et al., 2013) (Fig. 13.9).

Spatiotemporal profiles of transcriptome, epigenome, regulome, and proteome can enable an understanding of the
functional role of genetic variations associated with psychiatric disorders by genome-wide association studies. Loci
associated with ASDs and schizophrenia show enrichment of brain expression quantitative trait loci (eQTLs) (Davis et al.,
2012; Richards et al., 2012). Identification of epigenetic QTLs and protein QTLs will further advance our understanding of
the molecular mechanisms involved in psychiatric diseases. Functional genomics data will enable integrative analysis to
reveal the convergence of genes implicated in psychiatric disorders on specific biological functions and pathways, and
allow researchers to prioritize these studies for developing targeted therapy.

CONCLUSIONS AND FUTURE DIRECTIONS

Over a century of neuroscience has led to an increasing understanding of the structural and functional anatomy of the
human brain. We are growing ever closer to realizing the goal of a comprehensive characterization of gene expression,
epigenetic chromosomal modifications, and noncoding RNAs in distinct brain regions over the full course of human
development and in aging. As our understanding of the molecular landscape of the human brain grows, neuroscientists will
be better able to use these resources to research the molecular basis of specific aspects of human neurobiology. Expanding
on this work will require harnessing advancements in genomic technologies, expanding the research community devoted to
these efforts, acquiring high-quality tissue specimens, and increasing brain-banking efforts. A particularly important
objective moving forward is deciphering the molecular basis of the remarkable cellular heterogeneity of the human brain
using emerging technologies such as single-cell sequencing and improved methods for isolating distinct types of human
cells. We must also decipher how epigenetic and environmental influences affect gene expression and ultimately the
proteome of the human brain.

FIGURE 13.9 Integrative analysis can infer coexpression networks of disease-associated genes and implicate specific developmental periods,
brain regions, and cell types. Advances in transcriptome analysis have enabled unbiased and sensitive measurements of gene expression that have
produced comprehensive spatiotemporal transcriptome profiles characterizing healthy brain development. In addition, insights into disease pathology can
be obtained using these data through either direct comparison of gene expression in control versus diseased tissue or statistical modeling and coexpression
analysis with disease-associated genes. For example, this illustration shows how a coexpression network analysis of autism-associated genes with a
spatiotemporal human transcriptome database inferred a convergence of autism-associated genes in frontal neocortex and deep-layer projection neurons,
which suggests that abnormalities in this cell type may have a role in the pathogenesis of autism. Adapted from Tebbenkamp, A. T., Willsey, A. J., State,
M. W., & Sestan, N. (2014). The developmental transcriptome of the human brain: implications for neurodevelopmental disorders. Current Opinion in
Neurology, 27, 149e156; Willsey, A. J., Sanders, S. J., Li, M., Dong, S., Tebbenkamp, A. T., Muhl, R. A., . State, M. W. (2013). Coexpression networks
implicate human midfetal deep cortical projection neurons in the pathogenesis of autism. Cell, 155, 997e1007.
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INTRODUCTION

The ability to control genetically specified cell populations optically in the nervous system has transformed neuroscience
(Boyden, Zhang, Bamberg, Nagel, & Deisseroth, 2005; Lima & Miesenböck, 2005). This approach, termed
“optogenetics,” uses photostimulation to control the activity of specific cell populations experimentally, which have been
genetically transduced to express proteins that are activated by light. Importantly, this approach can be used to manipulate
neurons on a millisecond time scale and with high spatial precision. Optogenetics has become a viable alternative to
electrical microstimulation and pharmacological methods. Several optogenetic strategies for controlling neuronal function
have been widely implemented for dissecting neural connectivity, function, and dysfunction in the rodent and primate brain
(Deisseroth, 2014; Deisseroth & Schnitzer, 2013; Häusser, 2014; Tye & Deisseroth, 2012; Yizhar, Fenno, Davidson,
Mogri, & Deisseroth, 2011).

Optogenetic experiments begin with the careful selection of genetic targeting strategies, which facilitate the delivery of
light-sensitive optogenetic constructs to molecularly defined cell populations in the intact brain. These approaches include
the use of transgenic rodent lines that express Cre recombinase in specific cell populations, cell typeespecific promoters, or
retrograde viruses. Once the specified neurons have been sensitized to light by expression of light-activated proteins,
integrated fiber-optic cables and LEDs or lasers are used to deliver the photostimulus to neural pathways in a temporally
precise manner in either in vivo or ex vivo experimental settings. In the following sections we will summarize and discuss
some prominent optogenetic strategies that are used for the functional dissection of neural circuits. Moreover, we will
review the impact of optogenetic-driven research on understanding the pathogenesis of diseases such as depression, drug
addiction, anxiety, and Parkinson disease, as well as the implications for future therapeutic development.

TOOLS FOR FUNCTIONAL NEURAL CIRCUIT DISSECTION

Definition of Opsins

Opsins are photoreceptive proteins that, when expressed by a neuron, render these cells’ plasma membrane sensitive to
light. They are either naturally occurring or are engineered by fusing a selected effector domain to a photoreceptive domain
that enables depolarization or hyperpolarization (by the flow of charged molecules across the plasma membrane) of
excitable cells expressing the opsin. For example, channelrhodopsin-2 (ChR2), which was isolated from the single-cell
green alga, Chlamydomonas reinhardtii, is a light-sensitive cation channel that is maximally activated by blue light
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power densities of 1e5 mW/mm2 at 473 nm. It can be used to depolarize neurons with millisecond precision and thereby
drive precisely timed action potentials up to 30e50 Hz (Mattis et al., 2012; Tye & Deisseroth, 2012; Yizhar et al., 2011;
Zhang et al., 2010). Conversely, halorhodopsin (NpHR) was isolated from Natronomonas pharaonis, an aerobic archaeon,
and is a light-sensitive inward chloride pump that is maximally activated by amber light power densities of about 5 mW/mm2

at 593 nm and leads to hyperpolarization of neurons. Molecular engineering including addition of a neurite trafficking
sequence from the Kir2.1 potassium channel have resulted into enhanced NpHR, which can be used effectively for
in vivo experiments (Gradinaru et al., 2010; Mattis et al., 2012). Nevertheless, in contrast to the excitatory ChR2, these
pumps require constant photostimulation to maintain hyperpolarization. Because constant light produces a significant
amount of heat, which may be enough to alter physiological processes (Yizhar et al., 2011), experiments using this
approach must control for the possible nonspecific effects of heat on the physiological processes under examination.

The high-resolution crystal structure of a channelrhodopsin has been solved and has guided the generation of viable
alternatives for achieving temporally precise inhibition in loss-of-function experiments (Kato et al., 2012). Specifically,
molecular reengineering of the channel pore of channelrhodopsin from cation to chloride conducting has enabled
conversion of the opsin from an excitatory to an inhibitory channel which no longer requires constant photoillumination
(Berndt, Lee, Ramakrishnan, & Deisseroth, 2014; Wietek et al., 2014). Other engineered opsins include channelrhodopsins
with extended open-state lifetimes (step-function opsins), which provide prolonged depolarization and drive action
potential trains at high frequencies up to 200 Hz (Berndt, Yizhar, Gunaydin, Hegemann, & Deisseroth, 2009; Yizhar et al.,
2011). Other molecular configurations allow termination of the stable blue lightetriggered depolarized state by application
of a pulse of amber light at 560e590 nm (Berndt et al., 2009).

Redshifted activation wavelength opsins, known as C1V1 (Gradinaru et al., 2010; Mattis et al., 2012; Yizhar et al.,
2011), represent another class of engineered photosensitive molecules, which are activated by amber light at 590 nm.
Because this wavelength does not overlap with the wavelengths activating ChR2 (473 nm), it is theoretically possible to
use these two opsins in the same brain tissue specifically to activate distinct neuronal populations without cross-excitation.
Another redshifted variant is ReaChR (red-activatable channelrhodopsin), which is activated by amber light at
590e630 nm and offers improved membrane trafficking, higher photocurrents, and faster kinetics compared with existing
redshifted opsins. Importantly, ReaChR can be activated in deep brain layers or even through the intact skull (Lin, Knutsen,
Muller, Kleinfeld, & Tsien, 2013), which renders this variant particularly suitable to in vivo studies.

Expression of Opsins in the Mammalian Brain

The power of optogenetic strategies is derived in large part by the ability to drive the expression of optogenetic proteins
using cells’ intrinsic molecular genetic machinery. Harnessing this power for neuroscience requires delivery of genetic
material to the brain. Access to the brain is experimentally restricted by the skull and the bloodebrain barrier, which
compels researchers to develop a number of different strategies to deliver optogenetic constructs to cells within the central
nervous system. By far the most common strategy is to use viral-mediated gene transfer, which is routinely accomplished
by direct injection of viruses into the brain region of interest. A number of genetically engineered optogenetic mouse lines
also exist. These drive opsin expression under the control of various promoters or in a conditional manner such that the
opsin is expressed only in cells that also express Cre recombinase.

Adeno-associated virus (AAV) and lentivirus (LV) are the most common means by which to deliver and target
optogenetic constructs to specific brain regions (Tye & Deisseroth, 2012; Yizhar et al., 2011; Zalocusky & Deisseroth,
2013). AAVs or LVs can be injected into specific brain regions using a micropump at a slow rate (100e150 nL/min) while
the animal is under general anesthesia and fixed in a stereotaxic instrument. LVs can be produced using standard tissue
culture techniques, but they require biosafety level 2 surgical and husbandry facilities. After in vivo injection of a small
volume of LV into the brain (500e1000 nL is considered standard by many laboratories that use virus titers of about 1012

infection units per milliliter), the diffusion of the LV is usually restricted, and depending on the titer and other factors, only
a proportion (10e70%) of neurons within this volume is infected. Injection of AAVs, in contrast, commonly results in
larger infected tissue volumes (typically on a millimeter scale), and a much greater percentage (about 90e99%) of neurons
within that volume is infected. Importantly, the speed and efficiency of this delivery method depend largely on the serotype
of the AAV used (Tye & Deisseroth, 2012; Xu & Sudhof, 2013). AAVs are often produced and ordered through virus
vector core facilities such as those at the University of Pennsylvania (http://www.med.upenn.edu/gtp/vectorcore), Stanford
University (http://med.stanford.edu/gvvc), and the University of North Carolina (http://www.med.unc.edu/genetherapy/
vectorcore), and usually can be employed in biosafety level 1 laboratories. An important consideration is that opsins
will be expressed in all neurons and even in glial cells if AAVs or LVs are used that lack cell-specific promoters or are not
expressed under the control of Cre recombinase (Fig. 14.1A).
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Cell TypeeSpecific Targeting of Opsins Using Promoters

For viruses that deliver genetic material to the nucleus (ie, DNA viruses such as AAV and retroviruses such as LV), it is
possible to use the cells’ promoter-specific transcriptional machinery to drive the expression of genes. Using this strategy,
the genetic construct carried by the virus contains a promoter (eg, synapsin, Thy1, CaMKII) followed by the opsin
transgene (eg, ChR2 or enhanced yellow fluorescent protein [EYFP]). Whereas cellular uptake of the virus is relatively
nonspecific (although specific viral tropisms exist), expression of the transgene only or predominantly occurs in cells that

FIGURE 14.1 Targeting strategies using optogenetic tools. Schematic drawings of different targeting strategies for optogenetic manipulations in
rodents. (A) Anatomical targeting. The optogenetic construct is delivered directly into the target brain region by stereotaxic injection of a viral vector
(eg, adeno-associated virus or lentivirus) and the opsin is subsequently expressed in all cells (ie, neurons and glial cells) (left). The optical fiber is
implanted above the target brain region (right). (B) Cell typeespecific targeting. A viral vector carrying an optogenetic construct with a cell typeespecific
promoter will only infect genetically defined neurons (filled circles) but not other surrounding neurons (open circles) (left). The optical fiber is implanted
directly above the viral injection site (right). An alternative approach is to use transgenic animals that express Cre recombinase in genetically defined
neurons. (C) Projection targeting. A viral vector carrying a cell typeespecific promoter and optogenetic construct is infused into the target brain region of a
wild-type or transgenic mouse (left). The optical fiber is implanted above the brain region that contains axon terminals originating from the neurons in the
viral injection site (right). (D) Retrograde targeting. A retrograde virus (eg, rabies virus) expressing an opsin is injected into a brain region which is
innervated by neurons from a certain brain region (left). The optical fiber is implanted directly above this brain region and light stimulation will activate all
neurons that project to the viral injection site (right).
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recognize the promoter (Fig. 14.1B). For instance, human synapsin I or human Thy1 selectively expresses transgenes in
neurons but not in glial cells (Diester et al., 2011; Yizhar et al., 2011). Further specificity can be obtained by using
promoters that target cells based on their neurochemical identity. For example, glutamatergic neurons in the cortex and
hippocampus can be targeted using the Ca2þ/calmodulin-dependent kinase IIa (CaMKIIa) promoter (Dittgen et al., 2004;
Lee et al., 2010), serotonergic neurons using the TPH-2 promoter (Benzekhroufa, Liu, Tang, Teschemacher, & Kasparov,
2009) somatostatin (SOM)-expressing neurons using the SST promoter (Tan et al., 2008), and oxytocin-expressing
neurons using the OT promoter (Fields, Ponzio, Kawasaki, & Gainer, 2012; Knobloch et al., 2012).

In addition to viral-mediated gene transfer, transgenic mouse lines that constitutively express opsin genes under local
promoter-enhancer regions have been used. For example, the Thy1:ChR2-EYFP mouse lines directly express ChR2
under control of the Thy1 promoter (Arenkiel et al., 2007). Furthermore, other transgenic mouse lines have been
generated to enable blue lighteinduced activation of ChR2 in gamma-aminobutyric acid-ergic (GABAergic)
(VGAT-ChR2(H134R)-EYFP), cholinergic (ChAT-ChR2(H134R)-EYFP), serotonergic (Tph2-ChR2(H134R)-EYFP),
and parvalbumin (PV)-expressing (Pvalb(H134R)-ChR2-EYFP) neurons (Zhao et al., 2011).

Cell TypeeSpecific Targeting of Opsins Using Cre/loxP Recombinase

The most common approach to achieving cell typeespecific genetic manipulations is through the Cre/loxP
recombinase system (Gelman et al., 2003; Madisen et al., 2012; Saunders, Johnson, & Sabatini, 2012; Taniguchi
et al., 2011; Tye & Deisseroth, 2012; Yizhar et al., 2011) (Fig. 14.1B). Here, the viruses are designed so that they
express only functional transgenes in the presence of Cre recombinase. Then the virus is infused into the brain of
transgenic mouse lines that have been generated to express Cre recombinase in a wide range of cell types. These cell
types are defined molecularly because the presence of Cre recombinase is restricted to cells expressing a particular
gene. To date, there are over 250 Cre-recombinase mouse driver lines available through the Gene Expression of the
Nervous System Atlas project, in collaboration with the Intramural Program of the National Institute of Mental
Health (Gong et al., 2007) (http://www.gensat.org) as well as commercial repositories such as the Jackson Labo-
ratory (http://jaxmice.jax.org).

Although transgenic mouse lines have proven to be a powerful tool for functional studies of cell populations and
circuits in the mammalian brain, an important caveat of all transgenic Cre driver lines is the actual cell type specificity,
which must be confirmed individually for each line. Bacterial artificial chromosome transgenics in particular are not
generated by targeted mutation, and the cell type specificity in the adult brain may not be reflective of expression patterns
during development (Gong et al., 2007). Therefore, accurate interpretation of experiments involving transgenic mouse lines
crucially depends on the degree to which transgene expression faithfully reproduces native gene expression patterns.
Insofar as Cre expression extends beyond the cellular population of interest, the effects of manipulating these uninten-
tionally targeted cells may be erroneously attributed.

This issue is especially significant in complex brain regions where neighboring cells are anatomically and
functionally diverse, such as the ventral tegmental area (VTA), which contains a heterogeneous population of dopa-
minergic neurons (Fields, Hjelmstad, Margolis, & Nicola, 2007; Lammel, Lim, & Malenka, 2014; Roeper, 2013) and
subpopulations of heterogeneous GABAergic and glutamatergic neurons (Brown et al., 2012; Hnasko, Hjelmstad,
Fields, & Edwards, 2012; Li, Qi, Yamaguchi, Wang, & Morales, 2012; Margolis, Toy, Himmels, Morales, & Fields,
2012; Nair-Roberts et al., 2008; Olson & Nestler, 2007). The most widely implemented approach for targeting midbrain
dopaminergic neurons involves the use of transgenic Cre driver mouse lines in which Cre recombinase is expressed
under the control of tyrosine hydroxylase (TH) or dopamine transporter (DAT) promoters (Lindeberg et al., 2004;
Savitt, 2005; Zhuang, Masson, Gingrich, Rayport, & Hen, 2005). Significantly, Cre driver lines employing the TH but
not DAT promoter exhibit substantial ectopic transgene expression patterns in nondopaminergic neurons, possibly as a
result of inappropriate expression driven by an exogenous promoter, or because of TH promoter activity in precursor
cell populations that either never produced TH protein or subsequently lost this ability (Lindeberg et al., 2004; Min,
Joh, Kim, Peng, & Son, 1994; Savitt, 2005). Moreover, inherent limitations in the ability to restrict the spread of viral
infection and the light path to a precisely circumscribed area underscore the importance of cell type specification for the
interpretation of experimental manipulations (Lammel et al., 2015). In addition, validating key assumptions and
conclusions with complementary methodologies, such as pharmacological manipulations, careful immunohistochemical
studies, or mRNA readouts will considerably strengthen conclusions drawn from the use of transgenic mouse lines,
which certainly will continue to be a critically important tool for cell typeespecific analyses and manipulations in the
mammalian brain.
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Intersectional Approaches

Neuronal cell types are specified not only by their genetic expression patterns but also by their target projections.
Moreover, a single cell type may be defined by more than one molecular fingerprint and often sends axonal projections to
more than one brain region. Thus an iteration of promoter-driven, Cre recombinaseedependent, and viral-mediated gene
transfer strategies has been to use these strategies in combination to achieve intersectional cell type specificity for
functional circuit analysis.

The simplest version of the intersectional approach uses a combination of cell type and anatomical targeting specificity,
called projection targeting (Tye & Deisseroth, 2012; Yizhar et al., 2011) (Fig. 14.1C). It is based on the property of the
opsins to traffic efficiently along neural processes and to reach even distant axon terminals. Consequently, axon terminals
just like cell bodies become photosensitive and can be manipulated (ie, activated or inhibited) by illumination. Several
studies have taken advantage of projection targeting to elucidate the role of defined axonal projections in reward,
reinforcement, motivation, aversion, depression, social interaction, anxiety, and other aspects of normal and maladaptive
brain function (Chaudhury et al., 2013; Ilango et al., 2014; Lammel et al., 2012; Rothermel, Brunert, Zabawa,
Diaz-Quesada, & Wachowiak, 2013; Steinberg et al., 2013; Tye et al., 2011, 2012).

A second intersectional approach, called retrograde targeting, takes advantage of retrogradely propagating viruses that
transduce presynaptic terminals, which can be infused into the brain region that receives projections from a particular cell
population (Fig. 14.1D). Such viruses include herpes simplex virus 1 (HSV1) (Zou, De Koninck, Neve, & Friedrich, 2014),
vesicular stomatitis virus (Beier et al., 2011), and rabies virus (Lammel et al., 2012), which after infection of axon ter-
minals are retrogradely transported and express photosensitive opsins selectively in cells that target the injection site of the
virus. These viruses often exhibit higher levels of toxicity than LV or AAV and therefore can require careful timing of the
analysis of the infected neurons.

The repertoire of conditional expression vectors for optogenetics has been expanded and includes Cre DIO (cDIO), Dre
DIO (dDIO), and Flp DIO (fDIO), which recognize lox, FRT, and rox sites, respectively (Fenno et al., 2014). Combining
these new constructs with retrograde targeting strategies has allowed for further cell type specification. For example, using
the retrograde HSV to drive Cre-dependent Frt expression in Th-Cre mice allows for Flp-dependent expression of
ChR2-eYFP in the VTA of the subset of Th-positive neurons that project to the nucleus accumbens (Fenno et al., 2014).
This approach is conceptually similar to the rabies virus approach described previously (Lammel et al., 2012), except that
here the retrograde HSV is a DNA virus which can be driven in a promoter-specific manner.

Combining cDIO and fDIO constructs for intersectional strategies has been enabled by DIO lox insertion within
intronic regions (added to the opsin or EYFP gene) and DIO Frt cassettes before and after the ChR2-EYFP coding
sequences, allowing Flp to control the direction of the entire target, and Cre to control the expression of the second exon.
Thus for this Con/FoneChR2eeYFP construct, only neurons expressing both Cre and Flp are competent for conditional
expression of ChR2eeYFP (Fenno et al., 2014). The power of this “inclusion criteria” approach is exemplified by virally
(DJ-AAV) delivering this construct to the hippocampus of double-transgenic mice (PV-p2A-Cre; SOM-IRES-Flp)
expressing Cre in PV cells and Flp in SOM cells, to optogenetically interrogate the function of the minority subset of
inhibitory interneurons that are both PV and SOM expressing (Fenno et al., 2014).

Finally, additional “exclusion criteria” constructs, Con/Foff-ChR2-eYFP and Coff/Fon-ChR2-eYFP, have been generated
and can be used to specify cells molecularly that express one and not the other recombinase (Fenno et al., 2014). This
approach has the potential to be useful, for example, in the nucleus accumbens, where D1 receptor- and D2
receptor-expressing medium spiny neurons (D1-MSN and D2-MSN, respectively) are not mutually exclusive. Thus, in a
mouse in which D1-MSNs express Cre and D2-MSNs express Flp, MSNs that are D1 (and not D2) expressing could be
targeted with Con/Foff-ChR2-eYFP constructs whereas, MSNs that are D2 (and not D1) expressing could be targeted with
Coff/Fon-ChR2-eYFP. Future iterations of this approach will undoubtedly increase the number of intersections (eg, marker
1 AND marker 2 and not marker 3) and allow for ever-increasing cellular specification for functional circuit analysis.
Development of additional Dre and Flp mouse lines will be of obvious importance for the successful implementation of
this approach.

FUNCTIONAL CIRCUIT ANALYSIS

The implementation of optogenetics and other modern molecular tools that allow the manipulation of neural activity such
as DREADDs (designer receptors exclusively activated by designer drugs) (Sternson & Roth, 2014) have generated an
explosion of interest in functional circuit mapping. Early attempts to dissect the network complexity of the brain had been
limited to sensory systems in which the receptive fields of the circuit under interrogation were accessible to manipulation of
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the external environment (eg, visual and somatosensory stimulation) (Bishop, 1933; Gasser & Erlanger, 1929). In contrast,
for brain circuits in which the “receptive field” is an “internal state” such as mood or reward, stimulating electrodes placed
in the brain, lesion experiments, and pharmacological manipulation were until recently the mainstay of this type of
functional circuit mapping. The advent of techniques that used, for example, antibody labeling, in situ hybridization, or
knockout mice brought a level of molecular specificity to this type of analysis, but studies using these approaches were
limited to conclusions that were largely correlational. Although optogenetic approaches do not yet allow the experimenter
to prove causality, this strategy offers an opportunity to interrogate necessity and sufficiency, moving the field closer than
ever before toward this goal. In the next section we will provide a small sampling of biological questions at the level of
synaptic and whole animal circuit analysis, which have been addressed using optogenetic approaches.

Ex Vivo Synaptic Input Specificity

Whole-cell patch clamp recording is a powerful technique for interrogating the cellular response to stimulation of inputs.
This approach, combined with pharmacological manipulations, can be used to infer the relative contribution of inhibitory,
excitatory, modulatory, and peptidergic inputs. However, individual neurons commonly receive inputs from a wide variety
of brain regions. Stimulation of these inputs with metal or glass electrodes can resolve individual input pathways only
under the exceptional circumstance in which these inputs are physically segregated (eg, Schafer collateral versus perforant
path inputs to the CA1 region of the hippocampus). In the vast majority of brain regions, inputs are intermingled.
Furthermore, recognition of transmitter co-release and novel, molecularly defined parallel pathways (Graves et al., 2012;
Tritsch, Ding, & Sabatini, 2012; Varga et al., 2009) highlight the importance of molecular isolation of inputs for
stimulation. The combination of optogenetic manipulations with patch clamp recordings from brain slice preparations has
greatly advanced the possibilities of analyzing pathway-specific synaptic properties and connectivity (Hjelmstad, Xia,
Margolis, & Fields, 2013; Lammel et al., 2012; Matsui, Jarvie, Robinson, Hentges, & Williams, 2014; Stuber et al., 2011).
With further advances it should soon be possible to express opsins with sufficiently different activation parameters in
different brain regions so that multiple different inputs onto an individual cell can be independently activated with great
molecular specificity. This type of approach can also be used in vivo while making extracellular or even whole cell
recordings from awake behaving animals so the detailed electrophysiological consequences of activating specific inputs
in vivo can be elucidated.

In Vivo Neural Circuit Analysis in Freely Moving Animals

Cell typeespecific and projection-specific targeting strategies allow unprecedented precision in the manipulation of neural
circuits underlying behavior in both health and disease. To perform optogenetic experiments in freely moving animals, the
experimental setup typically includes a pulse generator to control a light source (diode-pumped solid-state laser or LED),
which then connects to an optical commutator via a fiber-optic cable (Yizhar et al., 2011). The commutator allows the
animals to move relatively freely in a behavioral assay without tangling the fiber-optic cable. Another fiber-optic cable
connects the optical commutator with an optical fiber that is implanted in the animal’s brain. Intracerebral placement of
optical fiber can be performed either short- or long-term. For short-term placement, the optical fiber is normally inserted
through a guide cannula. The advantage is that pharmacological agents can be infused through the guide cannula to the
same area as the light, which allows a combination of optogenetic manipulations and pharmacological experiments.
However, the risk of damaging the optical fiber when inserting it into the guide cannula is a major disadvantage. An
alternative approach is to implant the optical fiber in the animal’s brain long term, which is connected to a ferrule affixed to
the animal’s skull. However, for pharmacological interventions this approach would also require the implantation of an
infusion cannula.

The intracerebral location of the optical fiber depends on the targeting strategy (Sparta et al., 2012; Yizhar et al., 2011;
Zalocusky & Deisseroth, 2013; Zhang et al., 2010) (Fig. 14.1). For both nonecell typeespecific and cell typeespecific
targeting experiments, the optical fiber is implanted directly above the somata of opsin-expressing cells, ie, the brain region
in which the optogenetic construct was delivered (Fig. 14.1A and B). For projection-specific targeting experiments, the
optical fiber is implanted directly above the brain region that contains opsin-expressing axon terminals (Fig. 14.1C). It is
important to take into consideration that ChR2-induced action potentials can be propagated in both anterograde and
retrograde directions. Axon collaterals of ChR2-expressing cells can also be activated by light stimulation of terminal
regions. Thus additional experiments may be necessary; for example, chemical inactivation of the cell bodies where the
virus was injected and pharmacological or genetic inhibition of the effects of light stimulation of receptors at the projection
site (Yizhar et al., 2011). For projection-specific targeting using retrograde viruses, the optical fiber is implanted directly
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above the transgene-expressing cells that project to the presynaptic virus injection site (Fig. 14.1D). It is also possible to
combine optogenetic stimulation with electrophysiological recordings in freely moving animals using “optrodes.”
An elegant application of optrodes involves optogenetic tagging of cells. This involves expressing ChR2 in the cells of
interest so that their activation by light can be used to identify the phenotype of a recorded cell unequivocally (Cohen,
Haesler, Vong, Lowell, & Uchida, 2012).

Although the use of fiber-optic cables to activate opsins in awake behaving animals has enabled the generation of a
plethora of important results (Steinberg, Christoffel, Deisseroth, & Malenka, 2014; Tye & Deisseroth, 2012), for many
behavioral experiments, the fiber-optic cable can be a hindrance. An exciting technical advance involves the stereotaxic
implantation of flexible light-emitting devices, which can be activated wirelessly, into the parenchyma of the brain (Kim
et al., 2013; McCall et al., 2013). It seems likely that such devices will eventually replace the use of fiber-optic cables so
that optogenetic manipulation of neural activity can be achieved wirelessly in awake behaving animals. This should
increase the range of behaviors that can be studied and allow activation and inhibition of multiple circuit elements
simultaneously in individual subjects.

TRANSLATIONAL MEDICINE

An important application of optogenetics has been to identify clinically relevant pathways in animal models (Steinberg
et al., 2014; Tye & Deisseroth, 2012) and to understand in more detail which brain elements need to be electrically
stimulated to achieve a desired therapeutic effect (Chow & Boyden, 2013; Williams & Denison, 2013). Indeed, it is
possible that optogenetics will be used clinically in humans to treat a wide range of neuropsychiatric disorders because of
its many advantages over currently available neuromodulatory methods (eg, deep brain stimulation [DBS] or transcranial
magnetic stimulation [TMS]). Using electrical stimulation or TMS, it is impossible to be certain that only a local brain area
or a particular pathway is affected. As described earlier, optogenetic manipulations provide great precision in the circuit
elements that are activated or inhibited. This in turn facilitates the identification of disease-related pathways in the brain,
information that is critical for improving the targeting and efficacy of neuromodulation using DBS or TMS. Furthermore,
optogenetic approaches can be used to advance understanding of the consequences of currently available neuromodulation
approaches. For example, using optogenetics, the therapeutic efficacy of DBS of the subthalamic nucleus (STN) for
Parkinson disease was suggested to result from activation of afferent inputs to the STN (Gradinaru, Mogri, Thompson,
Henderson, & Deisseroth, 2009). Another contribution of optogenetics to translational medicine will be to facilitate the
discovery of druggable molecular targets that are preferentially associated with an identified cell population, which is
embedded in a neural circuit pathway, the activation or inhibition of which is therapeutically beneficial. It is routinely
possible to identify the gene expression profile of single cells (Citri, Pang, Südhof, Wernig, & Malenka, 2012) and
improvements in these methods are occurring rapidly. We anticipate that modern therapeutic psychopharmacology will
involve the development of drugs that activate or inhibit specific circuits, the detailed functions of which have been
elucidated using optogenetics combined with other tools of modern neuroscience.

The development of optogenetic based therapies in humans will require using viruses to deliver light-sensitive opsins
into the human brain as well as some type of implantable light delivery system. Although gene therapy is not yet routine in
the United States, many viral-based gene therapy trials are currently being conducted. Indeed, the European Medicines
Agency has approved the AAV-mediated gene therapy Alipogene tiparvovec (marketed under the trade name Glybera) for
lipoprotein lipase deficiency (Richards, 2012). There are, of course, several major obstacles to the development of
optogenetic-based therapies. The human immune system may detect opsins as foreign. This may be less of a problem when
targeting elements within the brain parenchyma, but it may be a major obstacle when targeting the peripheral nervous
system. It is also unclear whether long-term stable expression of opsins can be achieved with minimal cellular toxicity. For
example, viral-driven, long-term expression of ChR2 may cause abnormal axonal morphology (Miyashita, Shao, Chung,
Pourzia, & Feldman, 2013). Clearly rational virus engineering and careful assessment of the long-term safety and efficacy
of viral delivery systems must be performed before optogenetic therapies can be tested for the treatment of human
neuropsychiatric diseases. Additional important challenges include achieving cell typeespecific expression of opsins and
engineering stable light delivery systems.

As other chapters describe, discoveries from human genetics have significantly advanced understanding of the
pathogenesis of neuropsychiatric diseases. Identification of susceptibility genes provide important molecular entry points
for the modeling of the respective diseases in genetically modified animals, most commonly mice. However, the translation
of insights from pathogenic mechanisms obtained in such model organisms back to the clinic will be challenging. One
major limitation is that the broad spectrum of methods and readouts that can be employed in animal studies usually can not
be recapitulated or emulated in patients, for whom noninvasive methods are required. A second challenge is that some
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dysfunctional brain areas and circuits that are likely critical substrates for major mental illness symptoms, such as certain
areas of prefrontal cortex, may be uniquely human. Thus the use of additional model organisms may be advantageous. For
example, the common marmoset, Callithrix jacchus, a New World monkey, has significant advantages from a genetic and
neuroanatomical perspective. It is small in size (about 400 g), reaches sexual maturity at 12 months, and breeds rapidly in
captivity, typically producing two pairs of fraternal twins per year. The neuroanatomy of the common marmoset is well
described: Like macaques, but unlike rodents, marmosets have a well-developed prefrontal cortex, a region that is critical
for many cognitive functions that are impaired in human psychiatric disorders. Furthermore, marmosets are social and
communicative and can perform some higher cognitive tasks developed for macaque monkeys and humans. The marmoset
genome has been sequenced, which lays the necessary groundwork for genetic manipulations. Moreover, the optogenetic
tools described here are also being developed for use in primates (Diester et al., 2011; Galvan, Hu, Smith, & Wichmann,
2012).

CONCLUSIONS

A major appeal of optogenetics is that it has provided the ability to perform previously unimaginable experiments that
bring critical insights into fundamental questions of brain function and the pathophysiology of nervous system diseases.
Combined with complementary approaches including viral-based tracing strategies to define novel circuit elements (Wall,
Wickersham, Cetin, De La Parra, & Callaway, 2010; Wickersham & Feinberg, 2012) and the genetically based cell
typeespecific expression of other molecular entities to manipulate neural activity such as DREADDs (Sternson & Roth,
2014), it is certain that our understanding of the neural circuit basis of adaptive and pathological behaviors in model
organisms will advance greatly over the ensuing decade. It is also certain that scientific and clinical interest in the use of
these approaches along with noninvasive brain stimulation and imaging will expand because the spectrum of their
applications is nearly inexhaustible. The most transformative approach in this context would be to truly integrate
technological, basic, and clinical neuroscience with therapeutic efforts. This may lead, for example, to an exploration of
combined behavioral and brain stimulation interventions that are individually targeted, perhaps based on a more
sophisticated understanding of individual circuit dysfunctions as well as individual genetic and epigenetic factors.
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Brain Imaging With
Magnetoencephalography During
Rest and During Speech and
Language Processing
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University of California San Francisco, San Francisco, CA, United States

BRAIN IMAGING WITH MAGNETOENCEPHALOGRAPHY (MEG)

Multiple modalities of noninvasive functional brain imaging have made a tremendous impact in improving our
understanding of the human brain. Ever since its advent in 1991, functional magnetic resonance imaging (fMRI) has
emerged as the predominant modality for imaging of the functioning brain, for several reasons. fMRI uses magnetic
resonance imaging (MRI) to measure changes in blood oxygenation level dependent (BOLD) signals owing to neuronal
activation. It is a safe, noninvasive method that allows for whole-brain coverage, including the ability to examine activity
in deep brain structures. Importantly, the widespread availability of commercial and open-source tools for analysis of
fMRI data has enabled many researchers to embrace this technology easily. However, because the BOLD signal is only
an indirect measure of neural activity and is fundamentally limited by the rate of oxygen consumption and subsequent
blood flow mechanism, fMRI lacks the temporal resolution required to image the dynamic and oscillatory spatiotemporal
patterns that are associated with cognitive processes. The limited temporal resolution particularly constrains studies of
speech and language neural systems because the auditory stimuli and the corresponding neural responses have inherently
fast dynamics that cannot be readily assessed with fMRI. Furthermore, because the BOLD signal is only an approximate,
indirect measure of neural activity, it might not reflect true neuronal processes accurately, especially in regions of altered
vasculature. In fact, the exact frequency band of neuronal processes that corresponds to the BOLD signal is still being
actively debated (Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001; Niessing et al., 2005). Furthermore, because
fMRI measurements involve loud scans, caused by fast forces on magnetic resonance gradient coils, the scans them-
selves will invoke auditory responses that have to be deconvolved from other signals to examine external speech and
language stimulus-related activity. Hence, to image brain activity noninvasively on a neurophysiologically relevant time
scale and observe neurophysiological processes more directly, silent imaging techniques are needed that have both high
temporal and adequate spatial resolution.

Temporal changes of the brain activity can be measured noninvasively using methods with high (eg, millisecond)
temporal resolution, namely magnetoencephalography (MEG) and electroencephalography (EEG). MEG measures tiny
magnetic fields outside the head that are generated by neural activity. EEG is the measurement of electric potentials
generated by neural activity using an electrode array placed directly on the scalp. In contrast to fMRI, both MEG and
EEG directly measure electromagnetic fields emanating from the brain with excellent temporal resolution (<1 ms) and
allow the study of neural oscillatory processes over a wide frequency range (at least 1e600 Hz). MEG and EEG
also provide complementary information about brain activity because of their differing sensitivity to current sources
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within the brain. Whereas MEG is primarily sensitive to tangential currents in the brain closer to the surface and
relatively unaffected by poor conductive properties of the skull, EEG is primarily sensitive to radial sources and is
highly affected by the conductive properties of the brain, skull, and scalp. Because bioelectric currents produced by
neurons also generate magnetic fields which are not distorted by the heterogeneous environment, measurements of these
magnetic fields using MEG can be considered to result in an undistorted signature of underlying cortical activity.
Therefore, MEG and EEG can be viewed as being complementary in terms of the sensitivity to underlying neural
activity.

This chapter initially reviews how brain activity can be reconstructed from MEG measurements with implications for
spatial and temporal resolution of such reconstructions. Subsequently, a review of MEG studies in dementia is presented.

SENSING THE BRAIN’S MAGNETIC FIELDS

Biomagnetic fields detected by MEG are extremely small, in the tens to hundreds of femto-Tesla range, seven orders of
magnitude smaller than the earth’s magnetic field; as a result, appropriate data collection necessitates a magnetically
shielded room and highly sensitive detectors called superconducting quantum interference devices (SQUIDs). The
fortuitous anatomical arrangement of cortical pyramidal cells allows the noninvasive detection of their activity by MEG.
The long apical dendrites of these cells are arranged perpendicularly to the cortical surface and parallel to each other,
allowing their electromagnetic fields often to sum up to magnitudes large enough to detect at the scalp. Synchronously
fluctuating dendritic currents result in electric and magnetic dipoles that produce these electromagnetic fields (Nunez &
Srinivasan, 2006). These dendritic currents from the brain are typically sensed using detection coils called flux trans-
formers or magnetometers, which are positioned closely to the scalp and connected to SQUIDs. SQUIDs act as a magnetic
fieldeto-voltage converter, and their typically nonlinear responses are linearized by flux-locked loop electronic circuits
with a sensitivity of about 10 femto-Tesla per square root of Hertz, which is adequate for the detection of the brain’s
magnetic fields (Vrba & Robinson, 2002).

MEG sensors are often configured for differential magnetic field measurements to reduce ambient noise in measure-
ments. MEG sensors are also referred to as gradiometers, although some MEG systems are also built of magnetometers and
rely on magnetic shielding and clever electronics for noise cancellation. The two commonly used gradiometer configu-
rations are axial and planar gradiometers. Axial gradiometers consist of two coils that share an axis, whereas planar
gradiometers measure gradients (or differences) of magnetic fields in a given plane. The sensitivity profile of planar
gradiometer sensors is similar to EEG in the sense that a sensor is maximally sensitive to a source closest on the cortical
surface to it. However, the sensitivity profile of an axial gradiometer can be counterintuitive because it is not maximally
sensitive to sources closest to the sensors. Furthermore, both planar and axial gradiometers are sensitive to the orientation
of the sources in a counterintuitive manner.

Modern MEG systems often consist of simultaneous recordings from many differential sensors that cover the whole
head, and total number of sensors varies from 100 to 300. The advent of such array systems has significantly advanced
MEG studies. Typical MEG systems have sensors that are spaced approximately 2.2e3.6 cm apart. Although the
maximum sampling rate for many MEG systems is approximately 12 kHz, most MEG data are usually recorded at about
1000 Hz, thereby still providing an excellent temporal resolution to measure the dynamics of cortical neuronal activity with
millisecond precision.

Most studies published to date using MEG have mainly used it as an electrophysiological assay of sensitive brain
regions. These studies focus on the response properties of specific sensors within an array of sensors (or sometimes spatial
averages of specific groups of sensors) and examine component peaks in sensor waveforms. Fig. 15.1 shows a typical
sensor configuration and magnetic field sensor responses to simple auditory stimuli. Fig. 15.1B shows typical position of
magnetic field sensors relative to the head and brain surfaces. Fig. 15.1C shows the topographic layout of the magnetic
field response recorded at 100 and 200 ms after the onset of an acoustic stimulus.

There are many reasons why neuroscientists have embraced MEG. First, MEG setup time is very short and convenient
for both experimenters and subjects. A participant or patient can be in the scanner within 10e15 min from entering the
laboratory because, unlike EEG, the lengthy time necessary to apply and check electrodes is obviated. Second, the
anatomical location of large parts of the neocortex in the human brain makes MEG ideally suited for electrophysiological
studies, especially for sensory, speech, and language processing. Furthermore, with whole-head sensor arrays, MEG is also
well-suited to investigate hemispheric lateralization effects based on sensor waveforms. In contrast to evoked responses
measured with EEG, which are maximal at midline electrodes, making hemispheric effects difficult to characterize, MEG
responses are well-lateralized. Distinct groups of MEG sensors are sensitive to lateralized temporal lobe activity that allows
for hemisphere-specific assessments.
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FROM SENSING TO IMAGING

MEG sensor data analysis provides only qualitative information about underlying brain regions whose activity is observed
on the sensor array based on experienced users’ intuitions about the sensitivity profile of the sensors. To interpret observed
sensor data more precisely in terms of the underlying brain activity, it is possible to reconstruct brain activity from MEG
data. Reconstruction of brain activity from MEG data typically involves two major components: a forward model and an
inverse model.

Forward Models Describing Brain Activity and Measurements

The forward model consists of three sub-components: a source model, a volume conductor, and a measurement model.
Typical source models assume that the MEG measurements outside the head are generated primarily by electric current
dipoles located in the brain. This model is consistent with available measurements of coherent synaptic and intracellular
currents in cortical columns that are thought to be major contributors to MEG and EEG signals. Although several more
complex source models have been proposed, the equivalent current dipole is still the dominant source model in the
literature. Because of the distance between the sources in the brain and the sensors outside the head, the dipole is still a
reasonable approximation of the sources.

FIGURE 15.1 (A) A subject seated just below a whole-head MEG sensor array. The helmet above the volunteer contains the SQUID-based magnetic
field sensors, whereas the large cylindrical Dewar flask contains liquid helium to cool them to their superconducting operation temperature. The subject is
shown wearing a high-density electrode cap for optional simultaneous recording of EEG. (B) Positioning of the head within the MEG sensor array. Left
hemisphere sensor locations are highlighted in yellow to provide an example of head positioning within the sensor array to provide broad coverage over
the cortical regions underlying speech perception. (C) Left: Auditory-evoked magnetic field responses of each MEG sensor are shown. Right top:
Topographic plot of the magnetic field across all sensors at the time latency corresponding to the dominant response peak, which occurs around 100 ms,
called the M100 or N100 peak. This “butterfly-shaped” magnetic field pattern suggests that two sources located in each auditory cortex can account for
these response peaks. Right bottom: An overlay of the magnetic field waveforms of all of the sensors. For this subject, a prominent peak can also be
observed around 200 ms.
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Volume conductor models refer to the equations that govern the relation between the source model and the sensor
measurements, ie, the electric potentials or the magnetic fields. These surface integral equations, obtained by solving
Maxwell’s equations under quasistatic conditions, can be solved analytically for special geometries of the volume
conductor, such as a sphere and ellipsoids. For realistic volume conductors, various numerical techniques such as
finite-element and boundary-element methods are employed. These methods are time-consuming and their use may appear
impractical in many settings because of the lack of knowledge about specific parameters used in these models (Mosher,
Leahy, & Lewis, 1999).

Measurement models refer to the specific measurement systems used in EEG and MEG, including the position of the
sensors relative to the head. For instance, different MEG systems measure axial versus planar gradients of the magnetic
fields with respect to different locations of reference sensors. The measurement model incorporates such information about
the type of measurement and the geometry of the reference sensors. Because MEG sensor arrays are fixed relative to the
head of a subject, it is necessary to measure the position of head relative to the sensor array. Typically this is accomplished
by attaching head localization coils to fiducial landmarks on the scalp, passing current through these coils, measuring the
magnetic field created by the currents passed, and triangulating to locate the head position relative to the sensor array. In
many MEG systems, head localization is accomplished every 5e10 min because it disrupts normal data collection. Within
a block of 10 min, with the subject lying supine and the head securely positioned in the array, head movements are
typically found to be less than 5 mm. However, more modern systems are sometimes equipped with continuous head
localization procedures that enable constant updating of the sensor locations relative to the head, and correcting for
subjects’ head movements.

The source, volume conductor, and measurement models are typically combined and embodied in the idea called the
“forward field” that describes a linear relationship between sources and the measurements. Usually, we assume that the
forward field matrix is known. We can easily calculate the forward field for equivalent electric current dipoles in a spherical
volume conductor model for a whole-head axial gradiometer MEG system. In this model, MEG is sensitive only to the
tangential component of the primary current dipoles, whereas EEG is sensitive to all components but sensitive to un-
certainties in the head model. Simultaneous MEG and EEG can be acquired in most modern MEG systems and require
some modification to the forward field matrix for combined MEG/EEG measurements especially for more realistic source,
volume conductor, and measurement models.

Coregistration is an integral part of forward model construction. Coregistration involves defining three fiducial points
on an individual subject’s head surface, which creates the x,y,z coordinate system that includes the brain and the position
of the MEG sensors relative to it. Based on these fiducial landmarks, a transformation matrix is obtained that enables
coregistration with the subject’s MRI. This allows the source locations and sensors to be defined in MRI coordinates and
enables interpretation of inverse model reconstructions in terms of the underlying brain anatomy provided by MRI.

Inverse Models for Reconstructing Brain Activity From Measurements

Inverse algorithms are used to solve the bioelectromagnetic inverse problem, ie, estimating neural source model parameters
from MEG and EEG measurements obtained outside the human head. Because the source distributions are inherently
four-dimensional (three in space and one in time) and only a few measurements are made outside the head, estimation is
ill-posed; in other words, there are no unique solutions for a given set of measurements. To circumvent this problem of
nonuniqueness, various estimation procedures incorporate prior knowledge and constraints about source characteristics,
such as possible source locations, the source spatial extent, the total number of sources, or the sourceefrequency/
timeefrequency characteristics.

Inverse algorithms can be broadly classified into two categories: parametric dipole fitting and tomographic imaging
methods. Parametric dipole fitting methods assume that a small set of current dipoles (usually two to five) can adequately
represent some unknown source distribution. In this case, the dipole locations and moments form a set of unknown pa-
rameters which are typically found using either a nonlinear least-square fit or multiple signal classification algorithms or
maximum likelihood estimation methods (Mosher, Baillet, & Leahy, 1999). Parametric dipole fitting has been successfully
used clinically for localization of early sensory responses in somatosensory and auditory cortices. Fig. 15.2 shows an
example of parametric dipole localization in the context of auditory-evoked responses and shows that responses to early
auditory peaks can often be localized to activity arising from a source located in the superior temporal plane, from the
auditory cortex and its immediate environs. However, the localization of higher-order auditory cortical functions is not
always consistent and reliable with these methods across paradigms or subjects.

Two major problems exist in dipole fitting procedures. First, because of nonlinear optimization there are problems of
local minima when more than two dipole parameters are estimated. This is usually manifested by sensitivity to
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initialization, and some subjectivity is involved in evaluating the validity of solutions. Brute force search methods have a
huge computational burdendexponential in the number of parameters. A second, more difficult, problem in parametric
methods is that these methods often require a priori knowledge of the number of dipoles. However, such information about
model order is not always known a priori, especially for complex brain-mapping conditions. Although information and
decision theoretic criteria have been proposed to address this problem, the success of these approaches is currently unclear,
especially in real data sets. Whereas parametric dipole methods are ideal for point or focal sources, they perform poorly for
distributed clusters of sources. Nevertheless, many studies to date using MEG have used dipole fitting procedures to make
inferences about cortical activity.

Tomographic imaging is an alternative approach to the inverse problem. These methods impose constraints on source
locations based on anatomical and physiological information that can be derived from information obtained with other
imaging modalities. Anatomical MRI provides excellent spatial resolution of head and brain anatomy, whereas fMRI
techniques provide an alternative measure of neural activation based on associated hemodynamic changes. Because of the
high degree of overlap in activity measured using multiple modalities, such information can be used to improve solutions
to the inverse problem. If we assume that the dominant sources are the transmembrane and intracellular currents in the
apical dendrites of the cortical pyramidal cells, the source image can be constrained to the cortex, which can be extracted
from a registered volume MRI of the subjects’ head. Furthermore, the orientation of the cells normal to the cortical surface
can be used to constrain the orientation of the cortical current sources. By tessellating the cortex into disjoint regions and
representing sources in each region by an equivalent current dipole oriented normal to the surface, the forward model
relating the sources and the measurements can be written as a linear model with additive noise. Such a formulation
transforms the inverse problem into a linear imaging method because it involves estimating electrical activity at discrete
locations over a finely sampled reconstruction grid based on discrete measurements. This imaging problem, although
linear, is also highly ill-posed because of the limited number of sensor measurements available compared with the number
of elements used in the tessellation grid.

Various solutions have been proposed for solving the tomographic imaging problem, and because there are many more
unknowns to estimate simultaneously (source amplitude and time courses) than there are sensor data, the problem is
undetermined.

FIGURE 15.2 (A) Auditory-evoked responses to a train of tone pips occurring 200 ms apart. Blue waveforms correspond to the right
hemisphere and the purple waveforms correspond to the left hemisphere. The magnetic field topography on the sensor array is shown as colored
circles above for the first four peak responses. (B) Amplitude and latencies of the first four response peaks showing hemispheric similarities in latency
and amplitudes. (C) Dipole localization of each of the four peaks shows activity arising from auditory cortex and its immediate environs. From
Hairston, I. S., & Nagarajan, S. S. (2007). Neural mechanisms of the time-order error: an MEG study. Journal of Cognitive Neuroscience, 19,
1163e1174.
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Instead of simultaneously estimating all sources, a popular alternative is to scan the brain and estimate source amplitude
at each source location independently. It can be shown that such scanning methods are closely related to whole-brain
tomographic methods, and the most popular scanning algorithms are adaptive spatial filtering techniques, more
commonly referred to as “adaptive beamformers”, or just “beamformers” (Sekihara & Nagarajan, 2008).

Adaptive beamformers have been shown to be simple to implement and are powerful techniques for characterizing
cortical oscillations and are closely related to other tomographic imaging methods. However, one major problem with
adaptive beamformers is that they are extremely sensitive to the presence of strongly correlated sources. Although they are
robust to moderate correlations, in the case of auditory studies, because auditory cortices are largely synchronous in their
activity across the two hemispheres, these algorithms tend to perform poorly for auditory evoked data sets without
work-arounds (Fig. 15.5), and many modifications have been proposed for reducing the influence of correlated sources
(Dalal, Sekihara, & Nagarajan, 2006). The simplest such work-around is to use half the sensors corresponding to each
hemisphere separately, and this approach works surprisingly well for cross-hemispheric interactions. Other modifications
to the original algorithms have been proposed in the literature, which require some knowledge about the location of the
correlated source region (Dalal et al., 2006; Quraan & Cheyne, 2010).

Many algorithms have also been proposed for simultaneous estimation of all source amplitudes, and such solutions
require specification of prior knowledge about the sources, either implicitly or explicitly specified in the form of
probability distributions. In these cases, the solutions often require a Bayesian inference procedure of estimating some
aspect of the posterior distribution given the data and the priors. We showed that the many seemingly disparate algo-
rithms for tomographic source imaging can be unified and shown, in some cases to be equivalent, using a hierarchical
Bayesian modeling framework with a general form of prior distribution (called Gaussian scale mixture) and two different
types of inferential procedures (Wipf & Nagarajan, 2008). These insights allow for continued development of novel
algorithms for tomographic imaging in relation to prior efforts in this enterprise. Algorithms have shown that significant
improvements in performance can be achieved by modern Bayesian inference methods that allow for accurate
reconstructions of a large number of sources from typical configurations of MEG sensors (Wipf, Owen, Attias, Sekihara,
& Nagarajan, 2010; Zumer, Attias, Sekihara, & Nagarajan, 2007, 2008). Fig. 15.3 shows source reconstructions of
auditory-evoked responses using one such novel algorithm, called Champagne, as well as reconstructions from popular
benchmark algorithms for comparisons that highlight inconsistent localizations, poorer spatial resolution, and sensitivity
to correlated sources and noise.

Sources of Noise in Magnetoencephalography

Although significant breakthroughs have occurred in the source reconstruction algorithm development effort, an
enduring problem in MEG- and EEG-based imaging is that brain responses to sensory or cognitive events are
small compared with the large number of sources of noise, artifacts (biological and nonbiological), and interference
from spontaneous brain activity unrelated to the sensory or cognitive task of interest. All existing methods for
brain source localization are hampered by these many sources of noise present in MEG/EEG data. The magnitude of
the stimulus-evoked cortical sources are on the order of noise on a single trial, and so typically 75e200 averaged
trials are at least needed to distinguish the sources clearly above noise. This limits the type of questions that can
be asked, and is prohibitive for examining processes such as learning that can occur over just one or several trials.
Needing to average trials is time-consuming and therefore it is difficult for a subject to hold still or pay attention
through the duration of the experiment. Gaussian thermal noise or Gaussian electrical noise is present at the MEG
or EEG sensors themselves. Background room interference such as from power lines and electronic equipment can
be problematic. Biological noise such as heartbeats, eye blinks, or other muscle artifacts can also be present.
Ongoing brain activity itself, including the drowsy-state alpha (about 10 Hz) rhythm can drown out evoked brain
sources.

Noise in MEG and EEG data is typically reduced by a variety of preprocessing algorithms before being used by source
localization algorithms. Simple forms of preprocessing include filtering out frequency bands not containing a brain signal
of interest. In addition, independent component analysis has been used to remove artifactual components such as eye blinks
(Delorme & Makeig, 2004; Makeig, Jung, Bell, Ghahremani, & Sejnowski, 1997). More sophisticated techniques have
also been developed using graphical models for preprocessing before source localization (Nagarajan, Attias, Hild, &
Sekihara, 2006, 2007). Therefore, algorithms for source localization from MEG and EEG data typically use a two-stage
procedure: the first for noise/interference removal and the second for source localization. However, more recent algo-
rithms that integrate interference suppression with source localization have been proposed and provide robust source
reconstructions (Wipf et al., 2010; Zumer et al., 2007).
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Temporal and Spatial Resolution of Magnetoencephalography Imaging

Because MEG data can be acquired on a submillisecond time scale, temporal resolution of MEG imaging is limited only by
the sampling rate, typically about 1 kHz; and in principle, cortical oscillations can be observed up to 500 Hz. In contrast to
its temporal resolution, determining the spatial resolution of MEG imaging is challenging since it depends highly on the

FIGURE 15.3 Auditory-evoked field results for seven different subjects. Results from Champagne (CHAM P) are shown in the left-most column and
results from the benchmark algorithms (minimum variance adaptive beamformers (MVA B), sLORETA (SL/dSP M) and MCE) are shown in the other
three columns. Only Champagne shows consistent localization of auditory cortices in both hemispheres for all subjects.
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reconstruction algorithm chosen as well as variety of other factors such as the signal-to-noise and interference ratio, model
formulation, forward-model accuracy, coregistration errors, accuracy of priors, etc. In general, it can be easily shown that
the spatial resolution of MEG reconstruction is not limited by sensor spacing, because many adaptive methods can perform
better than estimates based on spatial sampling criteria. For instance, whereas sensor spacing in many axial gradiometer
systems is 2.2 cm, reconstruction accuracy can in some cases be as small as 3 mm. In general, coregistration errors alone
can account for about 3 mm accuracy in localization information for dipole fitting procedures. Tomographic imaging
algorithms such as minimum-norm methods have poor spatial resolution on the order of a few centimeters, but the spatial
resolution of adaptive spatial filtering methods and more recent tomographic reconstruction methods based on machine
learning techniques are difficult to compute generally because these estimates depend on the data and factors contributing
to data quality and so forth. As a rule of thumb, for typical data sets, these newer methods can reconstruct tens to hundreds
of sources about 0.5 cm apart (assuming timeefrequency separation and detectability), and this can be considered an
approximate spatial resolution for MEG, keeping in mind that under certain circumstances the spatial resolution can be
even greater.

A common myth related to the spatial resolution of MEG is its lack of sensitivity to gyral crown activity and relative
insensitivity to deep sources. Although it is true that for single spherical volume conductor models MEG sensors are
insensitive to radially pointing dipoles, this does not necessarily translate to gyral sources. It has been shown that, using
realistic volume conductor models (such as boundary element methods or multiple local-sphere models), some sensitivity
to radial sources can be recovered and there is no predominant loss of sensitivity to gyral sources (Hillebrand & Barnes,
2002). Furthermore, whereas there is a significant drop in sensitivity to deeper sources because their contributions will fall
by approximately the square of the distance to the sensors, recovery of deep sources is an issue of the signal-to-noise ratio.
In general, if high signal-to-noise ratio data are recorded, there is no inherent problem in recovery of deep sources with
some of the newer Bayesian reconstruction methods. However, midbrain sources have two additional problems. First, they
may not have dipolar organization owing to the architecture, although dipole approximation may not be inaccurate because
of the distance to the sensors. Second, the uncertainties in the lead-field increase for deep brain sources, which makes them
more difficult to reconstruct.

From Single-Subject Reconstructions to Group-Level Inference

Whereas the advantage of MEG imaging is its ability to reconstruct the timing of activation accurately across different
frequency bands in single subjects, inferences across subjects require group-level statistical analyses (Fig. 15.4) (Dalal
et al., 2008). The most ubiquitous form of group analysis of MEG studies is based on parameters, obtained from dipole
fitting of typical component peaks in the response, such as timing, amplitude, location, and sometimes orientation. For the
less common tomographic and scanning-based algorithms, group analysis of data across subjects has typically paralleled
similar procedures for whole-brain analysis based on fMRI and positron emission tomography studies (Singh, Barnes, &
Hillebrand, 2003; Singh, Barnes, Hillebrand, Forde, & Williams, 2002). These procedures include spatial normalization to
template brains, general linear modeling of experimental effects, parametric and nonparametric inference procedures, and
corrections for multiple comparisons. Notably, group-level statistical corrections for multiple comparisons are not yet as
well developed for MEG imaging studies as they are for fMRI, and fMRI correction procedures such as familywise error
can sometimes be too conservative for MEG reconstructions for a variety of reasons, including that spatial correlations in
reconstructed images are higher than in fMRI (Dalal et al., 2008; Darvas, Pantazis, Kucukaltun-Yildirim, & Leahy, 2004).

MAGNETOENCEPHALOGRAPHY STUDIES IN AGING AND DEMENTIA

Neuronal oscillations are a fundamental property of cortical networks and represent the coordinated activity of precise
temporal correlations (Buzsaki, 2011; Singer, 1999). Synchronized oscillations signify an effective means of communi-
cation between distributed network components (Fries, 2005). At the level of large-scale networks, synchronized oscil-
lations have been directly linked to cognitive abilities ranging from sensory perception to higher-order memory and
attention (Gray, Konig, Engel, & Singer, 1989; Hipp, Engel, & Siegel, 2011). Such functionally connected large-scale
brain networks denote a wider paradigm shift in the neurosciences in which the brain is viewed as a distributed system
of dynamic interactions (Siegel, Donner, & Engel, 2012). Brain network connectivity, the coordinated firing of connected
neural networks, is emerging as an important tool for our basic understanding of human cognition in health as well as in
neurodegenerative diseases that cause cognitive dysfunction (Jagust, 2013; Wang et al., 2013).

Large-scale brain networks that are developmentally formed to regulate specific cognitive behaviors are selectively
targeted by different neurodegenerative diseases (Seeley, Crawford, Zhou, Miller, & Greicius, 2009). For example,
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Alzheimer disease (AD), the most common age-related dementia, is associated with early disruption of functional neural
networks. Structural, molecular, and metabolic changes in the AD brain mirror to a large extent the distributed intrinsic
network collectively called the default mode networkdregions characterized by task-related deactivation on resting-state
fMRI (Buckner et al., 2005; Seeley et al., 2009). Regions that show the strongest functional connectivity are often the most
vulnerable to neurodegenerative disease (Seeley et al., 2009; Zhou, Gennatas, Kramer, Miller, & Seeley, 2012). MEG
studies aimed at characterizing spatiotemporal dynamics of distributed networks have demonstrated disrupted functional
connectivity in AD and other dementia syndromes. Numerous MEG studies in aging and dementia have reported brain
activity during rest as well as during task-engaged paradigms, specifically focusing on spectral changes and functional
dysconnectivity.

FIGURE 15.4 Oscillatory modulations during a speech syllable reproduction task. Induced oscillatory power changes from MEG are imaged and shown
for 250-ms segments that are analyzed with respect to: (A) stimulus locked (ie, aligned to onset of speech sound); (B) response locked (ie, aligned to
speech production) syllable encoding, speech preparation; (C) stimulus-aligned working memory load (ie, contrasting induced power for high versus low
syllable load); and (D) response-aligned working memory load (ie, contrasting induced power for high versus low syllable load but aligned to speech
production). Results in each figure depict activation of phonological network across all conditions. Brain renderings depict all q, a, and b power decreases
and high-gamma power increases overlaid as activations, with absolute T-values rendered additively. Activations and load-effects oscillated between
frontal and posterior regions of the dorsal speech stream.
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Resting Magnetoencephalography Studies in Aging and Dementia

It is well documented in electroencephalographic recordings that AD-spectrum patients have diffuse slowing in their brain
rhythms. A wealth of MEG studies has revealed distinct spectral changes in AD patients demonstrating consistent slowing
of brain activity during rest. In a pilot study of MEG in AD, Berendse, Verbunt, Scheltens, van Dijk, and Jonkman (2000)
first demonstrated the general slowing of MEG background activity, consisting of increased delta and theta power, with a
maximum over frontal and central areas, and a decreased alpha and theta power, mainly over posterior temporal and
occipital areas. Several studies replicated these results and showed a consistent increased deltaetheta and decreased
alphaebeta power spectrum in AD (de Haan et al., 2008; Osipova, Ahveninen, Jensen, Ylikoski, & Pekkonen, 2005;
Ranasinghe et al., 2014; Stam et al., 2006). Poza et al. assessed the diagnostic properties of MEG spectral changes in AD
and reported that both spectral mean frequency and the ratio of relative spectral power (deltaetheta versus alphae
betaegamma) are sensitive indices of AD (Poza, Hornero, Abasolo, Fernandez, & Garcia, 2007; Poza, Hornero, Abasolo,
Fernandez, & Mayo, 2008). The spectral mean frequency reported a sensitivity of 85% and a specificity of 86% for an AD
diagnosis, whereas the ratio of spectral power reported a sensitivity of 75% and a specificity of 95%.

With advanced sensor technology and source reconstructions, MEG has proven to be a useful tool for quantifying the
strength of resting state functional connectivity in neurodegenerative diseases. In these experiments, statistical in-
terdependencies of MEG signals from distinct brain regions were analyzed using different measures including coherence,
imaginary coherence, neural complexity, synchronization likelihood, and phase lag index. The functional connectivity
analyses in AD spectrum have demonstrated unique spatiotemporal patterns of altered global neural synchrony indicating
failing connectivity within functional networks. For example, based on synchronization likelihood, AD patients showed
increased theta band central-parietal connectivity and decreased alpha band frontotemporal and frontoparietal connectivity
(Stam et al., 2006). Evidence from different connectivity indices demonstrated that impaired neural networks broadly
associate with global cognitive deficits such as mini mental state exam and clinical dementia rating in AD (de Haan et al.,
2008; Ranasinghe et al., 2014; Stam et al., 2006). In a study of AD patients using an unbiased, whole-brain MEG imaging
approach that measured the connectivity of individual voxels to the rest of the brain, it was further shown that reductions

FIGURE 15.5 Spectral power changes and correlations between alpha band functional connectivity deficits and cognitive defects in AD. (A) AD
patients show distinct spatiotemporal patterns of power compared with control subjects. In general, AD shows a left shift of overall spectral power
distribution with an increased power in low-frequency bands and decreased power in higher-frequency bands. AD (n ¼ 18), age-matched control subjects
(n ¼ 18). LF, left frontal; RF, right frontal; LC, left central; RC, right central; LT, left temporal; RT, right temporal; LP, left parietal; RP, right parietal; LO,
left occipital; RO, right occipital. (From de Haan, W., Stam, C. J., Jones, B. F., Zuiderwijk, I. M., van Dijk, B. W., Scheltens, P. (2008). Resting-state
oscillatory brain dynamics in Alzheimer disease. Journal of Clinical Neurophysiology: Official Publication of the American Electroencephalographic
Society, 25, 187e193.) (B) Resting state functional connectivity, as measured by imaginary coherence, of the left dorsolateral prefrontal cortex correlated
with performance of lexical fluency (D words), category fluency (animals), digit span backward, and CVLT total score. Scatterplots illustrate the peak
voxel correlations corresponding to the cognitive tasks shown above them. MCI, mild cognitive impairment; AD, Alzheimer disease; PCA, posterior
cortical atrophy; Amn/Dys, amnestic/dysexecutive; AD-Language, logopenic variant primary progressive aphasia, CVLT, California Verbal Learning Test,
r(thresh), correlation coefficient at the 5% false discovery rate threshold; r(max), correlation coefficient of the peak voxel. (From Ranasinghe, K. G.,
Hinkley, L. B., Beagle, A. J., Mizuiri, D., Dowling, A. F., Honma, S. M., . Vossel, K. A. (2014). Regional functional connectivity predicts distinct
cognitive impairments in Alzheimer’s disease spectrum. NeuroImage: Clinical 5, 385e395.)
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in resting state alpha-band connectivity in localized regions significantly correlate with specific cognitive deficits
(Ranasinghe et al., 2014). For example, the resting state alpha-band connectivity deficits of dorsolateral prefrontal cortex
were significantly correlated with executive, working memory and verbal learning impairments in AD-spectrum patients.
In these cohorts, MEG imaging-derived functional connectivity was a more sensitive predictor of cognitive dysfunction
than MRI-derived atrophy patterns.

As opposed to AD, resting state MEG neurophysiological experiments in other dementia syndromes such as fronto-
temporal dementia is almost nonexistent. Franciotti et al. (2006) examined a small cohort of patients with dementia with
Lewy bodies (DLB) and showed impaired alpha band long-range coherence in DLB patients compared with age-matched
normal control subjects.

Activation Magnetoencephalography Studies in Aging and Dementia

MEG has demonstrated brain activity patterns with high spatiotemporal resolution during a variety of cognitive functions
in task-related paradigms under physiological conditions. However, only a handful of studies attempted to record from
clinical populations diagnosed with neurodegenerative diseases. Kurimoto et al. (2012) examined MEG-derived induced
oscillatory patterns during the retention period of a modified version of Sternberg’s memory recognition task performed by
patients with AD, mild cognitive impairment (MCI), and age-matched healthy control subjects. The authors reported
reduced event-related desynchronizations in AD patients compared with MCI and healthy control subjects in
high-frequency bands (ie, beta and gamma). It has long been known that specific cognitive tasks engage unique oscillatory
frequencies. These findings indicate that MEG with its high temporal resolution provides a potential tool to map abnor-
malities of specific frequency bands and relate them to distinct focal cognitive deficits. A case study demonstrated
MEG-derived activity patterns during auditory encoding and a verb-generation task in a patient with semantic variant
primary progressive aphasia (svPPA) (Miller et al., 2015). The right hemisphericedominant beta band activity during the
auditory-encoding phase as well as during the motor articulatory phase substantiated the anomalous right hemisphere
language dominance in a patient with atypical right temporal svPPA. MEG in these experiments proved a promising tool to
demonstrate the functional imaging of highly time-sensitive tasks involving speech and language networks.

SUMMARY AND CONCLUSIONS

In this chapter, the technological capabilities and limits of neuroimaging with MEG are discussed. During the brief history
of MEG as a promising noninvasive imaging tool in neurodegenerative diseases, we have successfully used it to gauge
dysfunctional neural circuits. With the advent of more advanced and sophisticated techniques for reconstructing cortical
responses with greater fidelity and robustness, it is expected that the next wave of studies using MEG will exploit the full
power of reconstruction algorithms for MEG imaging and pave the way for greater understanding of neural substrates of
cognition.
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Chapter 16

Resting-State Functional MRI: A Novel
Tool for Understanding Brain Networks
in Neuropsychiatric Disorders

Michael Greicius
Stanford University School of Medicine, Stanford, CA, United States

This chapter considers the advent of a remarkable imaging approach, known as resting-state functional MRI (rs-fMRI), and
how it has helped usher in the era of network-based approaches to neuropsychiatric disorders. The chapter begins with
some early challenges and obstacles facing this novel methodology, how its proponents overcame initial skepticism
through a series of multimodal imaging studies, animal studies, and patient lesion studies, and how these studies have
helped us glean some preliminary insights into the molecular underpinnings of rs-fMRI. We then look into the stunning
complexity of the brain’s functional network architecture as elucidated by rs-fMRI and related imaging techniques. The
focus will be on the brain’s segregation into a dozen or more large-scale distributed networks and how that is balanced with
the brain’s need to integrate information across these networks. Next, we will take a still deeper look at two specific
resting-state networks (RSNs): the default-mode network (DMN) and the emotional salience network, which arguably have
the most consistently demonstrated relevance to neuropsychiatric disease. In the penultimate section we will follow this
clinical application thread further by examining the explosion of interest in leveraging RSNs in the study of a wide variety
of brain diseases such Alzheimer disease (AD), frontotemporal dementia (FTD), depression, schizophrenia, autism, and
chronic pain (Fox & Greicius, 2010). The chapter closes with a look at ongoing research into the how RSNs work
(molecular underpinnings) and why (evolutionary advantage).

A BRIEF HISTORY OF RESTING-STATE FUNCTIONAL MRI

In 1995, Bharat Biswal, working with James Hyde at the Medical College of Wisconsin (MCW), published a seminal set of
findings that constitute the first demonstration of resting-state functional connectivity (Biswal et al., 1995). Starting with a
standard oneoff task fMRI approach, the authors identified the bilateral motor cortices with a finger-tapping task. Then,
using a seed region in the left motor cortex, they showed that resting fluctuations in the blood oxygenation levele
dependent (BOLD) signal of the left motor cortex were strongly temporally correlated with resting BOLD signal fluc-
tuations in the right motor cortex, the bilateral sensory cortices, and a number of other cortical regions known to be crucial
to sensorimotor function, such as the dorsal motor cingulate cortex. Several other critical features of rs-fMRI were
identified in this first study. The spontaneous fluctuations that were correlated across these regions were remarkably slow,
on the order of once every 30 s or so for a full cycle. The map generated by the rs-fMRI analysis bore a striking
resemblance to the map generated by the finger-tapping task. As of this writing, the article by Biswal et al. has been cited
more than 3000 times, which testifies to the foundational nature of their discovery. The standard region-of-interest
approach to deriving an rs-fMRI map is shown in Fig. 16.1.

Several other early rs-fMRI articles followed with important additional contributions from the group at MCW as well as
from groups at the University of Wisconsin, Madison and Oulu University in Finland (Hampson et al., 2002; Kiviniemi
et al., 2000; Raichle et al., 2001; Stein et al., 2000). The motor network was replicated and groups began tentatively
exploring other basic networks, including visual and auditory. An early, intriguing finding from the group at Oulu was that
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the primary visual and sensorimotor networks were detectable in children being scanned for clinical reasons, under light
sedation with thiopental (Kiviniemi et al., 2000). Thus from the earliest days, the relationship of RSN activity and
conscious processing was not straightforward (an issue addressed later under Attributes). Subsequently investigators began
stepping gingerly into higher cognitive realms. Resting-state functional connectivity was shown between the left and right
hippocampus (Stein et al., 2000). Then, in 2002, Hampson and colleagues published an article that was bound to draw
cognitive neuroscientists into the fray. Using a language task-based fMRI paradigm to identify Broca’s and Wernicke’s
areas in the task setting, they showed that these two canonical language centers are functionally connected at rest in the
absence of a task, and are also functionally coupled to homologous language-related regions in the right hemisphere
(Hampson et al., 2002). This study moved rs-fMRI out of the realm of MRI physics and firmly into the realm of cognitive
neuroscience. It also helped to allay some of the early doubters (see Healthy Skepticism section, discussed later) because
everyone understands that Wernicke’s areas should be coupled with Broca’s.

My interest in this approach had been burgeoning since my initial exposure to it at the Organization for Human Brain
Mapping meeting in Brighton, England in 2001. As a behavioral neurologist, it struck me as an incredibly potent way to
explore cognitive brain networks in vivo. At Stanford, Vinod Menon and I were experimenting with different approaches
to extracting these networks from rs-fMRI data and casting about for a way to demonstrate the importance of this approach
to cognitive neuroscience. Marc Raichle at Washington University in Saint Louis had published a compelling initial study
of the default mode of brain function (Raichle et al., 2001). Working with task-activation data from a series of positron
emission tomography (PET) studies, Raichle and colleagues demonstrated that the same set of regions (including the
posterior cingulate cortex [PCC], lateral parietal cortex, and medial prefrontal cortex [MPFC]) tended to “deactivate”
during the performance of cognitive tasks. That is, their activity was higher during the resting “control” blocks of the
experiment and came down during the “experimental” blocks. This suggested to them that these regions constituted a
network that was tonically active as subjects rested quietly and whose activity needed to be attenuated to perform a
challenging cognitive task correctly. This finding generated a great deal of interest, in part because so little was known
about the function of the PCC, and it struck us as a perfect point of departure for our foray into rs-fMRI. In our first
experiment, we used a standard oneoff working memory task activation paradigm to generate a typical deactivation map
of regions implicated by Raichle as supporting the brain’s default mode (Greicius et al., 2003). Then, working on rs-fMRI
data from the same set of subjects, we used the PCC, identified in the task deactivation map as a seed region, and asked
what other regions were functionally coupled with it as subjects rested quietly in the scanner for 5 min. The resting-state

FIGURE 16.1 Deriving an rs-fMRI connectivity map. The time series from a seed region in the PCC (arrow points to green (gray in print versions)
dot in top right panel) is shown in yellow (light gray in print versions). A computer program then extracts the time series from all other brain voxels and
highlights those that are strongly positively or negatively correlated with the seed region. The medial prefrontal (MPF) time series is shown in orange and
is strongly correlated with the PCC time series. The intraparietal sulcus (IPS) time series is shown in blue (dark gray in print versions) and is negatively
correlated with the PCC. Adapted from Fox, M. D., & Greicius, M. (2010). Clinical applications of resting state functional connectivity. Frontiers in
Systems Neuroscience, 4, 19.
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map overlapped substantially with the deactivation map, which lent support to Raichle’s hypothesis that these regions
constituted a functional network, the DMN. We made an additional observation in that study that merits consideration. In
addition to examining resting-state connectivity of the PCC and typically deactivated regions, we explored the connec-
tivity of three regions (left and right ventrolateral prefrontal cortex and right dorsolateral prefrontal cortex) that are
typically activated by tasks and that were activated by our working memory task. What we found was that each of these
three regions was inversely correlated with the PCC during rest. We concluded that at rest, as during a task, the DMN
appears to be “maintained in a dynamic equilibrium with lateral prefrontal regions that commonly show task-related
increases in activity.” This finding paved the way for the lingering controversy over anticorrelations between networks
and whether they are true neural phenomena or simply reflect a data-processing artifact (more subsequently under
Attributes).

HEALTHY SKEPTICISM DRIVES DEEPER EXPLORATIONS

As with any new methodology, rs-fMRI was met with a mixture of heady optimism and healthy skepticism. Both per-
spectives were nicely summarized in a 2001 editorial that raised a number of legitimate concerns while pointing to the
latent promise in this technique (Maldjian, 2001). Among the concerns was the question of whether this approach was
picking up on correlated signals in blood flow responses to spontaneous neural activity or whether there were other,
nonneural sources of fluctuation in the BOLD signal, such as cardiac and spinal fluid pulsations. If it were truly neural, the
author suggested that it should be modulated by consciousness and depend at some level on underlying white matter
structures. Over the next several years, each of these concerns and questions were addressed by a wide variety of groups
beginning to adapt rs-fMRI. The careful recording and analysis of respiratory and cardiac cycle signals acquired during the
acquisition of rs-fMRI scans revealed that these nonneural sources contributed somewhat to the connectivity maps (Birn
et al., 2006; Shmueli et al., 2007). However, subsequent studies have demonstrated that a variety of processing techniques
can be used to remove these sources of noise and that the resulting array of detectable networks are cleaner but essentially
the same in terms of their spatial patterns (Chang, Cunningham, & Glover, 2009; Chang and Glover, 2009a; Glover, Li, &
Ress, 2000).

The effect of different levels of consciousness on rs-fMRI networks is parametric rather than all-or-none. Several
studies have shown that RSNs are readily detected in a variety of states notable for reduced consciousness. They can be
detected in light sedation states, such as conscious sedation with propofol, midazolam, or thiopental (Boveroux et al., 2010;
Greicius et al., 2008; Kiviniemi et al., 2000). RSNs can also be detected in the early stages of sleep using simultaneous
fMRI and EEG (Horovitz et al., 2008). In monkeys, putative cognitive networks such as the DMN and dorsal attention
(also called visuospatial), are detectable under light sedation (Vincent et al., 2007). Thus, there is no clear one-to-one
correlation between the presence of RSNs and wakefulness. Seeing an intact DMN map, in other words, does not tell you
that the subject is awake. This may not be surprising if we consider that the frequency of rs-fMRI fluctuations (<0.1 Hz)
would appear to be too slow to reflect ongoing conscious processing. Although there is no binary relationship between
RSNs and consciousness, several studies have shown a parametric reduction in RSN connectivity with decreasing levels of
consciousness. Comparing the same subjects during wakefulness and light sedation, RSN connectivity is typically reduced
(although still present) in light sedation (Boveroux et al., 2010; Greicius et al., 2009). Further deepening of sedation results
in a further reduction of RSN connectivity (Boveroux et al., 2010; Vincent et al., 2007). Although detectable in light sleep,
in deeper stages of sleep RSN connectivity begins to deteriorate (Horovitz et al., 2009). In the clinical realm it has been
demonstrated that disorders of consciousness affect RSN connectivity in a similar parametric fashion. DMN connectivity in
a locked-in patient presumed to have normal consciousness was no different from DMN connectivity in healthy control
subjects. DMN connectivity in minimally conscious patients was less than normal but greater than DMN connectivity in
vegetative patients (Vanhaudenhuyse et al., 2010).

Work on the relation between structural connectivity and rs-fMRI has made it clear that the latter depends in large part,
but not entirely, on the former. One of the most compelling studies in this series of method-vetting articles examined
rs-fMRI in a patient before and shortly after a callosotomy (Johnston et al., 2008). Several functional networks with
interhemispheric connections were identified before the procedure, all of which were restricted to intrahemispheric con-
nections after the callosotomy (Fig. 16.2). This strongly supported the notion that functional connectivity depends heavily
on the underlying “wiring” or structural connectivity. Our group made a similar argument using a group of healthy control
subjects and comparing their functional connections in the DMN with their structural connections (as measured with
diffusion tensor imaging [DTI]) (Greicius et al., 2009). In most instances, functional connectivity between a pair of brain
regions, say medial temporal lobe (MTL) and PCC, was supported by a large white matter tract, the descending cingulum
bundle in this example. Certain functional connections, however, did not appear to have a clear structural connection.
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The MTL and the MPFC were functionally connected in the rs-fMRI map of the DMN (Fig. 16.3), but we could not detect
a white matter tract connecting these two regions in the diffusion imaging data. This lack of correspondence between
structural connectivity and functional connectivity highlights the fact that functional connectivity can reflect functional
coupling across more than one synapse. In this example, both the MTL and MPFC show functional and structural con-
nectivity to the PCC, which suggests that functional connectivity between the MTL and MPFC is mediated by the PCC.
Subsequently, a number of studies examining a much larger set of regions have replicated and expanded upon this tight
but imperfect association between functional connectivity and structural connectivity (Damoiseaux & Greicius, 2009;
Honey et al., 2009).

ATTRIBUTES OF RESTING-STATE NETWORKS

Having weathered the storm of healthy skepticism, rs-fMRI has flourished as an imaging technique. As consensus has
developed around issues such as optimal acquisition parameters, standard processing approaches, and artifact reduction
techniques (particularly related to subject movement), the field has seen more robust and replicable findings. Several
remarkable features of RSNs have been demonstrated, and these deserve deeper examination.

A disproportionate number of studies in the early rs-fMRI days focused exclusively on the DMN to the point that many
people equated rs-fMRI with the DMN. This tendency overlooked the fact that rs-fMRI can be used to identify the complex
segregation of the resting brain into not one, but closer to 15 large-scale distributed networks (Beckmann et al., 2005;

FIGURE 16.2 Functional connectivity before and after callosotomy. A seed in the right frontal eye field is used to demonstrate resting-state
functional connectivity to the contralateral frontal eye field, the parietal eye fields, and area medial temporal in a single subject before corpus callos-
otomy for refractory seizures (A). After the procedure, the same right frontal eye field seed region yields only intrahemispheric connections (B). Adapted
from Johnston, J. M., Vaishnavi, S. N., Smyth, M. D., et al. (2008). Loss of resting interhemispheric functional connectivity after complete section of the
corpus callosum. Journal of Neuroscience, 28, 6453e6458.
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Shirer et al., 2012). For the most part, if a cognitive or sensorimotor domain has a name, there appears to be an RSN that is
presumed to serve that domain. Thus, distinct RSNs have been identified (reproducibly) and linked to the following
functions: vision, hearing, sensation, movement, episodic memory, executive function, visuospatial attention, and
emotional salience detection (Biswal et al., 1995; Damoiseaux et al., 2006; Fox et al., 2005; Greicius et al., 2003;
Kiviniemi et al., 2003; Seeley, Menon, et al., 2007; Vincent et al., 2007). Assigning functional roles to these RSNs is
inherently challenging because they are detected when subjects are not performing a specific functional task. For the most
part, investigators have assumed a given function for an RSN based on what is known about the functional role of one or
more of the regions in the network. The assignment of function is more concrete when an RSN is generated from a seed
region that was first defined in a functional task. The language network described earlier is a nice example of this approach.
We assume this RSN is related to language because it can be generated by seeding a region that was activated by a
language task (Hampson et al., 2002). One study from the group at Oxford pursued a spatial correlation approach to match
RSNs with task activation maps taken from a large repository of functional studies (Smith et al., 2009). Unfortunately, the
field has not decided on a uniform nomenclature, and so the same network may be referred to differently by different
laboratories. As an example, our laboratory uses the term “visuospatial network” to describe an RSN to which another
group refers as the “dorsal attention network.”

In addition to the naming issue, there is no consensus in the field regarding how many networks there are. Statistical
approaches such as independent component analysis have shown that a given rs-fMRI dataset can generate 10 networks but
can be further subdivided to generate 15e20 (or more) reasonable-looking RSNs (Abou-Elseoud et al., 2010). That is, if
the dataset is decomposed into 20 components, 10 may be noise components related to scanner issues, subject motion, etc.,
and 10 may correspond to RSNs including the DMN. If the same dataset is then decomposed into 40 components, 25 may
be noise-related and 15 may correspond to RSNs. A careful comparison of the thinly sliced data (40 components) and the
thickly sliced data (20 components) might show that the DMN generated in the 20-component decomposition has been
divided into two components in the 40-component decomposition. Is there one DMN or are there two (a ventral and dorsal
DMN)? Is there a single executive control network or are there two (left and right hemisphere executive control networks)?

FIGURE 16.3 Functional connectivity reflects structural connectivity, but not always. The top row shows functional connectivity within the DMN.
The bottom figure shows white matter tracts including the cingulum bundle in blue (dark gray in print versions), connecting PCC to MPFC, and the
descending cingulum bundles in gold (light gray in print versions) connecting PCC to MTL. Although MPFC and MTL are functionally connected in the
top row, there are no tracts connecting these two regions in the bottom figure. Adapted from Greicius, M. D., Supekar, K., Menon, V., et al. (2009).
Resting-state functional connectivity reflects structural connectivity in the default mode network. Cerebral Cortex, 19, 72e78.
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We do not have a reference standard to help determine the “optimal” number of networks, and so we are left with some
uncertainty here. If one overlooks the frustrating aspect of this uncertainty, it has the potential to reveal which are the
strongest subnetworks within networks. Noting, for example, that a given network splits anterioreposterior rather than left
to right across the hemispheres suggests that interhemispheric connectivity is stronger than intrahemispheric connectivity
in that network. Formal, quantitative approaches to subnetwork definition will ultimately provide a more detailed and
nuanced understanding of functional brain networks (Cole, Smith, & Beckmann, 2010).

The ability of rs-fMRI to establish functional distinctions between neighboring regions has been used to good effect in
allowing researchers to subdivide complex gray matter structures into their distinct functional components. This was
demonstrated initially in studies of the thalamus in which rs-fMRI, in conjunction at times with DTI, was used to identify
several distinct functional parcels of the thalamus based on their distinct connectivity to cortical regions (Zhang et al.,
2008, 2010). Subsequent work has also shown that rs-fMRI has the capacity to delineate functional clusters within the
amygdala that coarsely correspond to known amygdalar nuclei (Etkin et al., 2009; Roy et al., 2009). Perhaps the most
compelling such application of rs-fMRI has been in the functional segregation of the cerebellum. This region is frequently
oversimplified and represented as having a role mainly in refining motor movements. Increasingly, however, there is a
growing consensus, based on painstaking work in patients, that the cerebellum is important not only for movement but also
for cognition and emotion (Schmahmann, 2004). Three articles on rs-fMRI papers in close succession (and largely
replicating each other’s findings) lent considerable support to the cognitive role of the cerebellum by demonstrating that
distinct cerebellar clusters were functionally coupled to cortical networks related to executive function, memory, and
emotional salience detection (Fig. 16.4) (Habas et al., 2009; Krienen & Buckner, 2009; O’Reilly et al., 2010). As rs-fMRI
acquisition and analysis techniques continue to improve, we can anticipate increasingly fine-grained functional neuro-
anatomy maps that begin to approach the reference standard of functional maps based on tracer studies in animals and
postmortem cytoarchitectonic work in humans.

Before rs-fMRI can be understood in a clinical setting, the relationship between RSN connectivity and behavior in
healthy controls should be established. The field has seen a number of studies in which functional connectivity in a given
RSN is correlated with scores on cognitive tests or behavioral rating scales. Our group demonstrated that connectivity in

FIGURE 16.4 Functional parcellation of the cerebellum using rs-fMRI. The cerebellar clusters that participate in five different cortical resting-state
networks are shown in five different colors. Cortical network labels are at the bottom. Adapted from Habas, C., Kamdar, N., Nguyen, D., et al. (2009).
Distinct cerebellar contributions to intrinsic connectivity networks. Journal of Neuroscience, 29, 8586e8594.
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the executive control network (ECN) was correlated with performance in the Trails B set-shifting task (Seeley, Menon,
et al., 2007). In the same subjects, an anxiety measure was correlated with connectivity in the salience network. These
network correlations showed a compelling double dissociation in that anxiety scores were not correlated with ECN
connectivity and Trails B performance was not correlated with salience network connectivity. Although not a perfect
replication, a large study in China correlated full-scale IQ scores to ECN connectivity (Song et al., 2008). In children with a
mean age 6 years, connectivity within the right side of the ECN is correlated with nonverbal IQ performance (Langeslag
et al., 2013). Verbal IQ was not assessed in this young age group, but it is anatomically satisfying to note that left ECN
connectivity did not correlate significantly with nonverbal IQ in this study. In addition, the salience network (which
showed no connectivity with Trails B performance in our study) was not correlated with cognitive performance in these
young children. In addition to executive function and intelligence correlating with ECN connectivity, there are convergent
data linking DMN connectivity to episodic memory performance. The group at Harvard showed that DMN connectivity is
correlated with episodic memory performance in older adults (Wang, LaViolette, et al., 2010). In young adults, the same
group showed that interhemispheric connectivity between the MTLs is correlated with free recall of recently learned
information (and in an elegant control experiment demonstrating the anatomic specificity of this effect, they showed that
free recall was not correlated with interhemispheric motor cortex connectivity) (Wang, Negreira, et al., 2010).
A compelling extension of this work in patients with MTL epilepsy showed that greater DMN connectivity to the
epileptogenic hippocampus predicted greater memory deficits after therapeutic resection of that hippocampus (McCormick
et al., 2013).

Many of the early strikes against rs-fMRI came from neurophysiologists. This field has always endured the spatial
myopia of unit recordings for the high temporal resolution this approach affords. Neurophysiologists were already
unimpressed with standard task activation fMRI, which requires about 1e2 s to obtain a brain volume and which relies on
a blood flow response that lags about 6 s behind neuronal activity. They were even less impressed with rs-fMRI owing to
the extremely low frequency (<0.1 Hz) of the spontaneous BOLD signal fluctuations corresponding to a cycle of 30 s or
more. Over the past decade, however, even these lingering skeptics have begun to warm to the idea that these
low-frequency BOLD signal fluctuations have neurophysiological counterparts. One of the first articles to bridge the gap
came from neurophysiologists exploring the potential of rs-fMRI. Leopold, Murayama, and Logothetis (2003) demon-
strated that the power of high gamma activity in local field potentials (LFPs) exhibited low-frequency (<0.1-Hz) fluc-
tuations and that these highegamma power fluctuations were strongly correlated across “distant” (meaning about 1 cm
away) electrodes in monkey visual cortex. Subsequent work by this group using simultaneous rs-fMRI and electro-
physiological recordings showed that gamma power fluctuations in LFPs were correlated with BOLD signal fluctuations
(Shmuel & Leopold, 2008). Working with epilepsy patients, a team in Israel demonstrated that low-frequency gamma
power fluctuations from subdural electrodes were correlated between left and right auditory cortices (Nir et al., 2008). As it
turns out, these infraslow oscillations (ISOs) were not new to the field of neurophysiology but had merely been redis-
covered by the broader field. In fact, ISOs have been the focus of a small, esoteric subfield of neurophysiology that dates to
the 1950s (Aladjalova, 1957). Other work further shored up support for the argument that the low-frequency BOLD signal
fluctuations underlying rs-fMRI connectivity reflect cortical ISOs (Hiltunen et al., 2014). The study of ISOs and rs-fMRI
fluctuations converged, most intriguingly, in a number of studies suggesting that these low-frequency fluctuations in
cortical excitability have a large role in event-related signals and behavioral responses (Boly et al., 2007; Fox et al., 2007;
Hesselmann et al., 2008; Monto et al., 2008). In other words, a cortical regions response to a stimulus will vary depending
on when that stimulus arrives in relation to the spontaneous low-frequency fluctuations in local excitability. Similarly, the
likelihood that a borderline detectable stimulus will or will not be registered appears to depend on where the relevant
cortical region is in its low-frequency cycle. The implications of these effects have yet to be fully realized and should make
for stunning advances in our ability to measure brain signals and to understand, if not influence, perception, cognition, and
emotion.

In terms of its translational potential, the capacity to help equate animal model findings with human disease findings,
rs-fMRI has some obvious advantages over standard task activation fMRI (Hoyer et al., 2014). The latter can be chal-
lenging to institute in animals even in basic efforts to activate primary sensory or motor cortices; activation of higher
cognitive networks is more challenging still in the scanner environment. By contrast, rs-fMRI has already been used in
several species and allows for the interrogation of multiple networks, both primary sensory and higher-order cognitive,
from the same 10 min of data. To date, rs-fMRI has been applied in mice, rats, pigeons, marmosets, and macaques (Belcher
et al., 2013; De Groof et al., 2013; Jonckers et al., 2011; Lu et al., 2007; Vincent et al., 2007). Most of these studies,
particularly the initial ones, were performed with anesthesia; but in rats, pigeons, marmosets, and macaques rs-fMRI
has been acquired in awake animals as well (Belcher et al., 2013; De Groof et al., 2013; Hadj-Bouziane et al., 2014;
Liang, Liu, & Zhang, 2014). Groups have begun to investigate the use of rs-fMRI as a tool in animal models of disease
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(Grandjean et al., 2014; Zerbi et al., 2014). As artifact reduction methods continue to improve, the ability of rs-fMRI to
translate findings from animal models of disease to the disease itself in humans has considerable potential to speed drug
development.

Whereas initially the focus was on intranetwork connectivity, it has always been apparent that these RSNs, although
defined by their segregation from one another, cannot operate in isolation. Rather, they must constantly interact to allow,
for example in a verbal learning task, the transfer of newly heard information from primary auditory cortex to the language
network, and on to the episodic memory network. Several elegant studies using graph theory approaches have highlighted
regions that serve as hubs or switches between two or more networks (van den Heuvel & Sporns, 2011). In addition to
working together, at times some networks most likely need to act strictly independent of one another to optimize per-
formance. The original description of the DMN suggested that in the task setting there was a sort of antagonism between
brain regions activated by the task and DMN regions deactivated by the task. In our initial rs-fMRI article on the DMN, we
showed that even at rest, this “dynamic equilibrium” appears to hold true in that DMN regions tend to be negatively
correlated with regions in the salience network and executive control networks (Greicius et al., 2003). Subsequently, two
other articles replicated this finding and suggested that at rest, as in the task setting, when DMN regions are down,
executive control, salience, and attention regions are up, and vice versa (Fox et al., 2005; Fransson, 2005). Intuitively it
seems logical that regions that are anticorrelated in the setting of a task would also be anticorrelated at rest, but there is an
unresolved controversy surrounding anticorrelations in resting-state data. To remove noise from the images, the global
signal (across all voxels in the brain) is measured with each 2-s brain volume acquisition. This global signal is then
regressed out of every individual voxel’s signal. This step mathematically mandates a shift in correlation values such that
some near-zero correlations between voxels get shifted to become negative correlations (Fox et al., 2009; Murphy et al.,
2009). Some studies have gotten around the global signal confound (by carefully regressing out physiological artifacts
owing to cardiac and respiratory cycle fluctuations) and have still found prominent anticorrelations between the DMN and
the salience network (Chang and Glover, 2009b). Analysis of electrocorticography data has lent some middling support to
this issue by showing rare instances of anticorrelations in low-frequency fluctuations of high gamma power (Keller et al.,
2013). As described in more detail later (see Default-Mode and Salience Networks), there is also evidence from neuro-
degenerative diseases to support a dynamic equilibrium between the DMN and the salience network (Zhou et al., 2010).
For the time being, however, the existence of anticorrelations between RSNs remains enticing but speculative.

Another advance in rs-fMRI also pertains to the temporal rather than spatial properties of RSNs. The vast majority of
early rs-fMRI studies estimated the functional connectivity between two regions by taking the mean correlation of their two
time series. A groundbreaking study by Catie Chang showed that the degree to which two regions are correlated varies over
the typical 8-min resting-state scan (Chang & Glover, 2010). Thus, whereas the mean correlation between two regions may
be r ¼ 0.7, there can be shorter runs of, say, 1 or 2 min in which the correlation is considerably higher (r ¼ 0.9) or lower
(r ¼ 0.5). The dynamic nature of these functional couplings is lost when the mean over the entire rs-fMRI run is used. The
article by Chang (cited more than 300 times to date) has resulted in the subfield of dynamic functional connectivity. The
hope is that the degree to which functional connectivity varies over time may have important implications related to normal
cognition (Kucyi & Davis, 2014) as well as cognitive dysfunction in neuropsychiatric disorders (Damaraju et al., 2014;
Jones et al., 2012). For the time being, however, these early explorations of dynamic functional connectivity should be read
with caution as this promising new subfield of rs-fMRI evolves toward a consensus on important methodological issues
(Hutchison et al., 2013; Leonardi & Van De Ville, 2014).

DEFAULT-MODE AND SALIENCE NETWORKS

As a prelude to the section on clinical applications presented subsequently, it will be helpful to take a closer look at two
specific RSNs: the DMN and the salience network. As noted earlier, the DMN was initially identified as a set of brain
regions that consistently deactivate during the performance of a wide variety of cognitively demanding tasks (Raichle et al.,
2001). However, there are a few exceptions to this rule. Tasks that require retrieval of episodic memories, for example, tend
to activate the DMN (Cabeza et al., 2002; Fujii et al., 2002; Maddock, Garrett, & Buonocore, 2001; Maguire & Mummery,
1999). The MPFC and PCC portions of the DMN, in particular, tend to be activated by tasks that require self-referential
reflection: for example, deciding whether a particular adjective pertains to oneself (Gusnard et al., 2001; Johnson et al.,
2002). Insights into the DMN from lesion studies are few and far between. The PCC, in particular, appears to be relatively
protected in that it is not in a single vascular distribution (and so is not commonly infarcted) and is deeply seated so as not
to be prone to trauma. The few cases of damage to this region that have been described in the literature result in
“retrosplenial amnesia,” which again points to the importance of this network in episodic memory encoding and retrieval
(Valenstein et al., 1987; Yasuda et al., 1997). Tract-tracing studies in macaques, as well as diffusion tensor studies in
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humans, have demonstrated that the PCC is highly connected to MTL structures including the entorhinal cortex and
hippocampus (Greicius et al., 2009; Kobayashi & Amaral, 2003, 2007). Therefore, whereas the preponderance of evidence
supports the hypothesis that the DMN is mainly involved in episodic memory function, and to a lesser degree
self-referential processing, additional roles related to visuospatial processing have been suggested (Gusnard & Raichle,
2001). Several detailed reviews of the PCC and nearby medial parietal regions such as the precuneus can be recommended
for a more in-depth exploration of this fascinating brain region (Cavanna & Trimble, 2006; Gusnard & Raichle, 2001;
Leech & Sharp, 2014).

Key regions in the salience network include the bilateral dorsal anterior cingulate cortex (dACC), the frontoinsular
cortex, and the frontopolar cortex. These cortical regions are linked to a number of critical subcortical regions in the
amygdala, hypothalamus, thalamus, and brain stem (Seeley, Menon, et al., 2007; Zhou & Seeley, 2014). Although our
group was the first to focus on this network in rs-fMRI data (Seeley, Menon, et al., 2007), it had been fairly
well-characterized in task activation studies. To oversimplify, tasks that increase sympathetic tone tend to increase acti-
vation in salience network regions. This has been shown to best effect in the work of Critchley and colleagues. In a series
of articles, this group employed a number of different measures of sympathetic tone (pupil dilatation, heart rate variability,
blood pressure, etc.) in the setting of functional imaging tasks to show that activation in core salience network regions
tracks with autonomic nervous system changes (Critchley et al., 2000, 2003, 2005). The salience network would appear to
be agnostic to the specific stimuli or tasks at hand, provided they affect sympathetic tone. Thus, salience network activation
can be seen across various challenging cognitive tasks (Duncan & Owen, 2000), in studies of pain perception (Ingvar,
1999), and in studies of sexual arousal (Arnow et al., 2002). The use of autonomic regressors by Critchley and colleagues
helped point to the common denominator across these various and sundry tasks. Work by Seeley and colleagues expanded
considerably on these prior studies, emphasizing the role of this network in gauging the valence of internal and external
events and modulating the body’s autonomic system accordingly (Seeley, Allman, et al., 2007; Seeley, Menon, et al.,
2007). Seeley also made a compelling case that salience network function is linked tightly to the role of an unusual
neuronal subtype, the Von Economo neuron, which is found almost exclusively in network hubs such as frontoinsular
cortex and dACC (Kim et al., 2012; Seeley et al., 2006, 2012).

APPLICATIONS TO BRAIN DISEASE

The list of brain diseases that putatively affect RSNs is nearly as long as the list of brain diseases (Greicius, 2008). One of
the main advantages of rs-fMRI in clinical populations, as opposed to standard task activation fMRI, is that it is much
easier to acquire in patients. Task-based fMRI usually requires patients to be able to perform a particular task correctly in
the anxiety-provoking setting of an MRI tunnel. It can be challenging to compare patient task activation maps with control
task activation maps when performance on the task differs (as it commonly does). This problem is obviated in rs-fMRI
because there no task is performed. This singular advantage has led to the explosion of rs-fMRI studies in patients
with neuropsychiatric disorders. Unfortunately, as is often the case in the application of novel approaches to brain dis-
orders, efforts have been focused more on novel findings than on the firm replication of findings. In addition, many studies
of rs-fMRI were applied before the field had developed some consensus on optimized parameters for the acquisition and
analysis of rs-fMRI data. For example, it has become clear that basic corrections for subject movement may not be suf-
ficient, leaving residual movement-related noise in data that can result in artifactual differences in “connectivity” between a
patient group and control subjects (Power et al., 2012). Caveat emptor, therefore, when diving into the rs-fMRI clinical
literature. I will focus here on two disorders which, in my less than objective view, have generated the most replicable
rs-fMRI results to date: AD and behavioral variant FTD (bvFTD).

In our initial explorations of the DMN in young control subjects, it gradually dawned on us that the posterior aspects
of this network bore a strong resemblance to brain regions that typically show reduced glucose metabolism in patients
with AD who were studied with fluorodeoxyglucose (FDG) PET scans. Numerous groups had shown that compared with
age-matched older control subjects, patients with AD had reductions in FDG PET signals in the PCC and the lateral
temporal and parietal lobes (Minoshima et al., 1995, 1997; Montez et al., 2009; Reiman et al., 1996). The next obvious
step was to examine DMN connectivity in patients with AD. In so doing, we found that a number of regions in the
network including the PCC, the lateral parietal cortex, and the MTL showed reduced connectivity within the DMN of
patients with AD compared with control subjects (Greicius et al., 2004). This finding has been replicated many times since
(Binnewijzend et al., 2012; Gili et al., 2011; Koch et al., 2012; Zhou et al., 2010) and moved forward in time along the
clinical continuum. Patients with mild cognitive impairment (MCI) have reduced DMN connectivity (Gili et al., 2011;
Koch et al., 2012; Petrella et al., 2011; Sorg et al., 2007; Wang et al., 2013). Moving further forward in time, DMN
connectivity has been assessed in well-screened, cognitively normal older control subjects with PET scan evidence for
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amyloid plaque deposition. Two studies have shown that amyloid-positive older control subjects have reduced DMN
connectivity compared with matched amyloid-negative older control subjects (Hedden et al., 2009; Sheline, Raichle,
et al., 2010). Asymptomatic carriers of autosomal dominant mutations that cause AD show reduced DMN connectivity.
The data for asymptomatic carriers of the APOE4 AD risk gene are slightly mixed on first glance; some studies show
reduced DMN connectivity in carriers and others do not (Machulda et al., 2011; Sheline, Morris, et al., 2010;
Trachtenberg et al., 2012; Westlye et al., 2011). Our take on these discrepant findings is that they neglected the interaction
between APOE and sex, which results in more AD-like effects of APOE4 in women. We examined this APOE � sex
interaction with rs-fMRI and found that healthy older women carrying an APOE4 allele show reduced DMN connectivity
in a large swath of the PCC, whereas male APOE4 carriers showed little to no difference in DMN connectivity compared
with male noncarriers (Damoiseaux, Seeley, et al., 2012). This same interaction (greater AD-like changes in APOE4--
carrying women) has been replicated by another group (Heise et al., 2014). DMN connectivity may also have some
predictive value. Patients with MCI who subsequently convert to AD have reduced DMN connectivity compared with
patients with MCI who do not convert to AD (Petrella et al., 2011). In a related study, patients with MCI who were
clinically stable over time had greater DMN connectivity than did patients with AD, whereas patients with MCI
who subsequently converted to AD had DMN connectivity that was indistinguishable from that of patients with AD
(Binnewijzend et al., 2012). Finally, longitudinal studies are few for the time being, but the first of these has shown that
DMN connectivity continues to decline as patients with AD progress into more severe stages of dementia (Damoiseaux,
Prater, et al., 2012). Pseudo-longitudinal (cross-sectional) studies support this in showing a stepwise decline in DMN
connectivity from healthy aging to MCI to mild AD using the clinical dementia rating as the marker of severity (Brier
et al., 2012; Sohn et al., 2014). DMN connectivity in AD appears to be sensitive to preclinical disease, to offer potential
value in predicting conversion from MCI to AD, and to track clinical deterioration over time.

If AD targets the DMN, bvFTD targets the salience network. Seeley et al. (2009) were the first to point to the simi-
larities between atrophy maps in FTD and the salience network. Subsequent work by the same group showed that patients
with bvFTD show reduced salience network connectivity even after correcting for the loss of gray matter in these regions
(Zhou et al., 2010). This study also lends some support to the hypothesis that the DMN and salience network are anti-
correlated. As mentioned previously, earlier work in control subjects had shown negative correlations between the PCC
and salience network regions, but these studies were confounded by the global signal regression preprocessing step (Fox
et al., 2005; Fransson, 2005; Greicius et al., 2003). In examining patients with bvFTD whose salience network was
deteriorating, Seeley and colleagues found that their DMN actually showed increased connectivity compared with control
subjects. Conversely, in a group of patients with AD whose DMN predictably showed reduced connectivity, they found
that salience network connectivity was increased compared with control subjects (Zhou et al., 2010). In other words, for
each disorder, as the disease-targeted network begins to deteriorate and show reduced connectivity, the anticorrelated
network appears to be disinhibited and shows increased connectivity. Importantly, this finding is not compromised by the
global signal regression step, because only positive correlations are being compared between patient groups and control
subjects. The main finding of reduced salience network connectivity in patients with bvFTD was replicated by the Seeley
group (Lee et al., 2014) and other groups (Borroni et al., 2012; Farb et al., 2013; Filippi et al., 2013; Whitwell et al., 2011).
The finding of increased DMN connectivity in patients with bvFTD was also replicated by the Seeley group (Lee et al.,
2014) and other groups (Borroni et al., 2012; Farb et al., 2013; Whitwell et al., 2011). It was also shown that APOE4
carriers who are at risk for AD and show reduced DMN connectivity also have increased salience network connectivity
(Machulda et al., 2011). As in the AD literature, FTD research groups have used autosomal dominant mutation carriers to
determine whether salience network connectivity is detectable in asymptomatic mutation carriers. Presymptomatic carriers
of the MAPT gene mutation that causes FTD show reduced salience network connectivity (Dopper et al., 2014). By
contrast, presymptomatic carriers of the GRN mutation that causes FTD have increased connectivity in the salience
network (Borroni et al., 2012). It should be pointed out, however, that the MAPT report had four times as many
asymptomatic carriers as the GRN article, and so is probably the more statistically robust. Although there are not yet
longitudinal studies of rs-fMRI in FTD, several pseudo-longitudinal studies have shown that salience network connectivity
is lower in sicker patients with FTD using either the clinical dementia rating (Zhou et al., 2010) or the neuropsychiatric
inventory (Lee et al., 2014) as a measure of severity.

Thus for both AD and FTD there is a reasonable and encouraging degree of replicability regarding the key findings:
The DMN is affected early in AD, the salience network is affected early in FTD, and as the salience network deteriorates in
FTD the DMN shows increased connectivity (and vice versa). This predilection for a specific neurodegenerative disease to
target a specific network may not be restricted to AD and FTD. In fact, this may be a unifying theme in neurodegenerative
disease such that clinically distinct neurodegenerative syndromes each march along distinct brain networks (Seeley et al.,
2009). Even clinical variants of the same disease may target distinct networks. For example, whereas the classic memory
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presentation of AD targets the DMN, atypical language and visuospatial variants of AD appear, unsurprisingly perhaps, to
target networks related to these functions (Lehmann, Ghosh, et al., 2013; Lehmann, Madison, et al., 2013). This unifying
hypothesis at the systems level converges nicely with ongoing work at the synapse level, in which animal studies
suggested that a number of different proteins (including tau and alpha-synuclein) implicated in neurodegenerative
diseases have the capacity to spread trans-synaptically and so might be expected to progress across a network (Holmes &
Diamond, 2014).

Despite the focus here on neurodegenerative disease, I am optimistic that rs-fMRI will help elucidate other neuro-
psychiatric disorders as well. Schizophrenia and autism, for example, have long been conceptualized as disorders of
connectivity (Friston & Frith, 1995; Frith, 2004). To date, however, owing perhaps to heterogeneity of patient samples or
to movement artifacts, differential processing across sites, or any number of other variables, it has been challenging to
come up with a replicable set of network findings in either of these two disorders. Epilepsy is another disorder likely to
have network-related properties, and some work suggests that rs-fMRI may prove useful in important clinical roles such as
seizure focus localization (Stufflebeam et al., 2011). Other challenging disorders such as chronic pain, addiction, and
obsessive-compulsive disorder may also ultimately offer up some secrets to rs-fMRI analyses. Conversely our under-
standing of certain disorders that tend to affect the brain in a more willy-nilly fashion, such as multiple sclerosis or brain
tumors, is unlikely to advance with the application of rs-fMRI. Then there are diagnostic terms such as attention-deficit
disorder and chronic fatigue syndrome, which in my view are unlikely to be brain disorders at all but which are regret-
tably being subjected to rs-fMRI studies. It is hoped that as the field matures and as editors and reviewers and readers of
journal articles develop more savvy about rs-fMRI, the wheat will be separated from the chaff in terms of where this
powerful technique can help advance knowledge and where it cannot.

FUTURE DIRECTIONS

A number of compelling questions about RSNs loom large; it is hoped that they will be answered over the next 5e10 years.
What is the source of the ISOs that underlie RSNs? What function do RSNs serve? What are the cellular and molecular
mechanisms that support RSNs? It will be satisfying to answer these questions from a basic neuroscience standpoint but it
should also help clinical investigators to apply rs-fMRI more judiciously and effectively. The answers will likely come
from a combination of animal and human studies. Animal research offers the obvious advantage of having more flexibility
in terms of perturbing RSNs with genetic and pharmacologic manipulations. Optogenetic fMRI (Lee et al., 2010), for
example, which allows the rapid and discrete manipulation of a specific set of neuronal or glial cells, should prove
particularly useful in understanding basic mechanisms supporting RSNs. That said, human rs-fMRI studies can certainly
involve pharmacologic perturbation (Cole et al., 2013; Khalili-Mahani et al., 2013), and there is a growing number of
good-sized, shareable datasets with rs-fMRI and genotype data that can be downloaded and analyzed (Satterthwaite et al.,
2014; Schumann et al., 2010; Van Essen et al., 2012; Weiner et al., 2010). The application of rs-fMRI to clinical questions
will benefit considerably from these inevitable advances. Whether rs-fMRI will ever be clinically relevant at the
single-patient level remains an open question. Certain clinical applications, gauging prognosis in coma, for example
(Norton et al., 2012; Vanhaudenhuyse et al., 2010), seem more tractable than others, but it is certainly conceivable that
quantitative data from rs-fMRI scans may be brought to bear one day on patients being seen for “possible schizophrenia” or
to “rule out AD.”
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Chapter 17

Neuroimaging Advances in Alzheimer’s
Disease

Daniel R. Schonhaut and Gil D. Rabinovici
University of California San Francisco, San Francisco, CA, United States

ABBREVIATIONS

Ab Amyloid-b
AD Alzheimer’s disease
APOE Apolipoprotein E
APP Amyloid precursor protein
bvFTD Behavioral-variant frontotemporal dementia
CBD Corticobasal degeneration
CSF Cerebrospinal fluid
CTE Chronic traumatic encephalopathy
DTI Diffusion tensor imaging
FDG [18F]Fluoro-2-deoxy-D-glucose
FLAIR Fluid attenuation inversion recovery
fMRI Functional magnetic resonance imaging
MCI Mild cognitive impairment
MRI Magnetic resonance imaging
NFT Neurofibrillary tangle
PIB [11C]Pittsburgh Compound-B
PET Positron emission tomography
PSEN1 Presenilin 1
PSEN2 Presenilin 2
PSP Progressive supranuclear palsy

INTRODUCTION

Advances in neuroimaging have enabled the in vivo study of many neurological and psychiatric conditions. Previously,
researchers could make sense of biological changes related to human brain disorders only through indirect means: by using
animal models of disease, studying basic mechanisms in vitro, or observing neuropathological effects on postmortem brain
tissue. While these approaches remain essential to clinical research, the advent of neuroimaging has provided a means to
study the evolution of pathological processes in ways that were never before possible. Many hypotheses from basic science
approaches can now be tested and validated in humans. Compared with postmortem research, neuroimaging offers the
potential to conduct larger-sample studies, adopt fully quantitative methods of analysis, and make fewer a priori as-
sumptions about which areas of the brain should be examined. Importantly, imaging studies can also observe subjects
longitudinally, allowing pathological progression to be directly observed rather than surmised from cross-sectional
examination. From a practical standpoint, advances in neuroimaging have the potential to accelerate drug development
and improve clinical diagnosis and disease monitoring.
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In this chapter, we use Alzheimer’s disease (AD) as a model to explore how neuroimaging has influenced clinical
neuroscience research, emphasizing the most recent advances in magnetic resonance imaging (MRI) and positron emission
tomography (PET). We start with a brief overview of AD as it is described clinically and pathologically, and in terms of its
genetic associations. Next, we describe prototypical abnormalities of MRI and PET modalities in AD patients, giving a
detailed account of recent developments in tau-PET imaging. We then show how multimodal neuroimaging is being used
to test the conventional model of AD pathogenesis, the amyloid cascade hypothesis, by tracking core features of the disease
through varying stages of severity. Finally, we discuss how the combination of basic science and imaging approaches has
led to novel insights into the mechanisms of AD pathophysiology.

ALZHEIMER’S DISEASE DEFINED

AD is a progressive neurological condition associated with the degeneration of brain regions that are essential for cognitive
function (see chapter The Genetic Basis of Alzheimer’s Disease: Findings From Genome-wide Studies for additional
background). The disease affects about 35 million people and is the leading cause of dementia worldwide (Brookmeyer,
Johnson, Ziegler-Graham, & Arrighi, 2007). Approximately 1% of AD is related to a presenile dementia driven by
autosomal dominant mutations in amyloid precursor protein (APP), presenilin 1 or presenilin 2, whereas the prevalence of
sporadic AD increases exponentially with age and is strongly associated with the ε4 allele of the apolipoprotein E (APOE)
gene (Fargo, 2014). Episodic memory impairment is the hallmark clinical symptom of AD, but atypical clinical variants
exist with predominant deficits in other cognitive domains including language (Gorno-Tempini et al., 2011), visuospatial
ability (Crutch et al., 2012), and executive function (Ossenkoppele, Pijnenburg, et al., 2015). Pathologically, AD is defined
by two lesions evident on microscopic examination of postmortem tissue: extracellular plaques composed primarily of
aggregated amyloid-b (Ab) 1e42 amino acid polypeptide, and intracellular neurofibrillary tangles (NFTs) formed from
hyperphosphorylated aggregated forms of the microtubule-associated protein tau (Montine et al., 2012).

These proteins aggregate into highly toxic, soluble oligomeric structures and ultimately into microscopically detectable,
fibrillar macrostructures such as plaques and tangles. This is associated with synaptic dysfunction and synapse loss,
disruption of neurotransmitter systems, and neuronal death in regions where one or both protein aggregates are found
(Selkoe, 2002; Spires-Jones & Hyman, 2014). Ultimately, neurodegeneration gives way to cognitive decline and dementia
(Hardy & Selkoe, 2002).

IMAGING CHARACTERISTICS OF ALZHEIMER’S DISEASE

MRI and PET are the two flagship neuroimaging technologies in AD research, and both have the advantage of being
substantially versatile. Variations in MRI pulse sequences can alter the contrast between brain tissue types to produce
images of neuroanatomical structure at fairly high spatial resolution (around 1 mm), whereas more advanced techniques
can measure correlates of neuronal activity (Huettel, Song, & McCarthy, 2014). PET uses intravenously injected radio-
tracers that can mirror the actions of endogenous compounds associated with cell activity or can bind to specific protein
targets. Images are then created from spatial patterns of radiotracer uptake. MRI and PET provide complementary measures
of neurodegeneration, and developments in PET radiotracers have enabled the direct imaging of fibrillar amyloid and tau
pathology. Combining these modalities creates the opportunity to study spatial and temporal relationships between the
presumed molecular causes of AD and their accompanying effects on brain structure and function. In this section we
highlight abnormalities detected by MRI and PET modalities in AD.

Structural MRI

Structural MRI can be used to quantify spatial patterns of brain atrophy using a T1-weighted sequence, which
discriminates well between gray and white matter. This contrast has been widely used in AD research since the
mid-1980s, when magnetic resonance became a viable method for noninvasive brain imaging (Besson et al., 1985;
Fazekas, Chawluk, & Alavi, 1987; Reiman & Jagust, 2012). Studies point to bilateral hippocampus as a hallmark region
of AD-related atrophy (Fig. 17.1). Average hippocampal volumes are about 25% lower in patients than in control
subjects (Shi, Liu, Zhou, Yu, & Jiang, 2009), and clinically meaningful hippocampal atrophy can be reproducibly
discerned by visual inspection using standardized scales (Scheltens, Leys, et al., 1992). Volumetric reductions are also
observed in neighboring medial temporal lobe structures, notably entorhinal cortex (Dickerson et al., 2001; Juottonen
et al., 1998), which acts as the main relay between the hippocampus and isocortex. These results match postmortem
descriptions of medial temporal lobe being an early site of neuronal loss (Ball et al., 1985; Bobinki et al., 1999) and tau
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pathology (Braak & Braak, 1991), and agree with clinical descriptions of memory impairment being the most frequent
initial symptom of AD (Albert et al., 2011). Outside the medial temporal lobe, atrophy is observed in posterolateral
temporal cortex and posterior cingulate/precuneus, with involvement of most isocortical regions (posterior more than
frontal) in late disease stages (Frisoni et al., 2007; Lerch, 2004; Ossenkoppele, Cohn-Sheehy, et al., 2015; Thompson
et al., 2003).

In addition to gray matter atrophy, AD may feature white matter lesions that are associated with demyelination and
axonal loss along with small vessel ischemic disease, which often co-occurs with AD (Fig. 17.1) (Prins & Scheltens, 2015;
Scheltens et al., 1995). T2-weighted structural and fluid attenuation inversion recovery (FLAIR) MRI sequences can be
used to detect these lesions, called white matter hyperintensities for their bright, washed-out appearance. Hyperintensities
tend to form around the periventricular zones and in subcortical white matter. Whereas these lesions are also prevalent in
normal aging, they are more severe in AD (Scheltens, Barkhof, et al., 1992), with clearest separation between patients and
control subjects in posterior periventricular regions and posterior corpus callosum (Yoshita et al., 2004). White matter
integrity can also be assessed through diffusion tensor imaging (DTI), an MRI modality that measures the degree of
directionality associated with water molecule diffusion. Because healthy white matter tracts constrain the free movement of
water, white matter injury can be reflected by a decrease in anisotropic movement or an increase in overall diffusivity.
In AD, DTI studies have shown that white matter changes occur along all major cortical tracts, but most prominently in
connections between regions of acute gray matter atrophy (eg, hippocampal-cortical projections, temporal and parietal
tracts), with relatively less severe changes to frontal and occipital white matter (Agosta, Pievani, Sala, & Geroldi, 2011;
Sexton, Kalu, Filippini, Mackay, & Ebmeier, 2011).

FIGURE 17.1 T1-weighted MRI of a patient with AD shows prominent, bilateral atrophy of the hippocampal formation and surrounding temporal
cortex (top left). FLAIR MRI shows hyperintensities around the anterior horns of the lateral ventricles and throughout subcortical white matter (bottom
left). MRIs of a cognitively normal control are shown for comparison (right).
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Functional MRI

Functional MRI (fMRI) is an indirect measure of neuronal activity that takes advantage of the paramagnetic properties of
deoxygenated hemoglobin, whose local concentrations are reduced by blood flow increases to active brain regions (Huettel
et al., 2014). fMRI records snapshots of the brain in rapid temporal succession (about every 2 s) to capture activity changes
over time. By observing regional correlations between these activation patterns, researchers discovered that the brain can
be organized into networks of functionally related regions (see chapter Resting-State Functional MRI: A Novel Tool for
Understanding Brain Networks in Neuropsychiatric Disorders for an in-depth review) (Power et al., 2011; Yeo et al.,
2011). AD is associated with changes in several of these functional networks (Agosta, Pievani, Geroldi, et al., 2011).
However, most attention has been focused on characterizing disruptions of the default mode network (Damoiseaux, Prater,
Miller, & Greicius, 2012; Greicius, Srivastava, Reiss, & Menon, 2004; Liu et al., 2008), which is composed of regions that
are deactivated during most cognitively engaging tasks and that may be activated during episodic memory encoding/
retrieval and introspection (Andrews-Hanna, Smallwood, & Spreng, 2014; Buckner, Andrews-Hanna, & Schacter, 2008).
Core default network regions include posterior cingulate, inferior parietal lobule, and medial prefrontal cortices, with
weaker connections to lateral temporal and medial temporal lobe (Buckner et al., 2008; Greicius, Krasnow, Reiss, &
Menon, 2003). Global activity in the default network is reduced in AD (Greicius et al., 2004), and there is disrupted
synchrony between posterior and anterior parts of the network (Jones et al., 2011). Outside the default network, functional
connectivity in task-specific cognitive networks may be associated with clinical variability in AD. For example, regions
that are specifically atrophied in patients with primary progressive aphasia overlap with the language network, whereas
specifically atrophied regions in patients with visuospatial deficits overlap with the higher-order visual network (Lehmann,
Madison, et al., 2013). The default network may be a zone of convergence across these clinical variants.

In addition, functional connectivity between the hippocampus and the rest of the brain (largely including, but not
limited to the default network) is dramatically reduced in AD (Allen et al., 2007; Wang et al., 2006). One study found a
nearly complete absence of connections between the hippocampus and frontal and subcortical regions among patients in a
moderate stage of dementia (Allen et al., 2007). This finding offers intriguing support for a theory of hippocampal isolation
that was initially proposed by Hyman, Van Hoesen, Damasio, and Barnes (1984), who noted that tau NFTs in the
hippocampus accumulate disproportionately in neurons that maintain projections to and from isocortex. Considering
the importance of hippocampal-cortical connectivity in memory consolidation (Tambini, Ketz, & Davachi, 2010), this
decoupling of connectivity could help explain the severity of episodic memory deficits in AD beyond what hippocampal
atrophy alone would predict.

[18F]Fluoro-2-Deoxy-D-Glucose Positron Emission Tomography

[18F]Fluoro-2-deoxy-D-glucose (FDG) measures brain glucose metabolism, competing with 2-deoxy-D-glucose for
phosphorylation by hexokinase at the start of the glycolytic pathway (Reivich et al., 1979). Glucose metabolism is a close
correlate of neuronal activity, because about 80% of brain glucose consumption is directed toward cell signaling (Sibson
et al., 1998), and lower FDG signal corresponds to regional reductions in synaptic density and activity (Rocher, Chapon,
Blaizot, Baron, & Chavoix, 2003). FDG was the first PET tracer applied to dementia and aging research, and initial studies
reported proof-of-point metabolic reductions in AD (Ferris et al., 1980; Friedland, Budinger, Koss, & Ober, 1985; Haxby,
Duara, Grady, Cutler, & Rapoport, 1985) that mirrored earlier findings from cerebral blood flow measures (Freyhan,
Woodford, & Kety, 1951; Obrist, Chivian, Cronqvist, & Ingvar, 1970). As the spatial resolution of PET scanners has
improved with advances in methods and technologies, FDG studies have identified a clear set of regions that are
hypometabolic in AD, including lateral temporoparietal cortex, posterior cingulate/precuneus, and, to a lesser degree,
dorsolateral prefrontal cortex (Fig. 17.2) (Herholz et al., 2002; Hoffman et al., 2000). Longitudinally, these regions
continue to decline throughout progression of the disease, with posterior parietal cortex remaining most affected
(Alexander, Chen, Pietrini, Rapoport, & Reiman, 2002; Jagust, Friedland, Budinger, Koss, & Ober, 1988). Glucose
metabolism also decreases in normal aging, but more anteriorly and far less extensively than in AD (Herholz et al., 2002).

Amyloid Positron Emission Tomography

The AD field gained a critical addition in 2004 with the development of N-methyl-[11C]2-(40-methylaminophenyl)-
6-hydroxybenzothiazole, or Pittsburgh Compound-B (PIB), a tracer that binds to amyloid plaques with high affinity and
specificity (Klunk et al., 2004) and closely matches histopathological descriptions of plaque distribution (Braak & Braak,
1991; Thal, Rüb, Orantes, & Braak, 2002). PIB was developed as an analog of Thioflavin-T, a dye used to stain amyloid
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structures in histopathological specimens. In patients observed from PET to autopsy, the distribution and burden of PIB
PET signal during life correlate strongly with postmortem measures of fibrillar amyloid (Ikonomovic et al., 2008;
Villeneuve et al., 2015). AD patients typically have highest PIB binding in frontal and medial parietal regions, followed by
lateral temporoparietal cortex and striatum, with relative sparing of medial temporal, occipital, and primary sensory
cortices (Fig. 17.2) (Klunk et al., 2004; Price et al., 2005). Whereas FDG hypometabolism is commonly interpreted as a
continuous measure of regional disease severity, PIB is often dichotomized as positive or negative at the whole-brain level.
This is used as a proxy for global amyloid burden that indicates the presence or absence of a significant burden of amyloid
pathology. The determination of PIB positivity is either made visually by a trained clinician or quantitatively by setting a
threshold based on average PIB binding in cortical regions that frequently harbor amyloid plaques (Ng et al., 2007;
Villeneuve et al., 2015). Although the short radioactive half-life of C-11elabeled PIB (20 min) prohibits its use outside
research settings that can synthesize the tracer on-site, several newer amyloid PET tracers have been developed with the
longer-lived F-18 isotope (110-min half-life) and have been validated compared with autopsy (Clark et al., 2011; Curtis
et al., 2015; Sabri et al., 2015) and approved for clinical use by regulatory agencies. This opens up the possibility for using
amyloid PET as a diagnostic biomarker in clinical practice (Johnson et al., 2013). In addition, the success of these tracers in
autopsy confirmation studies makes amyloid PET a practical “standard of truth” for evaluating other methods of amyloid
pathology detection in vivo, including cerebrospinal fluid (CSF) (Landau et al., 2013) and blood-based biomarkers
(Lui et al., 2010).

Tau Positron Emission Tomography

Our understanding of amyloid plaque development and AD-related neurodegenerative changes has surged forward in
recent years. However, much of what we know about tau pathology has been inferred from basic science, and the causes
and effects of regional tau accumulation are incompletely understood. Heterogeneity also poses a major obstacle in our
ability to study and treat dementia. Aside from AD, a number of neurodegenerative tauopathies have been characterized
that are associated with distinct isoforms and pathological conformations of tau, and that target different sets of brain
regions (Lee, Goedert, & Trojanowski, 2001). Pathological lesions other than tau and Ab (eg, TAR DNA-binding protein
43, a-synuclein, ubiquitin) can also cause overlapping clinical syndromes and neurodegenerative profiles on MRI and
FDG, and there is a scarcity of biomarkers that can tease apart these underlying diseases. Although CSF biomarkers that
measure global tau burden can serve as a reasonable starting point for in vivo research (Buerger et al., 2006; Ishiguro et al.,
1999), the clinical and research communities would benefit greatly from the development of PET tracers that can image
regional tau pathology, both in AD and other neurodegenerative tauopathies. In AD, this is especially important because

FIGURE 17.2 PET imaging (PIB, FDG, and AV-1451) of a patient with AD reveals spatial patterns of amyloid plaques (top left), glucose metabolism
(top center), and pathological tau (top right) compared against a cognitively normal control (bottom). Amyloid plaques are present throughout association
neocortex, whereas patterns of hypometabolism and tau are constrained to posterior temporoparietal (right > left) cortex and show striking regional
overlap.
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tau pathology does not develop in a global, diffuse manner (as may be the case with amyloid plaque development), but
instead follows a characteristic staging pattern that begins in the medial temporal lobe, spreads to basolateral temporal
and limbic cortices, and eventually implicates most of association isocortex, posterior more so than frontal (Braak &
Braak, 1991). This description is derived from cross-sectional neuropathology and should be refined through longitudinal
study in vivo.

Several families of putative tau PET tracers have come to the forefront with others still in development, and validation
of these tracers is being performed through autoradiography, tau transgenic mice models, and in vivo human studies
(Okamura et al., 2014; Villemagne, Fodero-Tavoletti, Masters, & Rowe, 2015). Promising candidates include several
quinoline-based tracers from Tohoku University ([18F]THK-5105, [18F]THK-5117, and [18F]THK-5351) (Harada et al.,
2015; Ishiki et al., 2015; Okamura et al., 2013, 2005), a tracer structured around a phenyl/pyridinyl-butadienyl-benzo-
thiazole/benzothiazolium modification of Thioflavin-T ([11C]PBB3) (Hashimoto et al., 2014; Maruyama et al., 2013), and
two tracers derived from benzimidazole pyrimidine ([18F]AV-1451 [formerly T807] and [18F]T808) (Chien et al., 2013;
Xia et al., 2013). In vitro assays with AV-1451 have demonstrated high affinity and selectivity for paired helical filaments
of tau (precursors of NFTs) (Marquié et al., 2015). In addition, Johnson et al. (2015) reported in vivo results with this tracer
in a moderately sized group of subjects (n ¼ 75) ranging from cognitively normal to demented. They found clear
separation between AD patients and control subjects in most regions of association cortex (posterior > frontal), and uptake
patterns were largely consistent with neuropathological tau staging with the exception of hippocampus, which had low
tracer retention in patients and no statistical difference versus control subjects. These reports are similar to our findings in a
group of clinically heterogeneous patients with AD who were recruited through the memory clinic at the University of
CaliforniaeSan Francisco and scanned with AV-1451 in Berkeley. We observed clear separation in uptake patterns and
intensities between patients with AD and control subjects in expected regions of tau pathology, and we noted a striking
overlap between regions with high AV-1451 uptake and low glucose metabolism in patients with AD (Figs. 17.3 and 17.6).
We have also collected AV-1451 data in several patients with suspected non-AD tauopathies, including progressive
supranuclear palsy (PSP), behavioral-variant frontotemporal dementia (bvFTD) caused by a tau genetic mutation, chronic
traumatic encephalopathy (CTE), and corticobasal degeneration (CBD) (Fig. 17.3). These scans show promising patterns
of uptake that suggest AV-1451 may bind to variable conformations of tau. However, tracer signal in these patients is much
more subtle than in patients with AD, and postmortem autoradiography of non-AD tau pathology has found little to no
labeling of the straight filaments of tau that characterize these diseases (Marquié et al., 2015). PET-to-autopsy studies are
needed to better characterize the in vivo binding properties of AV-1451 and other tau PET tracers.

PROGRESSION OF NEUROIMAGING ABNORMALITIES: AN AMYLOID CASCADE?

In the early 1990s, Dennis Selkoe, John Hardy, and others introduced a hypothetical model of AD pathogenesis that
pointed to Ab accumulation as the initiating event in the disease process that drives downstream NFT formation and
neurodegeneration, ultimately resulting in dementia (Hardy & Higgins, 1992; Selkoe, 1991). This theory, dubbed the
amyloid cascade hypothesis (Fig. 17.4), was founded on the observation that mutations in genes involved in the production
of Ab cause early-onset familial AD whereas APP, coded on chromosome 21, is overexpressed in Down syndrome,
leading to a high incidence of AD. Expression of AD-associated mutations in transgenic mice reproduces many if not all of
the elements of the human disease, including Ab aggregation and plaque deposition, synaptic and network dysfunction,
and anterograde memory impairment (Götz & Ittner, 2008). This model has helped uncover, if not fully explain, some of
the complicated mechanisms of Ab-induced neurotoxicity (Selkoe, 2002; Spires-Jones & Hyman, 2014; Yankner, 1996).

Genome-wide association studies have uncovered additional genetic risk factors for sporadic AD, many (but not all) of
which are related to Ab accumulation (Lambert et al., 2013). The APOE ε4 allele, which is present in about 20% of the
general population, is the largest of these risk factors, with each copy of the allele conferring a three- to fourfold increase in
the odds of developing AD compared with the “neutral” ε3 allele (Farrer et al., 1997). APOE is a multifunctioning gene
that is largely responsible for lipid transport and regulation of cholesterol metabolism in the central nervous system. The ε4
allele increases vulnerability for amyloid and tau pathology through several independent pathways, which can be
conceptualized as promoting either a gain of toxic function (eg, increased Ab production and tau hyperphosphorylation,
mitochondrial toxicity) or a loss of protective function (decreased Ab clearance, less effective responses to a variety of
neural injuries) (Liu, Kanekiyo, Xu, & Bu, 2013). Neuropathological examination of AD-affected brains shows that APOE
ε4-carriers have a higher burden of cortical amyloid plaques and neurofibrillary tangles, but the association is strongest
between ε4 and amyloid (Tiraboschi et al., 2004). In light of this evidence, antiamyloid therapies have been at the center of
most AD drug development efforts, which emphasizes the importance of understanding amyloid’s role in the disease
(Mangialasche, Solomon, Winblad, Mecocci, & Kivipelto, 2010).
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FIGURE 17.4 The amyloid cascade hypothesis as originally conceived by Hardy and Selkoe. Accumulation of amyloid pathology is modeled as the
initiating event in AD and is thought to drive tau pathology, neurodegeneration, and cognitive decline.

FIGURE 17.3 Tau-PET (AV-1451) and structural MRI images of four patients with suspected non-AD tauopathies show patterns of tau PET uptake and
atrophy that are largely consistent with neuropathological descriptions of each disease. Clockwise from top left: progressive supranuclear palsy (PSP),
behavioral-variant frontotemporal dementia (bvFTD) caused by a tau genetic mutation, chronic traumatic encephalopathy (CTE), and corticobasal
degeneration (CBD).
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Neuroimaging approaches present an opportunity to test the amyloid cascade hypothesis and other models of AD
pathogenesis in vivo. Multiple imaging biomarkers can be assessed simultaneously, and their progression can be tracked
longitudinally. This provides a major advantage of neuroimaging over postmortem assessment, but in combination these
methods offer an opportunity to observe the full time-course of AD from preclinical stages through the end of life.
In addition, neuroimaging can be paired with genetic information to study the biological effects of known genetic risk
factors. In this section we review how multiple imaging modalities are being used to advance our understanding of the
causes of AD and its progression across varying stages of disease.

Preclinical Alzheimer’s Disease

The amyloid cascade hypothesis predicts an early presence of amyloid plaques that precede neurodegeneration and
cognitive symptoms. Consistent with this prediction, a substantial minority (about 30%) of cognitively normal elderly
people are found to have “AD-like” levels of amyloid plaque deposition at autopsy in lieu of any clinically apparent
cognitive deficits (Bennett et al., 2006; Schneider, Arvanitakis, Leurgans, & Bennett, 2009). This finding has been
replicated in vivo, with a similar proportion of older adults showing elevated cortical amyloid PET binding in the absence
of cognitive deficits (Aizenstein et al., 2008; Mintun et al., 2006; Mormino et al., 2009; Villeneuve et al., 2015).
In addition, amyloid PET studies have demonstrated that the prevalence of amyloid positivity in normal elderly people
increases as a function of age (ranging from about 10% by age 60 to over 40% by age 80) and APOE status, with ε4
carriers having two to three times the odds of being amyloid positive compared with ε4 noncarriers (Jagust et al., 2015;
Jansen et al., 2015). In large-sample, multimodal imaging studies, cortical amyloid-PET values appear to begin increasing
a decade or more before the onset of clinical symptoms, and (with some exceptions) generally precede neurodegenerative
changes measured with structural MRI or FDG PET (Jack, Knopman, et al., 2013; Villemagne et al., 2013). These
findings have also been replicated across the clinical spectrum of individuals harboring APP and presenilin mutations
(Bateman et al., 2012).

The high prevalence of amyloid pathology in cognitively normal elderly people raises the question of how much
meaning should be placed on a positive amyloid PET scan in this population. Does amyloid positivity on its own predict
decline and conversion to AD? Retrospective autopsy and cross-sectional neuroimaging studies have given equivocal
answers to this question, with some studies finding associations between the presence of amyloid pathology and worse
performance on episodic memory or other cognitive domains in healthy elderly individuals (Hulette et al., 1998; Kantarci
et al., 2012; Oh, Madison, Haight, Markley, & Jagust, 2012; Pike et al., 2007) and other studies finding weak or no such
relations (Aizenstein et al., 2008; Bennett et al., 2006; Driscoll et al., 2006; Wirth et al., 2013). However, a clearer picture
emerges from longitudinal imaging studies, which have consistently reported that amyloid PET positivity in healthy
elderly people predicts more rapid episodic memory loss, global cognitive decline, and gray matter atrophy (Chételat
et al., 2012; Doraiswamy et al., 2012; Landau et al., 2012; Villemagne et al., 2013). Further evidence suggests
that amyloid may exert its effects on cognition indirectly and through several mechanisms, including mediation by
hippocampal atrophy (Mormino et al., 2009), cortical thinning (Villeneuve et al., 2014), and sleep disruption (Mander
et al., 2015). In a related manner, the joint presence of amyloid PET positivity and neurodegeneration predicts more rapid
cognitive decline than does either measure alone (Mormino, Betensky, Hedden, Schultz, Amariglio, et al., 2014), which
emphasizes the need for multimodal imaging approaches to characterize the risk of incipient AD accurately in healthy
elderly individuals.

Imaging studies also point to several effects of APOE ε4 on cognitive decline in the preclinical population. Along with
their increased susceptibility for developing amyloid pathology, healthy elderly ε4 carriers have lower glucose metabolism
(measured with FDG) in AD-typical regions compared with ε4 noncarriers, independent of amyloid burden (Jagust &
Landau, 2012; Reiman et al., 1996). These baseline differences are associated with longitudinal metabolic and cognitive
decline, indicating that metabolic differences in elderly ε4 carriers are not benign (Small et al., 2000). In addition, elderly
ε4 carriers show disrupted functional connectivity patterns (Sheline et al., 2010) and have reduced cortical thickness in
medial temporal lobe regions that are among the earliest affected in AD (Burggren et al., 2008). Whereas these alterations
could indicate incipient disease, they could also reflect inherent variability in brain organization across APOE genotypes.
Differences in gray and white matter volume between ε4 carriers and noncarriers have been found in infants (Dean et al.,
2014), and functional connectivity differences have been reported in young adults (Agosta et al., 2009). It is difficult to
know whether and to what extent imaging biomarkers of neural integrity represent systemic developmental differences or
subtle pathological effects of APOE ε4. Nevertheless, neuroimaging studies support a profound influence of the ε4 allele
on increased pathological burden in healthy elderly people that dovetails with a likely decreased resistance to this
pathology, resulting in a greater risk of decline (Mormino, Betensky, Hedden, Schultz, Ward, et al., 2014).
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Despite the adverse long-term outcomes associated with amyloid positivity, evidently it is possible to have a striking
amount of cortical amyloid pathology and little to no short-term loss of cognitive function (Aizenstein et al., 2008; Johnson
et al., 2014). This is difficult to reconcile with the notion that amyloid is the driving force behind neurodegeneration and
dementia. One possible explanation for this disconnect is reserve capacity, which refers to the brain’s ability to maintain
function despite the loss of synapses and neural resources (brain reserve) or to reorganize functionally around degenerating
regions (cognitive reserve) (Stern, 2002). Reserve capacity is thought to capture a combination of protective genetic and
environmental influences. Surrogate measures of reserve, including premorbid intelligence and educational attainment,
have been linked to greater resistance to AD-related neurodegeneration and slower cognitive decline among healthy elderly
people (Arenaza-Urquijo, Wirth, & Chételat, 2015; Stern, 2012). It is likely that there are additional biological or genetic
factors that might render an individual relatively resilient to the toxicity of Ab. Furthermore, fMRI and FDG studies have
found some cases in which functional activation increases and hypermetabolism correlate with better memory performance
in cognitively normal, PIB-positive subjects, which suggests a compensatory response consistent with cognitive reserve
(Elman et al., 2014; Mormino et al., 2012; Ossenkoppele, Madison, et al., 2014).

Whereas reserve capacity likely explains part of the dissociation between amyloid accumulation and AD-related
decline, a second possibility is that Ab is not in itself sufficiently neurotoxic to produce extensive cognitive impair-
ment. Neuropathological studies have long indicated that tau pathology shows closer associations than amyloid pathology
with regional neurodegeneration and antemortem disease severity (Gomez-Isla et al., 1997; Nelson et al., 2012). Rather
than directly causing neurodegeneration and dementia, amyloid might exert its effects indirectly by triggering or facili-
tating the accumulation of pathological tau, which might then serve as the primary agent of neurodegeneration (Bloom,
2014). Future PET studies, especially longitudinal, will test this explanation by exploring regional relations between tau
and amyloid burden and their effects on cognitive decline in preclinical AD. In a case example, an individual presented to
our center reporting mild memory loss, but performed in the normal range on neuropsychological testing. PET imaging
offered a rare glimpse into in vivo pathological burden at this early disease stage and showed focal PIB-PET binding in
middle frontal cortex that coincided with slightly elevated tau PET signal and subtle FDG hypometabolism in medial and
inferior temporal cortex, which was consistent with early tau staging described at autopsy (Fig. 17.5). Additional PET
scans in preclinical elderly individuals will help uncover group-level associations and potential interactions between
emergent amyloid and tau pathology.

Mild Cognitive Impairment

To help classify the transition from normal cognition to clinical AD, Petersen and colleagues devised an intermediary
category, mild cognitive impairment (MCI), in which memory decline is the most common feature, global cognition is still
relatively intact, and independent day-to-day function is preserved (Albert et al., 2011; Petersen et al., 1999). This category
represents a potentially critical period for drug intervention, but there is a relatively low rate of conversion from MCI to AD
(about 8e15% per year, depending on selection criteria) (Mitchell & Shiri-Feshki, 2009), which has led to much interest in
predicting accurately who will convert and when.

Several neuroimaging biomarkers and cognitive performance indices have been shown to differentiate rapid MCI
converters from nonconverters, with varying success. These include hippocampal atrophy (Jack et al., 1999; Koivunen
et al., 2011; Landau et al., 2010), hypometabolism of posterior cingulate and lateral temporoparietal cortex (Arnaiz et al.,
2001; Chételat et al., 2003; Drzezga et al., 2003; Landau et al., 2010), and several measures of cognitive performance
(Amieva et al., 2004; Landau et al., 2010; Tabert et al., 2006). In addition, although the prevalence of amyloid PET
positivity is higher in MCI than among healthy elderly people (40e60% compared with about 30%), the significant
fraction of amyloid-negative patients with MCI highlights the fact that memory loss and cognitive decline are not exclusive
to AD. Longitudinal studies show that combinations of amyloid positivity, MRI atrophy or FDG PET hypometabolism,
and cognitive impairment are better predictors of conversion to AD than are any of these factors alone (Arnaiz et al., 2001;
Landau et al., 2010; Mormino, Betensky, Hedden, Schultz, Amariglio, et al., 2014), which emphasizes the importance of
combining multiple imaging modalities and clinical information in developing a clear understanding of individual
pathophysiology.

Dementia and Limitations of the Amyloid Cascade Hypothesis

Most evidence points to Ab having a key role in the nascent stages of AD, but at some point amyloid pathology becomes
disentangled from neurodegeneration and cognitive impairment. Longitudinal increases in amyloid PET appear to plateau
around the time of dementia onset and perhaps even decrease with disease progression, whereas neurodegeneration
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continues to compound (Engler et al., 2006; Jack, Wiste, et al., 2013; Koivunen et al., 2011). In this we see a continuation
of a theme discussed earlier: that there is a disconnect between presumed amyloid neurotoxicity and the relative absence of
neuroimaging and clinical evidence to support it. On the one hand, healthy elderly adults accumulate amyloid PET
pathology many years before widespread neurodegeneration and global cognitive decline. On the other hand, patients with
AD experience a progression of neurodegeneration and cognitive decline in the absence of increasing amyloid pathology.

A simple explanation for the second point is that at peak levels, amyloid burden might be sufficiently high to continue
driving neurodegeneration. However, several lines of evidence argue against this. First, most patients with AD have
substantial PIB binding in frontal cortex but frontal metabolism is relatively preserved (Edison et al., 2007), as are many
aspects of cognition that are associated with frontal lobe function (Bozeat, Gregory, Ralph, & Hodges, 2000). In addition,
cognitive domain performance among patients with AD correlates with the severity of hypometabolism in expected

FIGURE 17.5 An individual with subjective memory loss underwent structural MRI, FDG PET, tau PET (AV-1451), and amyloid PET (PIB). Focal
amyloid PET uptake is observed in middle frontal cortex (left > right), whereas elevated tau PET and lower metabolism are both observed in medial and
inferior temporal cortex (left > right).
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regions, but neither cognitive performance nor regional hypometabolism is associated with regional PIB (Altmann, Ng,
Landau, Jagust, & Greicius, 2015; Furst et al., 2012). Finally, patients who develop dementia at an unusually early age or
who present with an atypical clinical phenotype tend to have distinct patterns of atrophy and hypometabolism in regions
that underlie their cognitive deficits, but their amyloid PET scans indicate that the burden and distribution of amyloid
plaques is essentially the same across extreme clinical variability (Lehmann, Ghosh, et al., 2013; Ossenkoppele,
Cohn-Sheehy, et al., 2015; Rabinovici et al., 2010; Rabinovici, Jagust, & Furst, 2008; Rosenbloom et al., 2011).
Thus, amyloid appears to have a necessary but insufficient role in explaining the pathogenesis of AD, with little relevance
at the dementia stage.

The amyloid cascade hypothesis proposed tau NFTs to be the byproduct of a process in which Ab is the primary actor,
but the weight of evidence suggests that tau may have a much more central role than was originally thought. We previously
noted that there is a rough correspondence between AD hypometabolic regions and distributions of tau NFTs at autopsy
(Braak & Braak, 1991) and that postmortem NFTs correlate more strongly than amyloid plaques to measures of
neurodegeneration and antemortem disease severity (Gomez-Isla et al., 1997; Nelson et al., 2012). Studies in mice have
reported that strains of pathological tau can induce templated misfolding of regularly functioning tau and can spread
trans-synaptically through functionally connected regions, which suggests an amyloid-independent mechanism of tau
propagation (see Section 5.2) (De Calignon et al., 2012; Sanders et al., 2014). Finally, several mechanisms of tau-induced
neurotoxicity have been proposed that implicate abnormal tau deposits in the disruption of axonal transport and synaptic
transmission, which could set off a sequence of events that results in cell death (Ballatore, Lee, & Trojanowski, 2007;
Iqbal, Liu, Gong, del Alonso, & Grundke-Iqbal, 2009; Spires-Jones & Hyman, 2014). These observations are consistent
with our initial tau PET results in patients with AD, which show strong regional overlap between patterns of tau PET and
FDG hypometabolism that vary in accordance with clinical phenotype and appear to underlie specific cognitive deficits
(Fig. 17.6) (Ossenkoppele, Schonhaut, et al., 2014). In stark contrast, regional amyloid PET uptake in the same patients
does not predict hypometabolism and shows no clear associations with cognition.

UNDERLYING MECHANISMS OF ALZHEIMER’S DISEASE PATHOLOGY

PET and neuropathology studies have described where amyloid plaques and tau NFTs tend to aggregate, but the mech-
anisms that underlie selective regional vulnerability to these pathologies remain a mystery. Discoveries spanning work in
multimodal neuroimaging, tissue cultures, and transgenic mice have begun to converge on plausible explanations for this
regional variability in pathological buildup. Owing to these efforts, we are at the beginning of a major shift in our ability to
describe AD in humans, moving away from surface-level descriptions of where pathology develops and what symptoms
manifest, and toward models of the disease that use neuroimaging to explore basic mechanisms. These studies also
highlight how neuroimaging approaches fit into the larger picture of clinical neuroscience research, and how a combination
of research methods is needed to broach complicated questions of causality.

Amyloid Plaques Form in Regional Hubs

Buckner et al. (2009) reported a remarkable parallel between patterns of PIB binding in patients with AD and
fMRI-derived functional connectivity in normal adults. Patients tended to accumulate highest amyloid pathology in regions
that maintain a large number of functional connections throughout life. These so-called functional hubs span most of the
default network, as well as lateral frontal and parietal association cortices (Seeley et al., 2007). This discovery suggests that
amyloid accumulation may be influenced, in part, by a trade-off between adaptive function and vulnerability to disease.

A 2010 study shed further light on the possible biological mechanisms of endogenous vulnerability to amyloid plaque
formation (Vlassenko et al., 2010). The authors used separate PET measures of glucose and oxygen metabolism to quantify
regional aerobic glycolysis (glucose consumption outside of oxidative phosphorylation, despite the availability of oxygen)
in healthy young adults. Disproportionately high rates of aerobic glycolysis were reported in functional hubs and in regions
with high amyloid plaque burden in AD (Raichle, 2010; Vlassenko et al., 2010). Although the reasons for regional
differences in aerobic glycolysis are not well understood, the process has been linked to synaptic activity and measures of
neuroplasticity (Bauernfeind et al., 2014). This fits with the concept of hubs as regions of multimodal integration and
synchronization (van den Heuvel & Sporns, 2013). Critically, this finding suggested that conditions of high activity
and high plasticity might have a causal role in the development of amyloid pathology.

Strong experimental evidence has been found for this ostensible relationship (Bero et al., 2011). Using in vivo
microdialysis in a transgenic mouse model that overexpresses a mutant form of APP, Bero and colleagues found that
endogenous differences in extracellular Ab levels of young AD transgenic mice predicted the degree of subsequent plaque
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formation in older mice. These endogenous differences were linked to neuronal activity; by increasing or decreasing
activity through pharmacological manipulation, the authors induced focal, corresponding changes in extracellular Ab
levels. Taken together, this research across neuroscience approaches has established concrete links between neuronal
activity, aerobic glycolysis, functional hubs, and amyloid pathology, with potential implications for drug intervention and
development of early-disease biomarkers that could be sensitive to maladaptive neuronal hyperactivity.

Tau Spreads Through Functional Networks

Seeley, Crawford, Zhou, Miller, and Greicius (2009) reported that regional gray matter atrophy (a surrogate for molecular
pathology) in five dementia syndromes overlapped with specific fMRI connectivity networks that were defined in healthy
controls (eg, default network in AD, dorsal sensorimotor association network in corticobasal syndrome, salience network
in bvFTD). Several protein pathologies (including but not limited to tau) have been associated with these clinical
syndromes, which suggests that distinct proteinopathies might spread in similar ways. An explanation for the link between
functional networks and syndrome-specific atrophy patterns thus could not only help explain how tau pathology develops
but could reveal general principles of neurodegenerative disease progression.

In a later paper from the same group, Zhou et al. (2010) elaborated on their original results by developing a model for
pathological spread based on a priori assumptions about where a neurodegenerative disease begins. The authors defined
disease epicenters (essentially regions of maximal atrophy) in each of their five clinical syndromes, and then used these
epicenters as seeds to test hypotheses about how atrophy patterns in patients and functional connectivity networks in
healthy adults might be related. They found evidence for a “transneuronal spread” hypothesis in which atrophy was

FIGURE 17.6 Amyloid PET (PIB), structural MRI, and tau PET (AV-1451) are shown for patients with AD with variable clinical presentations,
including a patient with predominant memory deficits (AD-MEM), a patient with language deficits associated with the logopenic variant of primary
progressive aphasia (AD-LANG), and a patient with visuospatial deficits associated with posterior cortical atrophy (AD-VIS). Amyloid scans for all
three patients show similarly diffuse cortical binding, whereas atrophy and tau PET patterns substantially overlap and vary according to clinical
phenotype: prominent temporal (notably medial) involvement in the memory-impaired patient, asymmetric left temporoparietal involvement in the
language-impaired patient, and occipital extending into temporoparietal (right > left) involvement in the visuospatial-impaired patient.

274 SECTION | II A New Neuroanatomy

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



highest in regions that normally maintain close functional connections to epicenters, and progressively less atrophy was
observed in regions that were more functionally remote. This helped explain the initial observation that clinical syn-
dromes were associated with distinct networks; assuming that the diseases that underlie these syndromes begin in
different brain regions, they could all be expected to spread to closely connected, within-network regions before
involving other networks. This transneuronal spread hypothesis has since been further refined and validated using a
diffusion model of disease progression that predicts longitudinal atrophy from baseline atrophy and connectivity patterns
(Raj, Kuceyeski, & Weiner, 2012; Raj et al., 2015).

Studies in vitro and in mice have found converging evidence that distinct conformations of tau and other misfolded
protein pathologies can spread transneuronally in a self-propagating manner, thus demonstrating prion-like properties
(Frost & Diamond, 2010; Walker & Jucker, 2015). In one study, several strains of misfolded tau protein were injected into
the hippocampal formations of tau-transgenic mice and were shown to induce NFT-like pathology in synaptically con-
nected regions (Sanders et al., 2014). In addition, these tau strains induced stable conformational changes via templated
misfolding of normal functioning tau after exposure to misfolded tau, and the same strain could be transferred through
several generations of mice, with similar results. The authors speculated that the existence of stable tau stains could help
explain how the same protein pathology can cause many clinical syndromes.

As with amyloid, a combination of imaging and basic science approaches has facilitated rapid progress in our
understanding of the biological processes that drive tau accumulation and place its characteristic staging in context.
Tau PET studies will seek to validate and extend theories of transneuronal spread and may explore concepts of
individual disease vulnerability based on network connectivity measures and patterns of early molecular pathology.
The self-propagating qualities of tau strains could mean that amyloid-targeting drugs will have greatest efficacy in
preclinical disease, between the emergence of amyloid plaques and early aggregation of NFTs. By the time cognitive
impairment becomes apparent, tau pathology may be on an irreversible course that will require therapies for tau, instead
of or in addition to amyloid, to slow or halt the progression of disease.

CONCLUSIONS

Neuroimaging has been applied to many avenues of AD research, and technological advances are continually moving the
needle on the kinds of questions that can be addressed through imaging studies. In this chapter we discussed some of the
ways in which MRI and PET have been used to characterize disease-related changes in brain structure and function,
including through measurements of atrophy, white matter damage, hypometabolism, and functional connectivity disrup-
tion. We also reported on the current status of PET tracers that can visualize regional accumulations of AD pathology.
Combined, these imaging measures have had an essential role in confirming aspects of the amyloid cascade hypothesis
while helping to modify others, with growing interest being placed on understanding the role of tau in AD. In the final
section, we considered questions about why AD pathology preferentially targets certain brain regions and through what
mechanisms pathological lesions might spread. A convergence of neuroimaging and basic science studies has pointed to
the importance of functional hubs and neuronal activity in determining amyloid plaque accumulation, whereas tau
pathology has been linked to a prion-like spread through functional brain networks.

Stepping back, it is worth considering what impact this work may have on our understanding and eventual treatment
of AD, as well as what relevance these imaging methods have to other topics in clinical neuroscience. The research we
have reviewed suggests that the integration of multimodal neuroimaging and clinical information can improve the
diagnostic accuracy of AD, and even in the absence of a cure this can carry immense consequences for patients and their
families, who must plan for their future and seek appropriate care. As our ability to image molecular pathology improves,
we will be able to diagnose AD earlier and develop individualized predictions for future disease course. With the
emergence of effective disease-modifying medications, this information will be vital to help clinicians develop optimal
treatment plans that cater to the needs of each patient. At the same time, neuroimaging will facilitate clinical trial
development by improving diagnostic screening and enabling direct confirmation of target engagement, pharmacody-
namic effects, and ultimately disease modification in relation to cognitive change.

Although most of our discussion has focused on neuroimaging advances in AD, we conclude by noting that many if not
all of the technologies and approaches discussed in this chapter are being applied to research across neurological and
psychiatric disorders. Neuroimaging offers powerful methods for studying multiple aspects of a disease simultaneously,
relating biomarker findings to clinical observations, and tracking disease progression longitudinally. However, neuro-
imaging has limitations, and it is ultimately by combining imaging and other approaches that we can develop a more
complete understanding of neurological diseases and their optimal treatments.
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Chapter 18

Progressive Supranuclear Palsy and
Related Parkinsonian Disorders

Jesse A. Brown and William W. Seeley
University of California San Francisco, San Francisco, CA, United States

INTRODUCTION

Parkinsonism refers to a complex of neurological symptoms including tremor, rigidity, bradykinesia, and postural insta-
bility. Neurodegenerative syndromes that involve parkinsonism are united by progressive damage to the nigrostriatal
dopamine system. Historically the parkinsonian disorders have been divided into (typical) Parkinson disease (PD) on the
one hand and atypical parkinsonian or “Parkinson plus” disorders on the other. This distinction helped identify patients
whose parkinsonism was more or less likely to respond to levodopa therapy. Increasingly, however, these terms are being
abandoned as our understanding of the “atypical” disorders matures. The non-PD parkinsonian disorders have been
recognized as clinically and conceptually important in their own right, no longer requiring that they simply be differen-
tiated from PD.

Parkinsonian disorders less prevalent than PD include the tauopathies, progressive supranuclear palsy (PSP) and
corticobasal degeneration (CBD), and the other synucleinopathies, diffuse Lewy body disease (LBD) and multiple system
atrophy (MSA). In this chapter, we focus on the tauopathies (Table 18.1). PSP and CBD are neurodegenerative four-repeat
tauopathies, which differentiates them from disorders in which predominantly three-repeat tau aggregates are seen (Pick’s
disease) and those in which inclusions are composed of both three-repeat and four-repeat tau (Alzheimer disease ad some
inherited tauopathies). PSP and CBD begin to produce symptoms around the same age as PD but typically lead to a more
rapid progression.

When discussing the parkinsonian disorders or any neurodegenerative disease, it is critical to disambiguate clinical
from pathological terms. PSP and CBD refer to histopathological entities. PSP syndrome (PSP-S) (also known as
Richardson syndrome) and corticobasal syndrome (CBS), on the other hand, are terms that refer to specific
symptom-deficit profiles. These terms arose to separate the syndromes from their most common underlying pathological
causes and allow for the observation that both PSP-S and CBS are associated with a pathological differential diagnosis.
Owing to prominent substantia nigra (SN) degeneration, PSP-S and CBS both involve extrapyramidal motor impairments,
as seen in PD, but there are important differences in the affected motor and extramotor domains, as described subsequently.
Whereas PSP-S is a falling disease with prominent oculomotor dysfunction, CBS is an asymmetric akinetic-rigid syndrome
with progressive loss of limb control (Table 18.1).

Anatomically, typical PD can be distinguished from PSP and CBD based on the specific sites of anatomical
involvement. PD onset typically occurs in the lower brain stem. PSP, in contrast, most likely begins in the upper brain
stem, subthalamic nucleus, and pallidum, whereas in CBD the early targets include perirolandic cortex and striatum. This
distinction in the pathological epicenter for each disease will help define the each disease’s primary network target.

The goal of this chapter is to provide a modern synthetic view of PSP-S and CBS from a network-based perspective. To
set the stage, we will introduce intrinsic connectivity networks (ICNs) as defined by task-free functional MRI (fMRI). This
information will provide background for the recurring theme of this chapter, that each of these parkinsonian neurode-
generative syndromes targets a specific large-scale network. In the second section, we will briefly summarize typical
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idiopathic PD. We will then introduce the diagnostic criteria for PSP-S and CBS and more deeply characterize these
syndromes. Next, we will describe the underlying ICNs that mirror the patterns of gross atrophy in PSP-S, CBS, and
related syndromes. In the third section we will expand on a model of transneuronal spread from a disease “epicenter,”
describing evidence that these diseases progress from a selectively vulnerable brain region in a manner that can be pre-
dicted by that brain region’s structural and functional intrinsic connections. We will then examine the clinicopathological
correlations, including the proteinopathies that cause PSP-S and CBS and the diversity of syndromes that result from PSP
and CBD pathology. Finally, we will review genetic causes and risk factors in PSP and CBD.

EACH NEURODEGENERATIVE SYNDROME REFLECTS A NETWORK

Class-Wide Principles of Network-Based Neurodegeneration

That neurodegenerative diseases represent organized network degenerations has long been postulated (Braak & Braak,
1991; Pearson, Esiri, Hiorns, Wilcock, & Powell, 1985; Saper, Wainer, & German, 1987). Advances in human network
mapping techniques have enabled researchers to clarify the network architecture of the human brain and use this infor-
mation to deepen our understanding of the spatial patterning of neurodegenerative disease. Novel network imaging
methods include fMRI-based functional intrinsic connectivity mapping and diffusion tractography, among others. Studies
to date have shown that anatomically distinct ICNs, defined by task-free fMRI, span the same distributed set of brain
regions that undergo atrophy in Alzheimer disease and the frontotemporal dementias (Buckner et al., 2009; Seeley,
Crawford, Zhou, Miller, & Greicius, 2009; Zhou, Gennatas, Kramer, Miller, & Seeley, 2012). Convergent findings have
been derived from diffusion tensor imaging (Raj, Kuceyeski, & Weiner, 2012), which suggests that both functional and
structural connections may predict vulnerability and spread (Raj et al., 2015). The network-based model of regional
vulnerability has been further refined by identifying a focal “epicenter” for each syndrome, defined as the brain region or
regions whose intrinsic connectivity pattern in healthy individuals best matches the spatial pattern of disease-related
atrophy. The intrinsic functional connections among all regions within a given ICN can be determined to derive an intra-
network graph. As predicted by the network spread model, in all frontotemporal dementia (FTD) syndromes investigated to
date, more severe atrophy is seen in nodes with shorter network path lengths to the syndrome-specific epicenter. In addition
to intranetwork disease spread from an epicenter, evidence suggests that these diseases can spread between ICNs in a
process of transnetwork spread (Zhou et al., 2012). Thus a given disease is not confined to a specific set of regions within a

TABLE 18.1 Similarities and Difference Between Parkinson Disease (PD), Progressive Supranuclear Palsy

Syndrome (PSP-S), and Corticobasal Syndrome (CBS)

Syndrome

Path

DDX

Major Disease

Protein in

Most Common

Path DDX

Dominant Symptom

in Typical Patient Core Affected Anatomy Genes

PD LBD
MSA
PSP
CBD

Alpha synuclein Tremor/bradykinesia Substantia nigra, globus pallidus,
subthalamic nucleus

SNCA,*
LRRK2,*
PARK2,*
PINK1*

PSP-S PSP
CBD
PiD

Four-repeat tau Falls Rostral midbrain tegmentum, tectum,
dentate nucleus, globus pallidus,
subthalamic nucleus substantia nigra

MAPT,* STX6,
EIF2AK3,
MOBP

CBS CBD
AD
PSP
TDP-A
PiD
(LBD)
(CJD)

Four-repeat tau Progressive loss of
limb controls

Perirolandic cortex, striatum,
substantia nigra

MAPT*,
MOBP,
Inc-KIF13B-1,
SOS1

Items in bold are common to more than one of the three syndromes listed. Genes with asterisks are rare monogenic causes; the remainder are risk
genes. Path DDXs in parentheses are rare diagnoses. DDX, disease diagnosis; TDP-A, TDP type A; CJD, CreutzfeldteJacob disease; LBD, Lewy body dis-
ease; MSA, multiple system atrophy; PiD, Pick disease; AD, Alzheimer disease.
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single ICN. Instead, there appear to be “target” (or “core”) and “off-target” (or “periphery”) networks with predictable
gradations in vulnerability based on the sites of regional onset.

To understand the regional vulnerability landscape for each syndrome, it is useful to define the extent of the major ICNs
and their place within the whole-brain network. A whole-brain graph of connections within and between ICNs in the
healthy brain has been described by several groups. The modular composition of one such network (Power et al., 2011) is
shown in Fig. 18.1. This network was determined by using task-free fMRI data from a large set of healthy adults and
calculating functional connectivity between 264 nodes in the cortex, basal ganglia, thalamus, midbrain, and cerebellum. A
modularity analysis of this whole-brain network revealed approximately 10 intrinsic connectivity networks (Fig. 18.1):
default mode, frontoparietal task control, dorsal attention, ventral attention (bearing some similarity to the salience
network, as previously described) (Seeley et al., 2007), cingulo-opercular, sensory-somatomotor, visual, subcortical, and
anterior temporal. The cognitive and behavioral processes supported by these different networks in health translate directly
into the cardinal symptoms of specific neurodegenerative syndromes. Superimposed on this graph in Fig. 18.1 are boxes
indicating the affected networks of regions showing most substantial atrophy and dysconnectivity in PSP-S (dotted
squareseedged box), CBS (solid-edged box), and bvFTD (dotted circleseedged box), the most common FTD syndrome;
we will return to the discussion of these boxes in section “Clinicopathological Correlation in Progressive Supranuclear
Palsy and Corticobasal Degeneration.” The sensory-somatomotor network includes primary cortices for processing sensory
input and motor output, particularly along the dorsal/medial surface of the brain where the body and hands are represented.
The cingulo-opercular network covering the posterior medial frontal cortex, anterior cingulate, frontal operculum, and
dorsal anterior insula defines the task control system, which maintains the appropriate mental set during goal-directed
behavior (Dosenbach et al., 2007). The salience network integrates interoceptive input from sensory, visceral, and auto-
nomic streams in the ventral anterior insula to represent subjective feeling states, which can then mobilize appropriate
emotional, cognitive, and behavioral responses via the dorsal anterior cingulate (Zhou & Seeley, 2014). The frontoparietal
network spanning the dorsolateral prefrontal cortex and intraparietal sulcus is part of an executive control network involved
in prioritizing and maintaining set during goal-directed thinking or behavior (Dosenbach et al., 2006; Seeley et al., 2007).

FIGURE 18.1 Functional network graph with boxes covering regions exhibiting atrophy in PSP-S (dotted squareseedged box), CBS (solid-edged box),
and bvFTD (dotted circleseedged box). Modified from Power, J.D., Cohen, A.L., Nelson, S.M., Wig, G.S., Barnes, K.A., Church, J.A., . Petersen, S.E.
(2011). Functional network organization of the human brain. Neuron, 72(4), 665e678. http://doi.org/10.1016/j.neuron.2011.09.006.
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The dorsal attention network encompasses the secondary sensory and motor association cortices, which support top-down
selection of stimuli and responses (Corbetta & Shulman, 2002). The basal ganglia, thalamus, brain stem, and cerebellum
are sparsely represented in this cortico-centric analysis, although in many parkinsonian syndromes the disease epicenter is a
subcortical nucleus and spreads to the cortex later in the disease process.

PARKINSONIAN SYNDROMES: PARKINSON DISEASE AND OTHERS

Parkinson Disease: Clinical and Anatomical Features

Clinical PD is a sporadic movement disorder syndrome with a mean age at onset of 62 years. In addition to the hallmark
parkinsonian features, there are a host of nonmotor features in PD including anosmia, constipation and other forms of
autonomic dysfunction, sleep disturbances (particularly excessive daytime sleepiness and rapid eye movement sleep
behavior disorder), depression, anxiety, and frontal/executive dysfunction. Presenting symptoms typically involve uni-
lateral parkinsonism, including tremor. PD results from a progressive neurodegenerative process that ascends from the
peripheral enteric, autonomic, and olfactory nervous systems before gaining entry to the central nervous system via the
dorsal motor nucleus of the vagus or the olfactory apparatus. The ascent continues to involve the major aminergic nuclei in
the brain stem, with prominent SN involvement, the basal ganglia, and eventually the limbic system and cerebral cortex
(Fig. 18.2). Most patients experience a dramatic clinical benefit from levodopa, which increases dopaminergic neuro-
transmission at nigrostriatal projection terminals. The underlying pathology for the PD syndrome is usually LBD,
recognized by characteristic neuronal inclusions containing misfolded alpha-synuclein. Aggregates appear as neuronal
cytoplasmic and neuritic inclusions, known respectively as Lewy bodies and Lewy neurites. Braak and colleagues pro-
posed a staging scheme for LBD that identifies alpha-synuclein deposits in six sets of brain areas (Heiko Braak et al.,
2003): (1) the anterior olfactory nucleus and dorsal motor nucleus of vagus; (2) pontine tegmentum; (3) SN pars compacta
and pedunculopontine nucleus; (4) hypothalamus, thalamus, and anterior medial temporal cortex; (5) high-order associ-
ation cortex; and (6) first-order association and primary cortices. The cardinal neuroanatomical feature of PD is loss of
dopaminergic neurons in the SN. The resultant disruption of functional motor circuitry is well characterized. Loss of SN
inputs from these dopaminergic neurons has two major consequences. In the direct pathway, decreased excitation of D1
dopamine receptor-expressing neurons in the putamen causes diminished inhibition of the globus pallidus interna (GPi),
releasing the GPi to overinhibit the thalamus, reducing excitation of the motor cortex. In the indirect pathway, decreased
inhibition of D2 neurons in the putamen causes overinhibition of the globus pallidus externa, disinhibiting the subthalamic
nucleus (STN) and releasing the GPi, which in turn suppresses the thalamus, again resulting in underexcitation of the
cortex (Albin, Young, & Penney, 1989; Alexander, DeLong, & Strick, 1986; Blandini, Nappi, Tassorelli, & Martignoni,
2000). Whole-brain functional MRI findings echo these circuit disruptions. Hacker and colleagues found connectivity
deficits in PD among the striatum, thalamus, and midbrain (Hacker, Perlmutter, Criswell, Ances, & Snyder, 2012). This
work pinpointed the lower brain stem as the epicenter of PD onset and attributed the predominant loss of posterior putamen
connectivity among striatal regions to its tighter integration with lower brain stem structures in a healthy functional
network. Other studies have highlighted fMRI hyperconnectivity in patients with PD, both in cortical-STN motor circuits
(Baudrexel et al., 2011) and prefrontal-premotor action selection circuits (Rowe, Hughes, Barker, & Owen, 2010).
Structural MRI studies in PD have revealed relatively spared subcortical areas and more substantial atrophy in prefrontal,

FIGURE 18.2 Braak staging of PD suggests ascent from the caudal medulla (along white arrows), from areas of early involvement (darker) to those in
which inclusions are seen at later stages (in order of increasing lightness) (Heiko Braak et al., 2003). Although the scheme is based on cross-sectional data,
it predicts pathways of disease spread between interconnected brain structures.
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parietal, and occipital cortices (Weintraub et al., 2011), although these findings could relate to a lesser methodological
sensitivity to atrophy in small deep brain structures or the occurrence of comorbid Alzheimer disease in some patients.

Although PD is most commonly sporadic, 10% of familial cases of PD have been linked to a single monogenic
mutation (Trinh & Farrer, 2013). One Mendelian form of the disease relates to mutations in SNCA (encoding
alpha-synuclein), which confirms the genotypeephenotype link between SNCA and alpha-synuclein. Other Mendelian
disease-causing genes are LRRK2, PARK2 (encoding parkin), PINK1, PARK7 (encoding DJ-1), and ATP13A2 (Satake
et al., 2009; Simón-Sánchez et al., 2009). The genetic diversity present in PD suggests that the disease may be differ-
entiated into specific subtypes based on the specific pathogenic pathways involved; however, all of them converge on the
PD-related anatomy.

Progressive Supranuclear Palsy Syndrome: Clinical Features

PSP was originally characterized as a distinct clinicopathological entity (Steele, Richardson, & Olszewski, 1964). The
authors described a progressive syndrome that often began with subtle executive functioning and personality changes
followed by vertical gaze slowing, postural instability, pseudobulbar palsy, and rigidity of the neck and upper trunk.
Observed damage to nuclei of the upper midbrain, rostral to the oculomotor nucleus (superior colliculus and pretectum),
combined with the resultant ophthalmoparesis, warranted the description of the syndrome as a “supranuclear palsy.” The
age of onset in these patients was the fifth and sixth decades and the disease had a course of 5 to 7 years before death. At
autopsy, nerve cell death was apparent in the brain stem, basal ganglia, and cerebellum. The most apparent histopatho-
logical changes were neurofibrillary tangles, loss of nerve cells, granulovacuolar degeneration, and gliosis.

A half-century later, we now know that patients with typical PSP-S develop a mild neuropsychiatric/executive pro-
drome; apathy, mental rigidity, and multitasking problems are the most common. Shortly thereafter, disabling motor
symptoms emerge. Early falls occur during ambitious tasks such as changing light bulbs on a ladder or descending stairs
while carrying objects. The gait is stiff owing to axial rigidity and toppling, with severe retropulsive and at times propulsive
instability. Bradykinesia and especially tremor are less common at onset than in PD. Falls are exacerbated by poor
judgment, impulsivity, and the signature gaze abnormalities, which follow a predictable progression from square wave
jerks to slowed vertical worse than horizontal saccades, to a full-blown supranuclear gaze palsy. Vestibulo-ocular reflexes
remain intact, demonstrating the supranuclear nature of the ophthalmoparesis. Spastic dysarthria and dysphagia, pseu-
dobulbar affect, and a fixed stare are all common features. These clinical deficits are accompanied by magnetic
resonanceedetectable atrophy in the midbrain, superior cerebellar peduncles, and posterior medial frontal cortex
(Fig. 18.3). Disease progression is rapid, with survival time from symptom onset averaging 7 years (Golbe &
Ohman-Strickland, 2007). Response to levodopa is typically lacking (Tsai & Boxer, 2014). Although selected patients may

FIGURE 18.3 Patterns of atrophy in patients with PSP-S and CBS. In PSP-S, strongest atrophy is apparent in the midbrain, pallidum, SMA, preSMA,
medial prefrontal cortex, and precuneus. Results are shown as white outlines around areas of high and moderate statistical significance for white matter
(high: P < 0.05, familywise error rate corrected; moderate, P < 0.01 cluster corrected) and gray matter. The atrophy peak was in the mesothalamic
junction and pallidum (circled). Results are from an unpublished analysis of 12 PSP-S patients and 20 healthy control subjects. For CBS, atrophy is
apparent in the dorsal frontoparietal sensorimotor association areas, primary motor and sensory cortices, and dorsal insula. In this sample the atrophy peak
was in the right premotor cortex (circled). From Seeley, W.W., Crawford, R.K., Zhou, J., Miller, B.L., Greicius, M.D. (2009). Neurodegenerative diseases
target large-scale human brain networks. Neuron, 62(1), 42e52. http://doi.org/10.1016/j.neuron.2009.03.024.
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experience a partial response at higher doses, limited data are available to predict this response or about neuropathological
diagnoses made in levodopa responders.

In 1996, Litvan and colleagues defined the National Institute for Neurological Disorders and Stroke-Society for Pro-
gressive Supranuclear Palsy Criteria (Litvan et al., 1996). The diagnostic criteria for “PSP probable” include age over
40 years at onset, vertical gaze palsy, slowing of vertical saccades, prominent postural and gait instability, and falls within
the first year since onset (Litvan et al., 1996). The disorder must be gradually progressive and occur in the absence of other
diseases or conditions that may cause the symptoms. A “PSP possible” diagnosis extends to patients who have vertical
gaze palsy or a combination of slowing of vertical saccades and postural instability with falls in the first year of symptoms.
Definite PSP requires a history of probable or possible PSP and histopathological confirmation of PSP at autopsy. In 2007,
Golbe and Ohman-Strickland published a clinical rating scale for PSP (PSP-RS) that assesses symptom severity in six
domains and provides predictive information about subsequent survival (Golbe & Ohman-Strickland, 2007). The scale is
based on a 10-minute interview and examination conducted by a neurologist that measures impairment in six domains:
daily activities (as measured by patient history), behavior, bulbar, oculomotor, limb motor, and gait/midline. The scale
yields a score between 0 and 100. In the original publication, the observed rate of increase in PSP-RS was roughly linear at
10 points per year, which would extrapolate to a PSP-RS change from 0 to 70 between the time of symptom onset to death.

Numerous neuroimaging correlates of PSP-RS have been reported, including functional connectivity strength of the
rostral midbrain (Gardner et al., 2013) (see section: Network Architecture of Neurodegenerative Parkinsonian Syndromes),
longitudinal atrophy of the frontal lobe and midbrain (Josephs et al., 2013), and white matter integrity in the superior
cerebellar peduncle (Whitwell, Master, et al., 2011). Specific motor and nonmotor symptoms tend to be associated with
specific alterations in corresponding brain systems. Atrophy rates in the midbrain are correlated with worsening motor
deficits (Josephs et al., 2013; Paviour, Price, Jahanshahi, Lees, & Fox, 2006), whereas eye movement abnormalities have
been linked to lower fractional anisotropy of the superior longitudinal fasciculus (Whitwell, Master, et al, 2011). Cognitive
and behavioral deficits in PSP are predominantly related to frontal processes. Apathy and impulsivity are hallmark
symptoms, both of which are routinely measured using the Neuropsychiatric Inventory (Cummings et al., 1994). Patients
have executive dysfunctions including set shifting difficulty, mental inflexibility, reduced processing speed (bradyphrenia),
impaired verbal fluency, and difficulty with planning (Burrell, Hodges, & Rowe, 2014). Many of these deficits are likely to
result from atrophy and dysfunction in the supplementary and presupplementary motor areas, dorsolateral prefrontal cortex
(superior and middle frontal gyri), frontal and central operculum, and medial frontal cortex (Gardner et al., 2013; Josephs
et al., 2013; Paviour et al., 2006; Whitwell, Master, et al., 2011). Social cognition is also impaired in PSP, negatively
affecting emotion recognition and Theory of Mind, and has been shown to correlate with atrophy in this same distributed
set of frontal regions (Ghosh et al., 2012).

PSP-S strongly predicts underlying tau pathology (Table 18.1). The large majority are 4R tauopathies, primarily PSP
and less frequently CBD. In a meta-analysis of PSP-S, 13% of patients were found to have an underlying CBD pathology
(Wadia & Lang, 2007).

Corticobasal Syndrome: Clinical Features

CBS is the term used for the clinical disorder originally described in 1968 by Rebeiz and colleagues, who reported three
patients with progressive asymmetric rigidity and apraxia (Rebeiz, Kolodny, Richardson, 1968). They labeled the disorder
“corticodentatonigral degeneration with neuronal achromasia” in reference to cortical atrophy and the loss of pigmentation
in neurons from the cortex and substantia nigra. In the 1990s the disorder came to be known as “corticobasal degener-
ation,” a term recognizing both the cortical symptoms of the disease (asymmetrical rigidity, apraxia, alien limb phe-
nomenon, cortical sensory loss, myoclonus, and speech deficits) as well as its basal gangliaerelated motor symptoms
(bradykinesia, limb dystonia, action tremor, postural instability, and gait disturbance). In 2003, Boeve and colleagues
clarified the distinction between this cluster of symptoms, which they called CBS, and the most common underlying
pathology, for which the term CBD was reserved.

CBS typically begins as an akinetic-rigid syndrome that asymmetrically affects one hand or foot before progressing up
the onset limb, into whichever of the two ipsilateral limbs was not affected at first, and ultimately into the orobuccal
apparatus and contralateral limbs. Dystonia, myoclonus (which may be stimulus-sensitive), and alien limb phenomenon
may accompany the core problem. Cognitive and behavioral symptoms in CBS primarily result from damage to frontal
lobe-anchored networks. Patients have shown deficits in attention and concentration, processing speed, executive func-
tioning, verbal fluency, language, and visuospatial function (Pillon et al., 1995; VanVoorst et al., 2008). A research
diagnosis of probable CBS requires asymmetric presentation of at least two symptoms of limb rigidity or akinesia, dys-
tonia, and myoclonus plus at least two symptoms of orobuccal or limb apraxia, cortical sensory deficit, and alien limb
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phenomenon (Armstrong et al., 2013). A possible CBS diagnosis allows for symptoms to be symmetric if patients have at
least one symptom in each of the two core symptom clusters. Criteria for a diagnosis of probable CBS resulting from CBD
include insidious onset and gradual progression for 1 year, age 50 years or greater at onset, no family history of disease or
known mutations in tau, and a clinical phenotype of probable CBS, but expert clinicians recognize that patients with
non-CBD underlying pathological diagnoses often meet all of these criteria.

In patients with CBS, as in PSP, it is critical to recognize that a number of different proteinopathies can infiltrate the
CBS-vulnerable network and result in a similar set of symptoms (Table 18.1). Whereas CBD is most common, there are
cases of underlying PSP with a clinical presentation of CBS (Josephs, Katsuse, et al., 2006; Tsuboi et al., 2005). A subtle
distinction can be made between brain atrophy patterns in pathology-proven CBD cases versus cases of CBS in which the
underlying pathology is unknown (Lee et al., 2011). Neuroimaging studies of patients with CBS with unknown underlying
pathology, in whom the two candidates are 4R tau and TDP-43 (TAR DNA-binding protein 43), have consistently reported
a mixture of atrophy in frontal and parietal sensorimotor association areas, primary sensory and motor areas in perirolandic
cortex, and dorsal insula (Fig. 18.3, right) (Boxer et al., 2006; Seeley et al., 2009; Zhou et al., 2012). In two similar studies
published in 2010 and 2011, patients with CBS resulting from CBD were found to have predominant atrophy in the frontal
lobe and striatum although the parietal lobe was largely spared (Lee et al., 2011; Whitwell et al., 2010). Imaging studies of
patients with CBS caused by frontotemporal lobar dementia with TAR DNA-binding protein 43 (FTLD-TDP) show
preferential atrophy in the inferior frontal gyrus and insula aligned with the perisylvian component of the cingulo-opercular
network (Whitwell et al., 2010), whereas CBS caused by Alzheimer disease shows great parietal atrophy (Lee et al., 2011).

NETWORK ARCHITECTURE OF NEURODEGENERATIVE PARKINSONIAN SYNDROMES

The network model of neurodegenerative disease vulnerability provides a parsimonious explanation for the progression of
a diverse set of syndromes. In addition, the model offers two potential clinical-translational advances. First, a network
model can aid in earlier diagnosis by helping to pinpoint an epicenter where the disease originates. Second, the model can
enable more precise monitoring of the disease progression, either its natural history or during treatment, by predicting
where the disease is most likely to arise next.

Network Architecture of Progressive Supranuclear Palsy Syndrome

Building on previous studies linking each major neurodegenerative dementia syndrome to a specific ICN, Gardner et al.,
mapped the brain regions with intrinsic connectivity to the rostral midbrain tegmentum (rMT), identified in previous
studies as an epicenter of PSP-S atrophy (Boxer et al., 2006). The rMT-anchored ICN topology in healthy control subjects
(Fig. 18.4) included cortical, subcortical, brain stem, and cerebellar regions with known vulnerability in PSP-S (Gardner
et al., 2013) and canvassed portions of the cingulo-opercular, frontoparietal, default mode, and salience networks. Patients
with probable PSP-S showed widespread functional connectivity disruptions throughout this network, both in edgewise
connectivity strength (Fig. 18.4, bottom left) and in nodewise weighted degree, the sum of connection strengths to a given
node (Fig. 18.4, bottom right). Among the most severely impacted nodes were the mesothalamic junction (MTJ) (the node
encompassing the rMT epicenter) and the presupplementary motor area (preSMA). Importantly, greater functional con-
nectivity reductions in this network predicted greater clinical impairment on the Clinical Dementia Rating sum of boxes
scale and the PSP-RS, as well as slower downward saccade velocity. An examination of the relative effect size of rMT-ICN
impairment versus structural atrophy found that many areas showed PSP-related reductions in functional connectivity
despite no atrophy, which suggested that fMRI ICN analysis may be more sensitive to early-stage system-level dysfunction
that precedes eventual regional atrophy. Intrinsic connectivity deficits have been reported in a thalamocortical network,
suggestive of degeneration of the dentatorubrothalamic tract (Whitwell, Avula, et al., 2011). Ongoing longitudinal studies
should help determine the efficacy of rMT ICN strength and related measures as biomarkers for disease monitoring.

A critical test of the transneuronal spread model is to assess how well postmortem neuropathology follows the same
network trajectory seen for antemortem structural atrophy and ICN disruption. An important study (Fig. 18.5) staged 33
cases of PSP into five levels of severity based on the extensiveness of tau inclusion pathology (Williams, Holton, Strand,
Pittman, et al., 2007). The five stages were: (1) pallido-luyso (subthalamic nucleus)-nigral with sparse premotor cortex
involvement; (2) moderate basal ganglia, pontine nuclei, dentate nucleus, and posterior frontal lobe, without parietal
lobe; (3) severe basal ganglia and dentate nucleus, moderate frontal, and parietal lobe; (4) severe basal ganglia, pontine
nuclei, and frontal and parietal lobe; and (5) severe subthalamic nucleus, substantia nigra, globus pallidus interna, pontine
nuclei, cerebellar structures, and neocortex, with negligible pathology in caudate, putamen, and temporal lobe. The
trajectory of this pathology would roughly affect subcortical and cingulo-opercular ICNs at stage 1, default mode,

Progressive Supranuclear Palsy and Related Parkinsonian Disorders Chapter | 18 289



sensory-somatomotor, and frontoparietal networks at stage 3, and worsening pathology in all nontemporal, nonoccipital
ICNs at higher stages. This trajectory is extrapolate from the available data, based on a broad but incomplete subset of brain
regions sampled. This observation of stages of increasingly widespread pathology, akin to the Braak staging of Alzheimer
disease and PD, is consistent with a model of transsynaptic propagation of hyperphosphorylated tau fragments throughout
the network. At subsequent stages the disease would radiate out further from the disease epicenter into neighboring ICNs,
causing impairments in multiple domains and progressive structural atrophy (Josephs et al., 2013; Paviour et al., 2006;
Sanders et al., 2014).

Network Architecture of Corticobasal Syndrome

Patients with CBS show atrophy involving epicenters of degeneration in the precentral and postcentral gyri (Fig. 18.3)
(Seeley et al., 2009; Zhou et al., 2012). The intrinsic functional connectivity pattern in healthy individuals that best matches
the CBS atrophy pattern spans the primary and secondary somatosensory cortex (Zhou et al., 2012, Fig. 18.6A). Nodes
within this ICN were used to define the CBS vulnerable network (Fig. 18.6B) and determine the shortest path lengths for
each node to the epicenters. Nodes with longer path lengths to the epicenter had less atrophy than those closer connected to
the epicenter (Fig. 18.6C), which supports a “transneuronal spread” model of disease propagation. Critically, this corre-
lation remained after controlling for the Euclidean distance between brain regions, indicating that network path length from
the epicenter was the optimal model for predicting regional vulnerability.

The regions within the CBS-vulnerable network are circumscribed by the top box in Fig. 18.1 and largely cover five
ICNs: sensory-somatomotor, dorsal attention, cingulo-opercular, subcortical, and frontoparietal task control. Overlap
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FIGURE 18.4 The rMT-anchored intrinsic connectivity network characterized in Gardner et al. (2013). The left panel shows the mean connectivity
matrix representing the connections between the 27 nodes (clusters shown at top right) in the network in healthy controls and for connections significantly
diminished in PSP-S. The bottom right shows the force-directed, spring-embedded network diagram for healthy control subjects with nodes showing
significantly reduced total flow (mean connection strength) in black. HC, healthy controls; aINS, anterior insula; BG, basal ganglia; DentN, dentate
nucleus; L, left; MFG, middle frontal gyrus; MTJ, mesothalamic junction; pACC, pregenual anterior cingulate cortex; pMCC, posterior midcingulate
cortex; PreCu, precuneus; PreSMA, presupplementary motor area; R, right; RSC, retrosplenial cortex; Thal, thalamus.
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FIGURE 18.5 PSP stagewise regional distribution and progression of pathology. From Williams, D. R., Holton, J. L., Strand, C., Pittman, A., de Silva,
R., Lees, A. J., & Revesz, T. (2007). Pathological tau burden and distribution distinguishes progressive supranuclear palsy-parkinsonism from
Richardson’s syndrome. Brain, 130(6), 1566e1576. http://doi.org/10.1093/brain/awm104.
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between these regions and areas vulnerable in PSP-S and behavioral variant FTD (bvFTD) is most evident in the
cingulo-opercular network. An important goal for future studies of CBS and related syndromes will be to elucidate the
temporal sequence of fMRI connectivity disruption and structural atrophy during disease progression, in a manner
comparable to the insights emerging for Alzheimer disease (Jack et al., 2013; Raj et al., 2015). A complementary aim will
be to study how well characteristic profiles of functional connectivity alteration track along with subject-specific symptoms
or, better yet, anticipate them.

CLINICOPATHOLOGICAL CORRELATION IN PROGRESSIVE SUPRANUCLEAR PALSY
AND CORTICOBASAL DEGENERATION

Multiple Proteinopathies Can Cause Progressive Supranuclear Palsy Syndrome and
Corticobasal Syndrome

The most important concept for understanding neurodegenerative disease diagnosis is that each syndrome reflects where
the disease is present (ie, which network), not which disease is present (ie, which proteinopathy). A patient with typical
PSP-S (also known as Richardson syndrome) most likely has PSP as the underlying pathology (Dickson, Rademakers, &
Hutton, 2007), but exceptions occur. In contrast, the link between CBS and CBD is more tenuous (Armstrong et al., 2013;
Boeve, Lang, & Litvan, 2003; Lee et al., 2011). In this section, we focus on the pathological differential diagnoses for
PSP-S and CBS. Changing viewpoints, we next discuss the spectrum of clinical syndromes beyond PSP-S and CBS
associated with a pathological diagnosis of PSP or CBD.

Pathological Causes of Progressive Supranuclear Palsy Syndrome

PSP-S can be caused by a short list of related tauopathies. By far the most common cause is PSP pathology, which makes
PSP-S one of the strongest predictors of a single histopathological entity across the entire neurodegenerative disease
spectrum. Rare causes of PSP-S include CBD, Pick disease, and a scattering of other protean disorders. In a patient with
typical PSP-S owing to PSP pathology, the burden of tau pathology and neurodegeneration is most severe in the midbrain,
subthalamic nucleus, globus pallidus, and dentate nucleus of the cerebellum. Globose tau-positive tangles and other neuronal
cytoplasmic inclusions in these regions are variably accompanied by neuropil threads and glial inclusions, which may
include tufted astrocytes, coiled bodies (curvilinear oligodendroglial cytoplasmic inclusions), and thorny astrocytes
(Fig. 18.7C) (Dickson, Ahmed, Algom, Tsuboi, & Josephs, 2010). In the cortex, the tauopathy is milder and distributed
across premotor and supplementary motor, primary motor, affective-motivational, and relevant cognition-associated regions.

FIGURE 18.6 Intrinsic connectivity network correspondence with atrophy patterns in CBS. (A) The task-free functional MRI seed connectivity network
(from n ¼ 16 healthy subjects) whose spatial layout had the best goodness of fit to the gray matter atrophy pattern in CBS (from n ¼ 17 patients) is a
primary and secondary somatomotor network. (B) Functional connectivity matrix depicting the connectivity among all 499 regions canvassing the
network shown in (A). The nodes defined as epicenters are located in the rolandic and perirolandic cortices indicated with arrows in the inset. (C)
Correlation between path length from the CBS epicenter and CBS atrophy score. F, frontal; T, temporal; P, parietal; PI, paralimbic; S, subcortical; L, left
hemisphere; R, right hemisphere; PreCG, precentral gyrus; PostCG, postcentral gyrus.Modified from Zhou, J., Gennatas, E.D., Kramer, J.H., Miller, B.L.,
Seeley, W.W. (2012). Predicting regional neurodegeneration from the healthy brain functional connectome. Neuron, 73(6), 1216e1227. http://doi.org/10.
1016/j.neuron.2012.03.004.
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(E) (F)
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FIGURE 18.7 Histopathology in PSP and CBD. In PSP (A, C, and E), the cortical burden is mild but most prominent in deep layers and consists of
neuronal cytoplasmic, tangle-like inclusions, tufted astrocytes (A), and coiled oligodendroglial inclusions, among others. The tau burden is most pro-
nounced in subcortical, diencephalic, and brain stem nuclei, where globose tangles (C) are observed. CBD (B, D, and F), in contrast, features characteristic
teeming white matter threads and coiled oligodendroglial tau inclusions (B). Neuronal inclusions may form as coiled tangles (D) or other neuronal
cytoplasmic inclusions. Astrocytic plaques (F) are a signature feature and are composed of short, stubby, tau-filled astroglial processes. Sections were
stained with antibodies to tau phosphorylated at Ser202 (CP-13, courtesy of Peter Davies, A, B, E, and F) or the Gallyas silver stain (C and D). Scale bar in
F applies to all panels and represents 1 mm in A and B and 50 mM in CeF.
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Pathological Causes of Corticobasal Syndrome

Although CBD is the most common histopathological cause of CBS, it represents barely a majority in modern series
(Boeve et al., 1999; Lee et al., 2011; Litvan et al., 1997; Murray et al., 2007). Other important causes include Alzheimer
disease, Pick disease, PSP, and FTLD with TDP-43 inclusions (type A), and, less commonly, inherited tauopathies, LBD,
or even CreutzfeldteJakob disease. Most CBS cases resulting from FTLD-TDP pathology occur in the setting of a mu-
tation in progranulin (GRN), although sporadic cases have been reported (Neumann et al., 2006; Tartaglia et al., 2010).
This diversity of proteinopathies causing CBS suggests that the perirolandic network is vulnerable to multiple misfolded
protein “seeds,” although the pattern of spread from within the target CBS network into off-target networks may differ
subtly across these pathological entities.

The essential features of a CBD pathological diagnosis are tau-immunoreactive lesions in neurons and glia in the
cortex and striatum (Fig. 18.7). Both neuronal and glial lesions are prominent. Neuronal inclusions are diffuse and
granular, filling the cytosol, and are most prominent in layer 5. Astrocytic plaques are the most characteristic glial lesion.
The most essential diagnostic feature is the presence of copious tau-positive threads in white matter subjacent to affected
cortices accompanied by teeming coiled oligodendroglial inclusions. The highest burden of CBD pathology is found
in the perirolandic cortex, in contrast to PSP, where the concentration is highest in basal ganglia, diencephalon, and
brain stem.

CBD and PSP tau aggregates are made up of the hyperphosphorylated four-repeat isoforms of tau. Tau, a microtubule-
associated protein, normally functions to assemble and stabilize microtubules and is highly concentrated in axons
(Grundke-Iqbal et al., 1986). Tau aggregates isolated from postmortem tissue samples in both diseases have been shown to
undergo self-propagating prion-like spread between cells in culture and in living mice (Clavaguera et al., 2013; Sanders
et al., 2014). These findings and increasing additional support from the field are consistent with the candidate mechanism
of disease protein spread via intercellular transmission from a selectively vulnerable epicenter out through an intrinsic
connectivity network (de Calignon et al., 2012; Frost & Diamond, 2010; Zhou et al., 2012).

Progressive Supranuclear Palsy and Corticobasal Degeneration Histopathology Can Cause
Multiple Clinical Syndromes

General Principles of Syndromic Diversity

Syndromes other than PSP-S and CBS caused by an underlying pathology of PSP or CBD manifest when the disease
originates outside the most commonly affected network. The likelihood of the pathology affecting another network can be
determined by looking to the nearest neighbors of the core disease network. This is illustrated in Fig. 18.1, in which the
dotted circleseedged box outlines the regions affected in bvFTD, the most common syndrome other than PSP-S and CBS
caused by 4R tauopathy. Patients with bvFTD experience apathy, disinhibition, and loss of awareness of both self and
others. They become detached and socially tactless, and lose empathy. The disease primarily affects the anterior insula,
anterior cingulate, orbitofrontal cortex, striatum, thalamus, and amygdala, regions that are all part of the salience network
vital for social and emotional processing (Seeley et al., 2007). The salience network has strong transnetwork connectivity
with the cingulo-opercular network, a core affected network in PSP-S and CBS. It is likely that the vulnerability of cells in
the salience network to four-repeat tau aggregation is related in some way to the vulnerability in the neighboring
cingulo-opercular network. Graded vulnerability to 4R tau is likely to be driven by the concentration of vulnerable cell
populations in these paralimbic areas with similar genetic expression profiles. Neurodegenerative diseases typically have a
subclass of cells that show early vulnerability, such as von Economo neurons and fork cells in bvFTD (Kim et al., 2012),
entorhinal cortex layer II pyramidal neurons in Alzheimer disease (Gómez-Isla et al., 1996), or upper and lower motor
neurons in amyotrophic lateral sclerosis (Cleveland & Rothstein, 2001), but the precise neuronal identities most vulnerable
in to PSP and CBD remain uncertain.

Other Syndromes Caused by Progressive Supranuclear Palsy or Corticobasal Degeneration

A study by Williams and colleagues in 2005 reported that of 103 cases of definite PSP under examination, 32% clustered
into a subgroup that was typified by asymmetric motor onset, tremor, response to treatment with levodopa, and less de-
mentia (Williams et al., 2005). This subgroup was classified as “PSP-parkinsonism” (PSP-P), in distinction from patients
with classical Richardson syndrome. The PSP-rs has been shown not differentiate between these patients subgroups (Golbe
& Ohman-Strickland, 2007). However, patients with PSP-P exhibit less widespread atrophy in gray and white matter, less
involvement of infratentorial brain structures, and less tau deposition (Longoni et al., 2011; Williams, Holton, Strand,

294 SECTION | II A New Neuroanatomy

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



Pittman, et al., 2007). Thus, neuroimaging biomarkers may have an important role in differentiating PSP-P and typical
PSP-S (Richardson syndrome).

Pure akinesia with gait freezing (PAGF) is a syndrome closely related to PSP-S in which patients exhibit early gait
disturbance that eventually leads to gait freezing, micrographia, and hypophonia (Williams, Holton, Strand, Revesz, &
Lees, 2007). Patients with PAGF have focal atrophy and neuronal loss almost exclusively in subcortical and brain stem
regions including the globus pallidus, substantia nigra, and subthalamic nucleus (Ahmed, Josephs, Gonzalez, DelleDonne,
& Dickson, 2008).

The most comprehensive study of phenotypic diversity in PSP was an examination of 100 autopsy-confirmed patients
by Respondek and colleagues (Respondek et al., 2014). One hundred subjects were classified by “predominance type,” a
summary of the predominant clinical features in that group during the first 2 years of the disease. Only 24% exhibited
classical Richardson syndrome, as distinguished by falls and supranuclear gaze palsy. The remainder was distributed
between PSP-P (19% with tremor and asymmetric onset), postural instability (18%), frontotemporal dysfunction (12% with
frontal and cognitive dysfunction), corticobasal syndrome (7%), occulomotor dysfunction (7%), and a clinically hetero-
geneous set that was unclassifiable (13%).

The most frequent FTLD syndromes that can result from either PSP or CBD are nonfluent variant primary progressive
aphasia (nfvPPA) and bvFTD. nfvPPA and apraxia of speech (AOS) are related disorders in which speech production is
impaired. Patients with nfvPPA exhibit a nonfluent aphasia with effortful and agrammatic speech (Gorno-Tempini et al.,
2011). Atrophy is marked in perisylvian regions including Broca’s area in the frontal operculum, along with the precentral
gyrus, supplemental motor area, and dorsal anterior insula (Seeley et al., 2009), implicating the cingulo-opercular network,
ventral attention network, and anterior components of the sensory-somatomotor network, especially in the dominant
hemisphere. AOS is characterized by slow speech rate, abnormal prosody, and distorted sound selections, all related to a
deficiency in speech motor planning (Josephs, Duffy, et al., 2006). The underlying atrophy is most prominent in the
superior lateral premotor cortex and supplementary motor area (Josephs et al., 2012). These areas belong to
cingulo-opercular network and premotor portions of the network adjacent ICNs. Interestingly, longitudinal study of pa-
tients with AOS have shown that a substantial portion later develop a PSP-like syndrome involving parkinsonism, vertical
gaze palsy, and balance problems (Josephs et al., 2014). Both nfvPPA and AOS are often caused by an underlying tau-
opathy, CBD more commonly than PSP (Josephs et al., 2005; Karageorgiou & Miller, 2014; Lee et al., 2011; Rohrer et al.,
2010). bvFTD, the FTLD syndrome with the most diverse set of underlying proteinopathies, can be also be caused by CBD
or PSP (Bigio, Brown, & White, 1999; Hassan, Parisi, & Josephs, 2012; Rankin et al., 2011).

GENETIC FACTORS IN PROGRESSIVE SUPRANUCLEAR PALSY AND CORTICOBASAL
DEGENERATION

As at the molecular, cellular, and systems levels, striking similarities in genetic risk factors for PSP and CBD suggest
overlapping pathogenic mechanisms.

Rare Monogenic Causes

Although most cases of PSP and CBD are sporadic, cases of familial aggregation have been reported. In one study, 12 of
172 patients with PSP fulfilled the criteria for autosomal dominant inheritance, in which at least three first- or
second-degree relatives had the disease. One of these cases revealed a P301L MAPT mutation (Donker Kaat et al., 2009).
An instance of familial CBS was discovered in a Canadian family of Chinese origin with a splice donor site mutation in
PGRN (Masellis et al., 2006).

Risk Factors

The strongest genetic association for PSP is the H1 haplotype of the MAPT gene on chromosome 17 and is seen in over
90% of patients (Fogel, Clark, & Geschwind, 2014). This gene encodes the tau protein, and H1 results in alternative
splicing of exon 10, which may cause a shift toward more 4R tau and less 3R tau. Possession of the H1 haplotype is also
the most well-established genetic risk factor for CBD (Di Maria et al., 2000). In a study of 38 patients with CBD, in-
heritance of the H1/H1 haplotype was associated with the severity of motor dysfunction, which suggests a dose-dependent
genotypeephenotype association (Litvan, Chism, Litvan, Cambon, & Hutton, 2010). Assessment of point mutations in
MAPT in 109 pathologically confirmed CBD cases found an association between p.N410H that increased the ratio of 4 and
3R tau (Kouri et al., 2013). In vitro experiments on recombinant tau with the p.N410H mutation showed increased tau
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filament formation and a slower rate of microtubule formation. An additional risk factor related to tau, the rare tau variant
p.A152T, has been found to increase the risk for PSP, Alzheimer disease, and FTD (Coppola et al., 2012). The exact
mechanisms of pathogenesis of this variant remain a topic of intense investigation.

Genome-Wide Association Studies

A landmark genome-wide association study (GWAS) by Höglinger and colleagues in 2011 assessed two samples, one with
1114 autopsy-confirmed PSP cases and 3287 population-based controls and a second with 1051 patients clinically
diagnosed with PSP-S and 3560 controls, with no overlap in individuals (Höglinger et al., 2011). This work confirmed two
independent variants of MAPT that increased risk for PSP, along with three additional genes: STX6, EIF2AK3, andMOBP,
whose respective cellular pathways are intracellular tracking, endoplasmic reticulumemediated clearance of misfolded
proteins, and myelination. No functional links have yet been established between these genes and disease pathophysiology.
An epigenetic association has been established between the level of methylation at the 17q21.31 region and the H1
haplotype, indicating that epigenetic mediators have a contribution to disease risk (Li et al., 2014).

A GWAS study was completed in 152 cases and 3311 controls of CBD in a discovery phase and 67 cases and 439
controls in a replication phase (Kouri et al., 2015). Associations were found at the 17q21 locus of MAPT, Inc-KIF13B-1, a
long noncoding RNA, and SOS1, a potential tau phosphatase. Tests also revealed associations at known PSP SNP sites for
MOBP and MAPT H1c. This study confirmed that CBD and PSP have shared genetic risk factors for both MAPT and
MOBP. This study strengthened the known association between variants in MAPT and tau pathology evident in both
diseases. Importantly, it also revealed a novel pathogenic linkage common to both diseases between MOBP and white
matter oligodendrocyte pathology. Studies in the near future have an opportunity to understand how failure of MOBP’s
normal role in myelin sheath stabilization may contribute to a common disease mechanism, and what relationships may
exist for transsynaptic spread of misfolded tau.

CONCLUSION

Substantial evidence suggests that PSP-S and CBS are caused by progressive loss of function within the cingulo-opercular,
sensory-somatomotor, and subcortical intrinsic connectivity networks. The selective vulnerability of neurons, astrocytes,
and oligodendrocytes in these networks is highest to 4R tauopathy. Conversely, 4R tauopathy tends to originate in these
networks, with a decreasing gradient of likelihood farther out from the network epicenter. Earlier diagnosis and prediction
of disease progression will depend on monitoring the network core for signs of abnormality, in which functional imaging
may provide an advantage over structural imaging or clinical evaluation. Uncertainty about the underlying pathology
should be clarified with further development and a combination of genetic screening, molecular imaging, and cerebrospinal
fluidebased biomarkers. Finally, advancement in understanding biological disease mechanisms will depend on exhaustive
next-generation efforts to map the systems-level cellular composition and genetic expression profiles of vulnerable brain
networks.
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ABBREVIATIONS

2PCI Two-photon calcium imaging
2PE Two-photon excitation
AChE Acetylcholinesterase
BG Basal ganglia
ChR2 Channelrhodopsin-2
DBS Deep brain stimulation
DREADD Designer Receptor Exclusively Activated by Designer Drugs
GPi/Gpe Globus pallidus, pars interna/externa
LFP Local field potential
MSN Medium sized spiny neuron
PD Parkinson disease
SNc Substantia nigra pars compacta
SNr Substantia nigra pars reticulata
STN Subthalamic nucleus
tTA Tetracycline transactivator
VTA Ventral tegmental area

The basal ganglia (BG) are a set of interconnected deep gray matter nuclei. Their function in executing control of motor
output has been widely studied and their role in modulating aspects of cognitive and limbic function has been
increasingly recognized and evaluated. The subcortical structures that comprise the basal ganglia include the striatum
(including the putamen and caudate), the globus pallidus externus (GPe) and globus pallidus externus internus (GPi), the
subthalamic nucleus (STN), and the substantia nigra pars compacta (SNc) and substantia nigra pars reticulate (SNr).
These structures are widely connected, both structurally and functionally, to various brain regions including diverse
regions of the cerebral cortex, the thalamus, and the brain stem, forming a series of functional circuits. In this chapter,
we review the functional neuroanatomy of the BG, including historical studies that formed the foundation of our
understanding of BG structure and function as well as advances in research techniques that enable us to reshape our
understanding of the important role of BG.

ANATOMIC OVERVIEW OF BASAL GANGLIA

The striatum and STN are the primary input nuclei of the BG. The striatum receives input from diverse cortical areas,
which can be broadly divided into those subserving sensorimotor, cognitive, and limbic functions. These various cortical
inputs were initially thought to maintain topographical organization within the striatum, comprising parallel basal
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ganglia-thalamocortical loops (Alexander, DeLong, & Strick, 1986). Anatomic and structural overlap between these loops
has now been recognized as a potentially key mechanism to allow for integration of information within the BG (Mailly,
Aliane, Groenewegen, Haber, & Deniau, 2013). The striatum also receives excitatory projections from thalamic nuclei,
including the intralaminar nuclei, the centromedian and parafascicular complex, and the mediodorsal and ventromedial
nuclei. Thalamostriatal projections include distinct yet overlapping projections involved in motor, cognitive, and limbic
functions (Smith, Raju, Pare, & Sidibe, 2004). The striatum also receives important dopaminergic input from the SNc and
the ventral tegmental area in the midbrain (Fig. 19.1).

The gamma-aminobutyric acid-ergic (GABAergic) projection neurons of the striatum can be primarily divided into two
populations. Approximately half project to the basal ganglia output nuclei, GPi and SNr, forming the direct pathway,
whereas the other half project to the GPe and form the polysynaptic indirect pathway. The differential effect of dopamine
on these two pathways is mediated by distinct G proteinecoupled dopamine receptor types, D1 and D2 receptors in the
direct and indirect pathways, respectively, which is described in greater detail subsequently. This is a key feature of the
classical rate model of basal ganglia circuitry (Albin, Young, & Penney, 1989).

The STN is the other primary BG input nucleus; it receives distinct yet overlapping projections from sensorimotor,
cognitive, and limbic cortices (Haynes & Haber, 2013). These “hyperdirect” direct cortical-STN projections are thought to
mediate executive control over action (reviewed in Jahanshahi, Obeso, Baunez, Alegre, and Krack (2014)). The indirect
pathway also projects to the STN via the GPe. The STN contains glutamatergic neurons which project to BG output nuclei.
In addition, feedback connections from the STN to the GPe and the striatum may serve an intrinsic pacemaker function
(Plenz & Kital, 1999).

GPi and SNr are the main output nuclei of the BG (Fig. 19.1). In the direct pathway, GPi and SNr receive inhibitory
input from the striatum. In the indirect pathway, they receive excitatory input from the STN, which itself receives
inhibitory input from GPe. GPi is composed of GABAergic neurons, which send inhibitory projections to the thalamus.
The thalamus then projects back to the cortex, creating a closed-loop circuit. The net effect of the direct pathway is to
excite the cortex, whereas the indirect pathway results in overall inhibition. The classical rate model of the BG motor
circuit proposes that control of movement therefore results from a balance between the direct and indirect pathways.
In addition to these pathways, BG also sends outputs to the brain stem, including the superior colliculus and the
pedunculopontine nucleus, which allow a direct effect on behavior without looping back through the cortex.

FIGURE 19.1 Basal ganglia circuit diagram schematic highlighting direct, hyperdirect, and indirect pathways.
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CLINICAL BASAL GANGLIA DISORDERS

Human neurological diseases have served as the primary tool and impetus for studying the function of the BG, particularly
movement disorders such as Parkinson disease (PD) and Huntington disease (HD). BG has also been implicated in
neuropsychiatric disorders including obsessive compulsive disorder, Tourette syndrome, and depression, which have
opened new avenues of exploration. Two diseases are briefly summarized here to provide a clinical context for subsequent
discussion.

Parkinson Disease

Parkinsonism is the prototypical hypokinetic movement disorder. It manifests clinically with motor symptoms of rigidity,
bradykinesia, rest tremor, and postural instability. The most well-known cause of parkinsonism is idiopathic PD, which is a
neurodegenerative disease characterized pathologically by a-synucleinecontaining neuronal inclusion bodies, termed
Lewy bodies, and Lewy neurites. This leads to progressive cell loss initially involving brain stem and subcortical nuclei,
and eventually ascending to the cortex (Braak et al., 2003). Motor symptoms result from loss of dopaminergic neurons in
SNc. This is thought to alter BG motor circuits, leading to increased activity in the indirect pathway and decreased activity
in the direct pathway, and to overall inhibition of thalamocortical projections and therefore paucity of movement (Albin
et al., 1989). Nonmotor symptoms are now well-recognized in PD, including autonomic dysfunction, sleep disorders,
depression and anxiety, and cognitive impairment, likely related to pathology of nonmotor components of BG as well as
disease extension beyond BG.

Huntington Disease

HD is an autosomal dominant neurodegenerative disease caused by an expanded CAG repeat in the huntingtin gene on
chromosome 4. It is clinically characterized by adult-onset, psychiatric, cognitive, and motor symptoms. Whereas longer
CAG repeat expansion correlates with earlier age at onset, it accounts for only 50e60% of the predicted age at onset
(Wexler et al., 2004). Research into other genetic and environmental influences is ongoing. The typical motor feature in
HD is chorea, defined as a hyperkinetic movement disorder involving involuntary movements flowing from one muscle
group to another. The brains of HD patients demonstrate prominent atrophy involving the caudate as well as extrastriatal
structures. It has been proposed that striatal neuronal loss affects the motor circuit of the basal ganglia by causing
preferential loss of medium spiny neurons (MSNs) in the indirect pathway, resulting in enhanced excitation of the cortex
and therefore extraneous, uncontrolled movements (Albin et al., 1989). As the disease progresses, the direct pathway
becomes involved, which leads to the relatively hypokinetic state which characterizes the late stages of HD (Deng et al.,
2004). Psychiatric and cognitive symptoms in HD are thought to be primarily attributable to disruption of
frontal-subcortical circuits.

CLASSICAL BASAL GANGLIA MICROANATOMY

The classical heuristic model of BG circuitry, as proposed by the work of Albin and DeLong (Albin et al., 1989; Alexander
et al., 1986), has been extremely valuable in guiding both therapeutic developments and research into extrapyramidal
movement disorders. According to the proposed functional connectivity, motor symptoms arise from an imbalance
between the direct and indirect pathways that respectively facilitate and inhibit movement.

Anatomical studies were crucial in defining the connectivity between BG components, the microanatomy within each
structure, and the inputeoutput fiber tracts of the BG complex. The striatum was found to receive cortical afferents
diffusely with a general anteroposterior organization (Kemp, 1970; Kemp & Powell, 1970). Tract-tracing studies from
lesion-induced fiber degeneration at the striatum revealed distinct striatal efferent projections to the GPi, GPe, and SN
(Nauta & Mehler, 1966). The GPi was found to project primarily to the thalamus and midbrain tegmentum, whereas the
GPe projected to the STN. In addition to pallidal input, the STN also receives somatotopically organized ipsilateral motor
cortical afferents, with a lesser degree from premotor and prefrontal areas (Monakow, Akert, & Kunzle, 1978), in what is
now recognized as the hyperdirect pathway. Contralateral cortical projections to the STN have also been recognized in
studies using micro-iontophoretic pharmacologic stimulation of bilateral cortical areas resulting in excitation of STN
neurons which was suppressed with the application of antagonists of excitatory amino acids (Rouzaire-Dubois &
Scarnati, 1987). Autoradiographic studies of STN efferents in the monkey and cat demonstrated projections to GPi and
GPe as well as SNc and SNr (Nauta & Cole, 1978), which in addition to excitatory projections include GABAergic
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projections from the STN to pallidal segments and SN (Nauta & Cuenod, 1982). Efferent projections from BG emerge
from GPi and SNr to the ventral thalamic nucleus (Kim, Nakano, Jayaraman, & Carpenter, 1976; Nauta & Mehler, 1966).
Retrograde tracers were used to confirm that these thalamic nuclei (VA and VL) then project to the prefrontal, frontal,
and motor cortices (Barbas, Henion, & Dermon, 1991; Goldman-Rakic & Porrino, 1985; Inase, Tokuno, Nambu,
Akazawa, & Takada, 1996).

A main control point of BG operation is the differential effect of SNc dopaminergic projections to the striatum on the
direct and indirect pathway. The striatum is composed of MSNs, which are GABAergic projection neurons with spiny
dendritic processes (Graveland, Williams, & DiFiglia, 1985; Kemp & Powell, 1971). Cortical afferents primarily synapse
on the head of the spines, whereas other inputs terminate on dendritic shafts (Smith & Bolam, 1990). Differential
expression of dopamine (DA) receptors and neuropeptides also functionally separates portions of the striatum (Gerfen
et al., 1990). In the direct pathway, activation of D1 receptors results in excitation of inhibitory striatal projection neurons
and therefore increased inhibition of GPe whereas activation of D2 receptors in the indirect pathway results in inhibition of
the inhibitory striatal projections to the GPe. These findings can account for the suppression and exacerbation of hyper-
kinetic movements (eg, chorea, tics, ballism) by D2 receptor antagonists and agonists, respectively. Although functionally
discrete, distribution of these distinct DA receptors overlaps, with both classes of receptors present in neurons receiving
dopaminergic afferents (Aizman et al., 2000). Within the striatum, a sparse collection of large cholinergic interneurons
and GABAergic interneurons exists (Phelps, Houser, & Vaughn, 1985) whose function is an area of ongoing research
(discussed subsequently).

The organization of the striatum into striosome and matrix, as well as the regional specificity of corticalestriatal
connections, serves as the anatomical basis for parallel circuitry (Gerfen, 1984; Ragsdale & Graybiel, 1990). Areas of the
striatum that densely stain for m-opiate receptors and exhibited enkephalin and substance P immunoreactivity are termed
striosomes or patches. Striosomes receive limbic-related cortical input and are surrounded by the “matrix” composed of
cells that contain acetylcholinesterase and somatostatin-like immunoreactivity and receive both sensory and motor cortical
input (Graybiel & Ragsdale, 1978). Anterograde fiber tracing demonstrated that corticostriatal fibers from deep cortical
layer 5 preferentially terminate within the striosomal compartment, whereas projections from superficial layer 5 and
supragranular layer terminate within striatal matrix (Gerfen & Sawchenko, 1984). This microanatomical feature conforms
to the emphasis of the classical model on five parallel corticoeBGethalamic loops, each segregated from the other
anatomically and functionally (Alexander & Crutcher, 1990). These loops include motor, oculomotor, limbic, dorsolateral
prefrontal, and lateral-orbitofrontal loops.

Whereas anatomical studies helped define the classical model’s physical interconnections, neurophysiological studies
defined the functional significance of these connections. The pioneering studies of DeLong, Crutcher, and Georgopoulos,
(1985) established the presence of movement-related activity in intact behaving nonhuman primates. In contrast to motor
cortical neurons that fire in anticipation of movement, movement-related BG activity largely follows that of the motor
cortex (Mink & Thach, 1993). The association of STN lesions with hemiballism was established earliest and was highly
congruent with clinical findings (Carpenter, Whittier, & Mettler, 1950; Whittier & Mettler, 1949). Reversible lesions in the
putamen and GP in nonhuman primates resulted in the impairment of dynamic control of contralateral arm movements
when the putamen and GPi were involved, whereas GPe lesions mainly caused the arm to assume a flexed posture (Kato &
Kimura, 1992). Kinematics were affected with GPi lesions but reaction time was spared, which indicated that movement
initiation is not driven by the BG circuit (Desmurget & Turner, 2008; Mink & Thach, 1991; Turner & Desmurget, 2010).
GPi lesions primarily affected the velocity and magnitude in both overlearned and random movement sequences
(Desmurget & Turner, 2010). Dissecting the role of the BG in both motor and nonmotor behavior is an ongoing enterprise
requiring refinement to the classical model.

PROBING BASAL GANGLIA CIRCUITRY IN ANIMAL MODELS

BG anatomy is highly evolutionarily conserved across species, which reflects the critical function of this collection of
subcortical nuclei. Although the ultimate goal is to understand human BG neurophysiology, investigations in animal
models provide much greater flexibility and opportunity to dissect and manipulate BG circuitry to gain insight into its
function. Not surprisingly, a wealth of knowledge about BG circuitry has come from studies in rodents and monkeys
(comprehensive reviews include Kreitzer and Berke (2011) and Nelson and Kreitzer (2014)).

The most important animal studies that have informed our knowledge about BG circuitry have either examined the
consequences of lesioning and silencing striatal neurons or have used electrophysiological recordings from striatal neurons
to infer their function. In particular, transgenic mice using bacterial artificial chromosomes allow for transgene expression
in direct pathway MSNs (D1 or M4 lines) or indirect pathway MSNs (D2 or A2A lines), making it possible to target
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recordings (and optogenetic manipulations) of these specific cell types. This has taught us that D1 and D2 MSNs differ in
their gene expression profiles, their dendritic morphology and excitability, and their function within the network.

Recordings in Animals

Electrophysiological recordings in the 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) rodent and nonhuman
primate experimental paradigms have consistently supported the classical model of BG function. For example, depletion of
dopamine by MPTP produces significant increases in firing rates of STN neurons (Bergman, Wichmann, Karmon, &
DeLong, 1994) and in the BG output nuclei, the GPi and the SNr (Filion, Tremblay, & Bedard, 1991), the latter of which
can be reversed by administration of a dopamine agonist.

Ablation Studies

Cell typeespecific inactivation has been achieved with selective expression of neurotoxins in D1 and D2 pathway MSNs,
which provides an opportunity to test the validity of the classical BG model. Targeted ablation of D1 neurons with
diphtheria toxin led to motor slowing in early postnatal mice (Drago et al., 1998) but not at older ages (Wong,
Padungchaichot, Massalas, & Drago, 2000). Conversely, killing D2 MSNs with diphtheria toxin (Durieux et al., 2009;
Saito et al., 2001) or with a different immunotoxin approach (Sano et al., 2003) resulted in enhanced motor activity,
essentially as predicted by the AlbineDeLong model of BG function.

MSN neurons can also be shut down with pharmacogenetic approaches. In one study, tetanus toxin was expressed
conditionally and reversibly in D1 or D2 MSNs via the substance P or encephalin promoter, respectively, using the
tetracycline transactivator (tTA) method (Hikida, Kimura, Wada, Funabiki, & Nakanishi, 2010). The results were again
consistent with the classical model in which the direct pathway facilitates movement whereas the indirect pathway
inhibits it. Similar results were obtained using the Designer Receptor Exclusively Activated by Designer Drugs
(DREADD) system (Armbruster, Li, Pausch, Herlitze, & Roth, 2007) for a more rapid manipulation of striatal MSNs
(Ferguson et al., 2011).

Although largely supporting the classical BG model, interpretation of these studies must take into account
methodological caveats, including concerns about the potential unwanted effects of overexpressing G proteinecoupled
receptors in neurons (DREADDs), the slow time course of cell inactivation (tTA), or the sequelae of large-scale cell
death (diphtheria toxin).

Optogenetics

Studies in rodents using optogenetics, the method of choice for interrogating network activity both in acute brain slices and
in the intact brain in awake, behaving animals, have provided arguably the best evidence in support of the classical rate
model. This technique enables researchers to silence or stimulate genetically specified classes of neurons (or other elec-
trically excitable cells) with exquisite temporal precision using light-sensitive molecules (Bernstein, Garrity, & Boyden,
2012; Fenno, Yizhar, & Deisseroth, 2011). For example, channelrhodopsin-2 (ChR2) is a light-activated cation channel
that depolarizes neurons, whereas halorhodopsin and archaerhodopsin-3 are a chloride channel and an outward proton
pump, respectively, that enable almost complete silencing of neurons. The opportunity to inactivate targeted neurons
dynamically has helped to shed light on causal relationships between neural activity and animal behavior.

Consistent with classic BG models, investigators used ChR2 to show that activation of D2 MSNs (indirect pathway) in
mice decreases their locomotion and leads to a parkinsonian state, whereas activation of D1 MSNs (direct pathway) leads
to increased locomotion (Kravitz et al., 2010). In contrast to what was expected, optogenetic studies evaluating the
therapeutic mechanisms of STN DBS found that symptomatic improvement was not mediated by disruption of the classical
indirect pathway but rather activation of afferent from the hyperdirect pathway, which exemplifies how this elegant
methodology can help shed light on BG circuitry and therapeutic mechanisms (Gradinaru, Mogri, Thompson, Henderson,
& Deisseroth, 2009; Kravitz et al., 2010).

Despite its specificity and other advantages, interpretation of optogenetics experiments with ChR2 must always
consider some of its limitations (Yizhar, Fenno, Davidson, Mogri, & Deisseroth, 2011), including problems with
desensitization and calcium permeability. In addition, the artificial pattern of stimulation resulting from optogenetics
cannot replicate the activity of the circuit under normal conditions. Thus, strong ChR2 stimulation of MSNs likely
produces highly synchronous activity that could have unexpected effects on the striatal circuitry, including various degrees
of unwanted lateral inhibition (Kreitzer & Berke, 2011).
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Animal Studies Reveal Flaws in the Classical Model of Basal Ganglia Circuitry

For the most part, the classical model of BG circuitry has stood the test of time. However, animal studies have also found
conflicting results that raise questions about the complete validity of the classical model of BG circuitry. For instance, the
SNr shows no change in firing rate after MPTP lesions in monkeys (Wichmann et al., 1999). Instead, MPTP-lesioned
animals show increases in the bursting of STN neurons (Bergman et al., 1994) and higher synchrony in GPe and GPi
(Raz, Vaadia, & Bergman, 2000; Wichmann, Bergman, & DeLong, 1994). Thus, rather than simply changes in firing rates,
it is likely that changes in the patterns of activity of individual neurons may describe more accurately how the BG affects
movement, and that cooperative activity of subsets of neurons in the direct and indirect pathways are at play during normal
voluntary movement. This may indeed lend credence to the study of local field potentials (LFPs) in humans, which provide
a population measure of activity.

In addition, studies recording genetically identified subsets of direct and indirect pathway MSNs have shown that both
pathways are simultaneously activated during the initiation of movement (Cui et al., 2013; Isomura et al., 2013). Although
this seems to contradict the AlbineDeLong model, it makes intuitive sense that when direct pathways MSNs are activated
at the initiation of a particular movement, an ensemble of indirect pathway MSNs must also be recruited to suppress
competing motor programs. This is consistent with the action selection, classical model of BG circuitry in which for every
direct pathway neuronal ensemble that is active during a particular motor execution, several indirect pathway modules
would be activated to suppress opposing actions (Nelson & Kreitzer, 2014). Nevertheless, action selection might be too
simplistic a model. BG circuits probably influence distinct aspects of actions, including the initiation, execution, and
termination of specific motor sequences. The BG might be viewed as critical for parsing and sequencing motor commands
from upstream ensembles in neocortex (Jin, Tecuapetla, & Costa, 2014).

EMERGING TECHNIQUES TO STUDY BASAL GANGLIA CIRCUITRY IN ANIMALS

Perhaps the most promising tools on the neuroscience horizon that will help solve the puzzle of BG circuitry are the ever
more sophisticated approaches to record and manipulate the activity of populations of neurons noninvasively (Kreitzer &
Berke, 2011). The main advantage of noninvasive imaging is that activity can be measured without potentially harmful
penetrating electrodes, and chronic imaging over months or years can be an option. Whereas techniques such as functional
MRI (fMRI), intrinsic optical signal imaging, new imaging, and voltage-sensitive dye imaging have been used, none
simultaneously offers sufficient temporal resolution (to detect single action potentials or subthreshold changes in
membrane potential) and spatial resolution to resolve individual neurons. Because of this limitation, new imaging methods
have been developed to take advantage of the benefits of fluorescence microscopy. Of these, two-photon calcium imaging
(2PCI) is one of the most promising for monitoring neuronal ensemble activity in vivo.

Calcium Imaging

When neurons fire action potentials, the intracellular concentration of calcium ions increases. One can record neuronal
activity optically by using fluorescent dyes or proteins that respond to binding of calcium by changing their spectral
properties. Calcium imaging using two-photon excitation (2PE) microscopy is an ideal tool for interrogating large
ensembles of neurons in the intact brain (Grienberger & Konnerth, 2012). 2PCI makes it possible to record signals from
hundreds (potentially thousands) of neurons simultaneously. Combined with mouse genetics to label individual
subpopulations of neurons (eg, with a red fluorescent protein), one can also be certain of the cell types from which
the calcium signals are being recorded. Second, calcium imaging is less invasive and circuits can be recorded without
inserting bundles of penetrating electrodes (tetrodes) that might disrupt normal activity. Third, unlike tetrode recordings,
calcium imaging is not biased toward active units and one can also visualize activity from less active or even silent
neurons.

Unfortunately, 2PCI has important drawbacks such as poor temporal resolution and low signal-to-noise ratio (Gobel &
Helmchen, 2007; Grewe & Helmchen, 2009). Newer-generation, genetically encoded calcium indicators with improved
signal-to-noise will overcome some of these limitations. Importantly, developments in faster scanning (eg, acousto-optical
deflectors) (Grewe, Langer, Kasper, Kampa, & Helmchen, 2010), parallelization of 2PE (eg, multifocal multiphoton
microscopy) (Cheng, Goncalves, Golshani, Arisaka, & Portera Cailliau, 2011), improved photodetectors, and depth
penetration with either microendoscopy (eg, GRIN lenses) (Wilt et al., 2009) or regenerative amplifiers (Mittmann et al.,
2011; Theer, Hasan, & Denk, 2003) suggest that over the next decade, optical probing of neural activity in the BG with
calcium imaging could be an excellent alternative to electrophysiology.
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Voltage Sensors

Another way to probe neuronal activity optically is to image changes in membrane potential. For this purpose, several
voltage sensing proteins (eg, FLaSh, VSFP2, SPARC, Flare) have been designed that work well with 2PE microscopy and
could theoretically be useful to monitor the activity of thousands of individual neurons simultaneously (Chanda et al.,
2005; Perron et al., 2009). These sensors are usually fluorescence resonance energy transferebased and can report both
subthreshold changes in membrane potential and spiking activity of neurons. Unfortunately, current approaches for voltage
sensing with genetically encoded or synthetic indicators have a low signal-to-noise ratio and require the averaging of many
stimuli to detect responses.

Optogenetics

In vivo imaging with calcium or voltage-sensitive dyes can also be combined with optogenetics to modulate and record
neuronal activity with phenomenal temporal and spatial precision (Peron & Svoboda, 2011). The goal would be to mimic
the normal activity of MSNs (including bursting behavior) and reveal a more accurate model of BG connectivity.
As improved red-shifted calcium indicator dyes become available in the near future, it will be easier to combine
optogenetics with 2PCI. Furthermore, 2PE of ChR2 is also possible in vivo (Papagiakoumou et al., 2010) and this option
may be preferable when precise stimulation of individuals’ MSNs (or even single synapses) is desired. Newer versions of
opsins are also constantly being developed, including red-shifted opsins (eg, Jaws) that can allow for noninvasive silencing
of deep brain structures (Chuong et al., 2014). In addition to optogenetics, other chemical methods for cell inactivation are
being developed (beyond DREADDs) that could be applied to the study of BG circuitry.

Striatal Interneurons

As mentioned, a major advantage of calcium imaging is that it allows one to record activity from genetically identified
neuronal subtypes. Thus, investigators can apply Cre-Lox approaches to record from (or optogenetically manipulate)
different subtypes of striatal interneurons selectively using specific promoters. Optogenetic manipulations of cholinergic
interneurons in the striatum do not produce obvious motor deficits but they can have significant effects on the excitability
of MSNs (Witten et al., 2011). Even less is known about the role of GABAergic interneurons, but similar to cholinergic
neurons, they, too, mainly modulate the activity of networks of MSNs. For example, pharmacological blockade of
fast-spiking interneurons in mice leads to dystonia and dyskinesias (Gittis, Nelson, Thwin, Palop, & Kreitzer, 2010).
Future calcium imaging studies targeting different interneuron subtypes will elucidate their role in normal BG circuit
function and in movement disorders.

PROBING BASAL GANGLIA CIRCUITRY IN HUMANS: INVASIVE PHYSIOLOGY

Although animal studies are critical, the ultimate goal is to understand human BG physiology, to understand disease and
develop therapeutics. Although invasive studies of human neurophysiology are limited with respect to nuclei from which
one can record and the fact that they are done in patients with chronic neurodegenerative disorders in which the circuits
have endured years of dysfunction, they are no doubt extremely informative and have begun to reshape our understanding
of how BG modulates cortical activity.

Both microelectrode recordings and stimulations during early stereotactic pallidotomy and thalamotomy allowed for
early investigation into the neurophysiology of the human BG. In contemporary neurosurgery, investigations are primarily
conducted during surgical implantation of deep brain stimulation (DBS) electrodes, during which intraoperative neuronal
spiking activity can be investigated with temporary microelectrodes while LFPs can be recorded from both microelectrodes
as well through the DBS electrode contacts. LFPs can also be obtained during subacute recordings while DBS leads are
externalized, a practice which is increasingly less common.

Whereas studies of unit activity in BG have been reported extensively, examination of the BG LFP has become
increasingly popular, owing largely to its signal fidelity, ease of capture via the DBS contacts, and therapeutic potential.
Here, we highlight these studies because they shed new light on approaches to understanding BG physiology, both locally
and at the network level. In contrast, single/multiunit spiking activity requires high-impedance microelectrodes and
associated amplifier circuits often relegated to the intraoperative environment. Moreover, consistent unit activity is difficult
to maintain for extended periods of time, which makes longer-term studies challenging. Studies of the BG LFPs have
largely concentrated on the STN recordings because they are a more common DBS target for PD (Deuschl et al., 2006).
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Studies of GPi LFPs are growing because GPi has been shown to be an equally effective target in PD (Follett et al., 2010;
Rodriguez-Oroz et al., 2005).

Abnormal synchrony (or rhythms) has been consistently demonstrated throughout the BGethalamocortical loop in PD
(Hammond, Bergman, & Brown, 2007; Stein & Bar-Gad, 2013). Distinct frequency components of LFP oscillations likely
reflect different aspects of the BG operation, whether normal or pathological, with the greatest focus on beta (about
12e35 Hz) and gamma (>40 Hz) band activity. The frequency subbands of LFP oscillations can be differentially
modulated behaviorally (Brittain, Sharott, & Brown, 2014) and with pharmacological interventions (Priori et al., 2004).
These oscillatory signals may indicate the operational state of the BG motor control circuit (Nambu, 2004). The spatial
extent of oscillatory involvement within the STN has been shown to be associated with a patient’s responses to DBS
(Zaidel, Spivak, Grieb, Bergman, & Israel, 2010) and the site of maximal beta activity is associated with the optimal site of
therapeutic DBS (Ince et al., 2010).

Beta and gamma band activity has been tied to movement generation, but they have contrasting roles. Beta oscillations
are most pronounced in a resting state and are attenuated with movement (Brittain & Brown, 2014). Gamma oscillations,
on the other hand, are often considered prokinetic and are most pronounced during movement and attenuated during rest
(Jenkinson, Kühn, & Brown, 2013). Movement-related modulation occurs in bilateral STN in both the beta and gamma
range, but mostly with movement of the contralateral side (Alegre et al., 2005). During cued arm reaching, beta activity
within the STN desynchronizes (or decreases) before movement whereas gamma power increases with reaching speed
(Joundi, Jenkinson, Brittain, Aziz, & Brown, 2012). Subcomponents of beta band activity have been shown to be
differentially modulated during movement by finger-tapping velocity, with periods of resynchronization during
lower-velocity repeated movements (Joundi et al., 2013). Resynchronization, or increased beta band power, between even
brief periods of movement supports the supposition that beta oscillations functionally indicate an “akinetic” state.
Interestingly, the strength of beta activity in the STN has been shown to be associated with the degree of akinesia and
rigidity in PD subjects (Chen et al., 2010). Furthermore, microelectrode recordings have demonstrated that a proportion of
STN neuronal spiking activity is locked to beta band in PD subjects (Kühn et al., 2005; Levy et al., 2002; Moran, Bergman,
Israel, & Bar-Gad, 2008; Shimamoto et al., 2013). This concept is a key departure from the classic BG model, in that this
nested coupling of signals across nodes in the motor network suggests a dynamic interplay between activities across
regions in the brain. Interestingly, Shimamoto et al. (2013) reported that STN spiking is coupled to gamma oscillations as
well, which themselves are coupled to local cortical beta power, indicating an even more complex layered nesting of
signals. Further exemplifying the coordination of activity across the BG network are studies that demonstrate
interhemispheric coupling of beta activity across STN (Little et al., 2013; de Solages, Hill, Koop, Henderson, &
Bronte-Stewart, 2010).

The akinetic nature of beta oscillations also applies to the motor cortex. Beta range stimulation of the motor cortex with
transcranial alternating current stimulation leads to a reduction in initial force generation during intended movement
(Joundi et al., 2012). Enhanced beta oscillations in bilateral primary sensorimotor cortices are seen in early-stage PD along
with a damped attenuation during movement attenuation (Pollok et al., 2012).

In contrast to beta band activity, gamma oscillations appears to be “prokinetic” in nature (Jenkinson et al., 2013),
increasing in power with the onset of movement and attenuated during rest. The correlation of gamma power with
movement features including size and velocity suggests that underlying neuronal networks may participate in the scaling of
ongoing movement actions, rather than just gating, as might be implied by the classical model of BG circuitry (Brücke
et al., 2012). Movement-related gamma oscillations as high as 200e300 Hz have also been reported in GPi (Tsiokos, Hu,
& Pouratian, 2013) and STN (Foffani et al., 2003; Lopez-Azcarate et al., 2010; Ozkurt et al., 2011). These veryehigh
frequency oscillations are susceptible to pharmacological interventions, with changes in baseline characteristics with both
rest and movement. Whereas broadband gamma activity correlates well with local neuronal population activity, finely
tuned gamma correlates with, or binds, the activity across spatially separated networks (Manning, Jacobs, Fried, & Kahana,
2009; Singer, 1993). For example, movement-modulated finely tuned gamma (60- to 90-Hz) activity in the STN has been
reported in some subjects with PD across both hemispheres (Cagnan, Kühn, & Brown, 2014). Magnetoencephalography
and direct recordings suggest that STN gamma (60e90 Hz) drives this M1 gamma signal. In addition, levodopa alters both
local and long-range synchronization at 60e90 Hz corresponding to clinical improvements (Litvak et al., 2012).

A key concept to emerge from invasive human LFP studies of BG physiology is the concept of cross-frequency
coupling (CFC). Studies have revealed not only coupling of spikes to LFPs but also nonlinear coupling between
low-frequency (beta) and high-frequency oscillations which occur in the off-state within STN and the motor cortex and are
abolished with medication and stimulation (de Hemptinne et al., 2013; Lopez-Azcarate et al., 2010; Marceglia et al., 2006;
Yang, Vanegas, Lungu, & Zaghloul, 2014). Persistence of CFC owing to the diseased BG is considered a potentially
critical pathophysiological mechanism of disease.
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Computational models suggest that DBS reduces the disordered activity within the BG and increases the fidelity of
information transmission between the GPi and thalamus (Dorval, Kuncel, Birdno, Turner, & Grill, 2010; Guo, Rubin,
McIntyre, Vitek, & Terman, 2008). Indeed, STN DBS decouples neuronal oscillations between BG nuclei (Moran, Stein,
Tischler, & Bar-Gad, 2012) and decreases the entropy in the neuronal firing pattern within the pallidum and thalamus
(Dorval et al., 2008). STN DBS has also been suggested to increase the sensitivity of cortical neurons to thalamic input
(Kahan et al., 2014). Computational models have suggested that both the frequency and pattern of DBS can differentially
alter BG network activity. High-frequency stimulation has been suggested to fix the weight of synaptic transmission
whereas desynchronization patterns can undo these weights (Tass & Majtanik, 2006). Therefore, a better grasp of the
oscillatory activity within the BG LFPs can help illuminate the underlying circuit and further improve the efficacy of DBS,
potentially driving a closed-loop system for PD (Little & Brown, 2012; Rosin et al., 2011).

NONINVASIVE STUDIES OF BASAL GANGLIA CIRCUITRY IN HUMANS

Unlike invasive human studies, neuroimaging allows noninvasive characterization of circuit structure and function across
the entire brain in both affected and healthy subjects across a large number of subjects. Although neurochemical imaging
with either positron emission tomography or single-photon emission computed tomography has contributed tremendously
to characterization of BG function, we focus here on using connectivity-based imaging, including magnetic resonance
diffusion tensor imaging (DTI) tractography or fMRI which respectively shed light on structural and functional
connectivity.

One key question explored using neuroimaging is whether distinct behavioral and cognitive functions are subserved by
discrete parallel circuits (Alexander, Crutcher, & DeLong, 1990). Using DTI, Lehericy et al. (2004) reported the discrete
organization of corticostriatal fibers that target striatum, consistent with a parallel architecture seen in primate studies.
Prefrontal corticostriatal fibers terminated most anteriorly in striatum, supplementary motor, primary motor, primary
sensory, and the mesencephalon fibers were directed toward the posterior portion, and orbitomedial frontal cortical fibers
terminated mainly in the ventral striatum, with some overlap between them. Task-related functional connectivity studies
examining coactivation between cortex and the striatum in normal subjects also supports a parallel architecture and a
tripartite striatal organization into motor, associative, and limbic divisions (Postuma & Dagher, 2006).

Resting state functional connectivity has gained traction as a means to assess the organization of the brain (Fox et al.,
2005). Comparison of the resting state functional connectivity between PD and control subjects demonstrates a reduction in
the spatial segregation in parallel loops organization (Helmich et al., 2010). Furthermore, there was a reduction in
functional connectivity between the posterior putamen and the cortical sensorimotor system with a possibly compensatory
concomitant increase in coupling between inferior parietal cortex and anterior putamen. This suggests that corticostriatal
functional connectivity is altered in the parkinsonian dopamine-depleted state, leading to dysfunctional sensorimotor
integration. Conversely, levodopa administration in drug-naive subjects with PD leads to an enhancement of sensorimotor
connectivity within the supplementary motor area (Esposito et al., 2013). This results in partial renormalization of the
hypoactivity typically seen in untreated subjects with PD within this network. Resting state fMRI in subjects with PD also
demonstrated reduced functional connectivity within thalamus, midbrain, pons, and cerebellum, which suggests that brain
stem circuitry may be involved (Hacker, Perlmutter, Criswell, Ances, & Snyder, 2012) and that the structural circuitry of
the classical model does not entirely account for the widespread coordination of function across the corticalesubcortical
motor network.

Connectivity-based imaging also provides an opportunity to evaluate the role of BG in delineating specific symptom
etiology. For example, an investigation of tremor mechanisms in PD revealed an increase in functional connectivity
between the cerebellothalamic circuit and the GPi/putamen (Helmich, Janssen, Oyen, Bloem, & Toni, 2011), which
suggests that tremor amplitude may be driven at least in part by the cerebellothalamic circuit. Studies in dystonia, a distinct
movement disorder from HD and PD, demonstrate reduced activation throughout the cortical, striatal, and thalamic
regions, including cerebellothalamic or thalamocortical pathways (Bonilha et al., 2009; Castrop, Dresel, Hennenlotter,
Zimmer, & Haslinger, 2012; Delmaire et al., 2009). These studies lend credence to the notion that the interconnectivity
between the cerebellum and the BG is a putative underlying mechanism of dystonia (Bostan & Strick, 2010; Neychev,
Gross, Lehericy, Hess, & Jinnah, 2011).

Perhaps one of the greatest opportunities is to use noninvasive brain mapping to shed light on the nonmotor aspect of
BG disease. For example, increased connectivity strength between subcortical and motor as well as sensory cortex was
correlated with poorer performance on a neurocognitive task (Marchand et al., 2011). Similarly, fractional anisotropy in
distinct subcortical white matter projection regions has been shown to correlate with cognitive impairment in distinct
domains (Zheng et al., 2014). Investigation of the BG role in nonmotor function is not limited to PD. Abnormalities in the
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cortico-BG networks involving anterior cingulate, inferior frontal gyrus, and sensorimotor cortex have also been shown in
subjects with major depressive disorder (Worbe et al., 2012).

CONCLUSIONS

The classical model of BG circuitry with competing direct and indirect pathways, based on careful anatomic studies and
meticulous neurophysiologic studies in animal models, has provided a solid foundation to begin to understand BG
function. Investigations in the past decade have begun to shed light on the increased complexity of BG circuitry, with an
increased understanding of the importance of other pathways, such as the hyperdirect pathways from cortex to STN, and
the complex network level of processing that appears to oscillate through the BGethalamocortical circuit. Techniques and
computational approaches that allow careful and dynamic micromanipulation of the circuit (such as optogenetics),
high-resolution monitoring of populations of neurons (such as 2PCI), and network-level analyses of neural dynamics at
multiple nodes in the network will surely elucidate complexities and nonlinearities in the system that previously have not
been considered extensively. These emerging concepts of BG dynamic function and interaction with the rest of the brain
will also open avenues to understanding the role of BG in functions beyond the motor system, including critical cognitive
functions.
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THE STRUCTURAL ORGANIZATION OF THE BRAINSTEM

Embodying one of the earliest regions in the evolving human brain, the brainstem resembles the entire brain of present-day
reptiles. Connected rostrally to the diencephalon and caudally to the spinal cord, it is divided into three regions including
the mesencephalon or midbrain, pons, and medulla oblongata (Nieuwenhuys, Voogd, & van Huijzen, 2008; Olszewski &
Baxter, 1982) (Fig. 20.1). Despite its relatively small size, the brainstem regulates vital functions for survival such as
breathing, heartbeat, blood pressure, and control of the sleepewake cycle.

The brainstem is subdivided into three regions: the roof in the posterior, the basis in the ventral, and the tegmentum in
the intermediate side. All regions display a systematic distribution of gray and white matter extending throughout its length
(Nieuwenhuys et al., 2008; Noback, Strominger, Demarest, & Laemle, 2012). The roof represents the dorsal border of the
brainstem, called tectum at the level of the midbrain. It includes two major centers for visual reflexes and audition: the
superior (Cs; Fig. 20.2A) and inferior colliculi, respectively. The tectum lacks cranial nerve nuclei, reticular nuclei, or
longitudinal tracts. Caudally, the posterior borders are formed by nonebrainstem structures including the cerebellum at the
level of the pons and the choroid plexus at the medulla oblongata.

The volume of the basis increases progressively during brain evolution of primates, reflecting the increasing telence-
phalic control of brainstem and spinal cord centers. The basis (B; Fig. 20.2) is composed of descending white matter tracts
that link the cortex with the tegmentum (corticobulbar tracts) or the spinal cord (corticospinal tracts), both part of the
pyramidal tract, as well as fiber connecting the cortex to the pons (corticopontine fibers) and the cerebellum (pontocerebellar
fibers Pyr; Fig. 20.3). At the pons, the basis occupies the largest area in the brainstem owing to numerous nuclei receiving
corticopontine fibers and subsequently projecting to the cerebellum via the corticopontocerebellar pathway. The basis
occupies less space in the medulla as fiber tracts terminate in the rostral regions of the brainstem (Nieuwenhuys et al., 2008).

The tegmentum or middle zone extends between the ventricular systems of the brainstem’s core where it occupies the
central region in all of its subdivisions. The tegmentum incorporates a highly complex nuclear organization, including the
motor and sensory cranial nerve nuclei; and a zone for higher association centers, including the inferior olivary nuclei (in
the medulla), the red nucleus, and the substantia nigra (SN) (in the midbrain). Finally, sensory tracts ascend to the thalamus
(LM, LL, and V; Figs. 20.2 and 20.3). Signals transmitted through fiber tracts crossing the brainstem can be modified by
relay nuclei within the brainstem (Nieuwenhuys, 1974; Nieuwenhuys et al., 2008; Ramon-Moliner & Nauta, 1966).

With the exception of the olfactory (I) and optic (II) nerves that emerge from the forebrain, the tegmentum originates 10
cranial nerves (IIIeXII) responsible for sensory and somatic-autonomic motor functions of the head, neck, and trunk. Each
nerve is associated with a cranial nucleus (i), classified based on its anatomical connection to the cranial nerve, by receiving
primary afferents from or sending out primary efferents to a common projection area (Olszewski & Baxter, 1982; Paxinos
& Mai, 2004).

Cranial nerves III (oculomotor), IV (trochlear), and VI (abducens) in the myelencephalon coordinate eye movements;
V, VII, and VIII (trigeminal, facial, and vestibulocochlear) emerge from the pontine region and control facial sensation and
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(A) (B)

FIGURE 20.2 Horizontal section through the brainstem at the level of ventral tegmental decussation (A) and the entrance of the superior cerebellar
peduncle into the tegmenum (B); bars correspond to 1 mm. IV, trochlear nucleus; B, basis; Cs, superior colliculus; Flm, medial longitudinal fascicle;
Lc, locus caeruleus; Ll, lateral lemniscus; Lm, medial lemniscus; Pcs, superior cerebellar peduncle; R, raphe nuclei; Sn, substantia nigra; T, tegmentum;
Tg cm, compact part of pedunculopontine tegmental nucleus.

FIGURE 20.1 Medial view of the human right hemisphere, right cerebellum, and hemi-brainstem. The brainstem is divided into three regions according
to their embryonic origin. The mesencephalon originates in the midbrain (orangeddark gray in print versions), the metencephalon originates in the pons
and cerebellum (greendgray in print versions), and the myelencephalon originates in the medulla oblongata (bluedlight gray in print versions).
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expression, hearing, and balance. Cranial nerves IXeXII (glossopharyngeal, vagus, accessory, and hypoglossal) originate
from medullary regions (Fig. 20.3). Accessory (XI) and hypoglossal (XII) represent motor cranial nerves, whereas VII, IX,
and X are mixed nerves with motor, sensory, and visceral para sympathetic functions. They innervate the nasal and oral
cavities, the throat and the intestines of chest and abdomen, up to the left colonic flexure. Finally, ascending pathways in
the tegmentum include the sensory posterior column/medial lemniscus, spinothalamic tract, trigerminal pathway, medial
longitudinal fasciculus, and auditory pathways (Nieuwenhuys et al., 2008; Noback et al., 2012).

RETICULAR FORMATION

The reticular formation (RF) represents a phylogenetically older part of the brainstem’s tegmentum that extends from the
midbrain to the medulla oblongata. The reticular neurons, which are predominantly multipolar, are distributed among
ascending and descending fibers throughout the brainstem’s tegmental core (Hobson & Brazier, 1980; Ramon-Moliner &
Nauta, 1966). Functionally, it represents a critical component of the human central nervous system (CNS) and lesions of its
components can lead to death.

A common morphological feature of the reticular nuclei is their netlike dendritic pattern, combined with an absence of
clear cytoarchitectonic boundaries, that justifies the name “reticular” (the Latin word rete means “net”) (Paxinos & Mai,
2004). Extending widely between passing tracts and the cranial nuclei, they receive heterogeneous input from multiple
sources (Nieuwenhuys et al., 2008; Ramon-Moliner & Nauta, 1966; Theofilas, Dunlop, Heinsen, & Grinberg, 2015). These
include the peripheral sensory systems that enter the spinal cord and brainstem as well as output motor and sensory signals
from the cortex, thalamus, and hypothalamus. Such characteristics make the RF a converging hub for afferent and central
efferent communication. On the other hand, they make RF impractical to study via traditional degeneration methods
because complete severance of each connection can rarely be achieved. Therefore, earlier studies based solely on
morphology were restricted to a superficial understanding of the RF function. Only recently, after the development of
advanced imaging and neuropathological and tracing techniques, have key functional properties of the RF network been
revealed (Hobson & Brazier, 1980).

At the functional level, the RF induces alertness and responsiveness to incoming sensory input via the ascending
reticular activating system (ARAS) and maintains a waking state in both humans and animals (Hobson & Brazier, 1980).
This is accomplished by the RF’s ascending projections to the cortex via a dorsal pathway that projects to the thalamus or a
ventral pathway terminating to the hypothalamus and basal forebrain (Moruzzi & Magoun, 1949; Starzl, Taylor, &
Magoun, 1951). Furthermore, via the RF funicular trajectories descending to the spinal cord, the reticular neurons mediate
motor reflexes as well as voluntary control of basic behavior such as eating, breathing, and drinking (Carlton, Chung,
Leonard, & Willis, 1985; Paxinos & Mai, 2004).

(A) (B)

FIGURE 20.3 Horizontal section through the brainstem at the level the entrance of the vestibulocochlear nerve (A) and the caudal limit of the IVth
ventricle (B); bars correspond to 1 mm. V, spinal tract of trigeminal nerve; X, dorsal nucleus of vagus; XII, hypoglossal nucleus; Area post, postreme area;
B, basis; Fri, intermediate reticular formation (rf); Frl, lateral (parvocellular) rf; Frm, medial (magnocellular) rf; Oi, principal inferior olive nucleus;
Lm, medial lemniscus; Ncl. coch., cochlear nucleus; Ncl. vest., vestibular nuclei; Pyr, prymidal tract; R, raphe pallidus; sV, spinal nucleus of trigeminal
nerve; T, tegmentum.
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Microscopically, the RF is divided into several longitudinal zones that are well-preserved across species (Hobson &
Brazier, 1980). In mediolateral orientation, these include: (1) a discrete column of multipolar neurons in which the raphe
nuclei are located with functions including wakefulness and consciousness; (2) the medial column with magnocellular (large)
nuclei that become reticulospinal tracts involved in motor coordination; (3) an intermediate zone that shows early tau
pathology in Alzheimer disease (Rüb et al., 2001); and (4) a lateral or sensory column with parvocellular (small) nuclei
regulating a wide range of activities including breathing, vomiting, and swallowing (Holstege, 1991).

Studies using immunohistochemistry and tracing techniques demonstrate distinct functions and complex inter-
connectivity among the reticular nuclei. Moreover, thick histological sections of the brainstem, where the three-dimensional
distribution of the reticular neurons is preserved, reveal the cytoarchitectonic borders of the RF network, a valuable feature
lost in thinner sections (Theofilas et al., 2014) (Fig. 20.3). In this context, the reticular nuclei project to extensive regions
within the brain including the cortex, cerebellum, and spinal cord and release neuromodulatory neurotransmitters via volume
transmission, a nonjunctional form of neuronal communication in which a single neuron projects to vast cortical regions
(Paxinos & Mai, 2004; Saper, Chou, & Scammell, 2001). The neuromodulatory neurotransmitters originating in the RF are
organized in five groups: the noradrenergic locus coeruleus, the serotonergic raphe nuclei, the cholinergic pedunculopontine
tegmental nucleus and the dorsolateral tegmental nucleus, the dopaminergic substantia nigra and ventral tegmental area
(VTA) cell groups in the midbrain, as well as the cholinergic nucleus basalis of Meynert (NbM) in the basal forebrain
(Courville, Walsh, & Cordeau, 1962; Olszewski & Baxter, 1982; Paxinos & Mai, 2004).

Chemical Properties of the Reticular Nuclei

Noradrenergic Cell Groups

The pontine locus coeruleus (LC) is the major source of noradrenaline in the brain, with minor contributions from nuclei in
the lateral tegmentum of the pons and medulla. The LC (“blue spot” in Latin) is composed of a relatively homogeneous
group of neurons (Baker, Tork, Hornung, & Halasz, 1989; Paxinos & Mai, 2004) clustered bilaterally in the periventricular
gray at the mid pons, with its dendrites extending to the adjacent tegmentum. Extending rostocaudally into a continuous
14- to 17-mm column from the upper pons to caudal midbrain, it innervates the entire brain including the cortex and the
spinal cord. Ascending projections can also innervate subcortical relay stations in the thalamus, hypothalamus, and the
basal forebrain (Samuels & Szabadi, 2008).

The LC consists of two main neuronal types including medium multipolar neurons with round or oval somata and long
dendrites that often extend to adjoining structures, and small, spindle-shaped neurons, both with highly ubiquitous synaptic
connections throughout the CNS (Mai, Assheuer, & Paxinos, 1997; Olszewski & Baxter, 1982). By releasing norepi-
nephrine (NE), which upon its synthesis from dopamine (DA) by dopamine b-hydroxylase binds to a1 and a2 adrenergic
receptors that are highly expressed in CNS, the LC neurons maintain brain homeostasis by modulating multiple biological
functions including wakefulness, attention, stress response, and the reward system in both humans and animals (Berridge &
Waterhouse, 2003; Paxinos & Mai, 2004; Sara & Bouret, 2012). Neurotransmitter release occurs via volume transmission.
In turn, most structures innervated by the LC also send projections back to the nucleus (Samuels & Szabadi, 2008).

Studies in rats and monkeys found the LC to be a critical modulator of stress responses, including the states of attention,
arousal, and vigilance (Aston-Jones, Foote, & Segal, 1985; Sara & Bouret, 2012). Activity of the LC during stress occurs
via its excitatory projections to sympathetic neurons, leading to upregulation of NE levels in the cortex that increase
arousal, which also depends on dopamine release (see section on Dopaminergic Cell Groups), whereas its inhibiting
projection minimizes the response of the parasympathetic neurons. In addition to its role during stress, the LC regulates
cardiovascular functions, nociception, and circadian rhythms. For example, there is a significant reduction in LC discharge
during sleep. This discharge becomes completely absent during rapid eye movement (REM) (see section on Sleep Cycle)
(Aston-Jones et al., 1985; Samuels & Szabadi, 2008).

Serotonergic Cell Groups

The serotonergic (5-hydroxytryptamine [5-HT]) raphe nuclei derive their name from the Latin word for “seam” because
their cell bodies are distributed through the midline of the brainstem. Situated along the medial tegmental field ventral to
the aqueduct (rostral) and the fourth ventricle (caudal), the raphe nuclei are divided rostrocaudally to dorsal raphe nucleus
(DRN), linear nucleus, median raphe nucleus, pontine nucleus, magnus raphe nucleus, pallidal raphe nucleus, and obscurus
raphe nucleus (Olszewski & Baxter, 1982). The rostral raphe nuclei in the midbrain and rostral pons form ascending
serotonergic projections to the forebrain, including the hippocampus, striatum, hypothalamus, and amygdala, as well as
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local and cerebellar projections. The caudal group, located in the caudal pons and medulla, connects with the spinal cord
and cerebellum.

Studies in rats using fluorescence labeling techniques, later confirmed in humans (Dahlstroem & Fuxe, 1964; Hornung,
2003), showed that the 5-HTepositive neuronal groups outnumber the other monoaminergic systems of the brainstem and
that all groups receive afferent projections primarily from limbic structures (Baker, Halliday, & Tork, 1990; Hornung, 2003).

Through activating serotonergic receptors (5-HT1 through 5-HT5) expressed throughout the CNS, the raphe nuclei
allow for modulation of major homeostatic and behavioral functions including appetitive, emotional, motor, cognitive, and
autonomic (Hornung, 2003). For example, stimulation of the dorsal raphe nucleus in cats induced behavioral inhibition and
eating in waking stage, whereas pharmacological reduction of serotonin led to insomnia, arousal, and sexual behavior
(Trulson & Jacobs, 1979; Ursin, 1976).

Dopaminergic Cell Groups

Neurons using dopamine as their primary neurotransmitter are located in the substantia nigra, the ventral tegmental area,
and the rostral linear nucleus of the ventral midbrain (Halliday & Tork, 1986; Paxinos & Mai, 2004). They form ascending
projections to basal forebrain and the striatum/basal ganglia, and are crucially involved in motor behavior, motivational
processes underlying the learning and execution of goal-directed behavior, possibly by adjusting synaptic plasticity
(Bjorklund & Dunnett, 2007; Schultz, Dayan, & Montague, 1997).

Electrical stimulation of this network in rats induces arousal as well as a positive reward state, with similar effects
observed after administration of DA agonists including amphetamine and cocaine acting through the DA metabotropic
receptors, D1 and D2 (Miller, Farber, Gatz, Roffwarg, & German, 1983). In contrast, DA antagonists reduce the reward
states during food or drug intake (Ikemoto & Wise, 2002). In humans, through the mesolimbic dopaminergic pathway, DA
is similarly associated with the development of addiction and the expression of compulsive behaviors, including food
craving and binge eating. In rats and humans, VTA, through mesolimbic projections to the substantia innominata in the
basal forebrain, as well as the striatum and to a lesser extent the amygdala, was found to mediate a broad range of functions
including movement, reward and motivation, novelty detection, and memory and learning (Beckstead, Domesick, & Nauta,
1979; Grove, 1988). Finally, motor dysfunction characterizing Parkinson disease is caused by loss of inhibitory projections
to the striatum after neuropathological lesions to the SN (Seidel et al., 2015).

Cholinergic Cell Groups

The cholinergic neurons of the basal forebrain, including the NbM, the medial habenular nucleus, and the medial septal
nucleus, represent major outputs of acetylcholine (ACh) in the CNS and expression sites of its synthesizing enzyme choline
acetyltransferase often used as a marker of the cholinergic cells (Mesulam, Mufson, Wainer, & Levey, 1983). These nuclei
receive reciprocal connections from limbic structures and the midbrain and their morphological features include radiating
dendrites that reach the medial forebrain bundle (Nieuwenhuys et al., 2008). In turn, they form outgoing fibers that
terminate at the thalamus and promote alertness in the cortex via the widespread release of ACh. Although not part of the
brainstem’s reticular network, the cholinergic neurons of the basal forebrain are considered components of the ARAS
because they exhibit abundant interconnections and functional overlapping with the brainstem’s reticular system (Paxinos
& Mai, 2004; Vincent et al., 1986).

In parallel with the other RF groups, experiments in cats implicate the basal forebrain nuclei in generating wakefulness
and REM sleep (Marrosu et al., 1995). Together with the dopaminergic system, ACh neurons also have a role in positively
rewarding activities and reinforcement during waking stage, including food intake (Inglis, Day, & Fibiger, 1994; Mufson,
Ginsberg, Ikonomovic, & DeKosky, 2003). ACh-based neuromodulation is also implicated in synaptic plasticity, memory,
and learning, whereas damage to basal forebrain structures can induce learning impairments and amnesia (McLin,
Miasnikov, & Weinberger, 2002). Both Alzheimer disease and Parkinson disease lesions target these structures in the early
stages of each disease, as shown by neuropathological studies and imaging biomarkers (Mesulam, Shaw, Mash, &
Weintraub, 2004; Muller et al., 2013; Teipel et al., 2014).

RETICULAR FORMATION MODULATES BEHAVIOR

The RF is crucial for multiple neuromodulatory functions, orchestrated via diffuse projections throughout the forebrain,
brainstem, and spinal cord (Hobson, McCarley, & Wyzinski, 1975). RF activity includes primary homeostatic regulation,
such as wakefulness and sleep, as well as behavioral modulation including mood, attention, and motivation. The contri-
bution of the RF to the sleep cycle and mood regulation is described next.
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Sleep Cycle

Sleep and wake cycles in mammals are active states of consciousness mediated via neuromodulatory nuclei of the
brainstem and hypothalamus, by promoting synchronization of the electroencephalographic activity in the brain during
arousal (Moruzzi & Magoun, 1995; Steriade, McCormick, & Sejnowski, 1993). Several brainstem nuclei of the RF are
critically involved in regulating the sleep cycle by forming excitatory projections to the thalamus, cortex, and basal
forebrain. These include the LC and DRN and their respective neurotransmitters, NE and 5-HT (Aston-Jones & Bloom,
1981; Boeve et al., 2007; Monti, 2010; Saper, Fuller, Pedersen, Lu, & Scammell, 2010).

Brainstem studies in cats and rodents demonstrate a reduction of firing activity in the DRN as the animal falls asleep.
This is followed by minimal activity during REM sleep (Trulson & Jacobs, 1979), which suggests a significant role for the
DRN in cortical activation as well as sensorimotor activity during the awake state (Monti, Jantos, & Lagos, 2010).
However, unlike ACh release by the NbM that initiates and maintains REM sleep (Vazquez & Baghdoyan, 2001), 5-HT
(and similarly NE) do not induce cortical arousal that accompanies REM and their levels during sleep remain low or absent.
Furthermore, 5-HT receptors are expressed in structures relevant to sleep and wake cycle, including the LC, DRN, cerebral
cortex, hippocampus, and thalamus. In this context, mutant mice lacking 5-HT1A or 5-HT1B receptors show extended
stages of REM compared to wild-type controls (Boutrel, Franc, Hen, Hamon, & Adrien, 1999). Conversely, activation of
5-HT1B via receptor agonist administration induced waking and negatively influenced REM sleep (Monti et al., 2010).

In humans, reduced levels of 5-HT were detected in ventricular CSF during non-REM, and during REM stages compared
with high 5-HT levels during waking (Zeitzer et al., 2002). Furthermore, individuals with neurodegenerative and mental
disorders affecting the DRN and 5-HT transmission, such as Alzheimer disease, Parkinson disease (Grinberg et al., 2009;
Grinberg, Rueb, Alho, & Heinsen, 2010; Theofilas et al., 2015), and major depression (Sutton, 2014), exhibit sleep dis-
ruptions at early stages of the disease, including insomnia. Anxiolytic medications in individuals with depression increased
5-HT firing/tone, improved sleep, and return sleepewake stages to their restorative functions (Sharpley & Cowen, 1995).

NE, released from the pontine nucleus LC to the thalamus, cortex, and spinal cord, has a crucial role in waking,
vigilance, and attention via activation of the adrenoreceptors a1 and a2. Similar to the DRN, LC neurons are active during
waking, decrease discharge during non-REM sleep, and cease firing during the REM stage. Excitation or inhibition of the
targeted neurons depends on NE receptor type. In canine studies, for example, blocking postsynaptic NE activity via
administration of a1 receptor antagonists induced sleep and narcoleptic symptoms (Nishino, 2007).

Studies in primates and rats demonstrate a shift from low LC tone related to inattentiveness, followed by increased
firing when the animal focused on a task (Aston-Jones & Bloom, 1981; Aston-Jones, Rajkowski, Kubiak, Valentino, &
Shipley, 1996; Hobson et al., 1975). In this context, NE levels increase most when a novel stimulus is introduced to a
situation, especially when a focused cognitive effort is required (Aston-Jones et al., 1996). On the other hand, 5-HT levels
show an increase during sustained levels of cortical activation and a decrease in response to novel stimuli, thus maintaining
cortical arousal and concentration while suppressing distracting stimuli (Schwartz & Roth, 2008). In this context,
individuals with a high degree of inattentiveness owing to sleep disruption, who are often regarded as having
attention-deficit hyperactivity disorder, benefit from noradrenergic-enhancing treatments that help them regain normal
sleep pattern and attention levels during waking (Siever & Davis, 1985).

Ingrained within the brainstem’s ARAS, the cholinergic pedunculopontine nucleus (PPN) shows sleepewake statee
related changes in firing activity while it promotes and maintains REM sleep via release of ACh and glutamate to the cortex
(Garcia-Rill, 1991; Hobson & Brazier, 1980; Saper et al., 2010). Lesions in the PPN in cats and rodents reduced REM
sleep and impaired the acquisition of several learning tasks, including spatial navigation (Dellu, Mayo, Cherkaoui, Le
Moal, & Simon, 1991; Shouse & Siegel, 1992). Furthermore, the gamma-aminobutyric acid-ergic and glycinergic
gigantocellular nucleus (Gi) of central pons and medulla fires at very slow rates during waking and slow-wave sleep,
whereas it increases activity in the REM stage. In cats, lesions of the Gi resulted in the complete elimination of REM and
loss of tonic muscular atonia which normally accompanies this stage (Hobson & Brazier, 1980; Jones, 1979).

Mood

Mood spectrum disorders, including major depression and bipolar disorders, are heterogeneous in nature and result from a
complex interplay of genetic, environmental, and social variables (American Psychiatric Association, 2013).

Animals studies and brain imaging in humans demonstrate the significance of subcortical monoaminergic circuitry in
mood regulation via ascending projections to brain regions including prefrontal cortex, hippocampus, and amygdala, areas
classically related to emotion regulation, reward, and executive function, all deregulated in individuals with depression and
bipolar disorders (Chaudhury et al., 2013; Krishnan & Nestler, 2008).
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It is well accepted that mood disorders result from impairments in neurotransmission at the level of the neuron, primary
involving neuromodulatory systems of subcortical origin (Manji, Drevets, & Charney, 2001; Nugent, Davis, Zarate, &
Drevets, 2013). Although not associated with gross brain pathology, mood disorders are often accompanied by
region-specific neuronal loss, as demonstrated by imaging studies showing a reduction in gray matter in forebrain limbic
regions (Drevets, Price, & Furey, 2008). Mood disorders are associated with abnormalities in monoaminergic neuro-
transmitter systems, which is highlighted by the fact that mood stabilizers and antidepressant medications act via these
systems and are crucial in maintaining disease remission.

The monoamine hypothesis for major depression resulted from findings in which 5-HT and NE upregulation showed
antidepressant effects in patients. Currently most antidepressant medications enhance monoaminergic neurotransmission
by inhibiting neurotransmitter reuptake or degradation, as exemplified by 5-HT reuptake inhibitors and oxidase inhibitors,
respectively (Nugent, Carlson, et al., 2013; Ruhe, Mason, & Schene, 2007). In this line, selective serotonin reuptake
inhibitors and other antidepressant drugs minimize symptoms of depression by elevating 5-HT transmission and receptor
levels (Haddjeri, Blier, & de Montigny, 1998). Upregulation of postsynaptic 5-HT1A receptor, which is decreased in
prefrontal regions in individuals with depression and bipolar disorders, is also a therapeutic outcome of antidepressant
response (Sargent et al., 2000, 2010). In parallel with 5-HT receptor changes, elevated 5-HT transporter function is also
considered a factor mediating pathophysiology in patients with unipolar and bipolar disorder, including adolescents, by
decreasing 5-HT availability in the brain, especially during stressful events (Cannon et al., 2007; Dahlstrom et al., 2000).

The monoamines dopamine and norepinephrine, which are supplied by brainstem’s SN and LC, respectively, are also
involved in regulating mood; and similarly to 5-HT, their levels are altered by antidepressant drugs, including receptor
agonists and reuptake inhibitors (van Enkhuizen et al., 2015; Zarate et al., 2004). Accumulating data from human imaging
studies and animal models of the disease suggest that increased activation of DA and NE underlie the positive/manic states
of the bipolar spectrum, followed by increased cholinergic functioning that underlies depression. Because these nuclei are
also targeted during the initial stages of neurodegenerative diseases, including Parkinson and Alzheimer diseases,
depression is an early symptom of these conditions, years before the onset of disease-defining symptoms (Chan-Palay &
Asan, 1989; Grinberg et al., 2009; Schrag, 2004; Theofilas et al., 2015).

In contrast to the reduced monoaminergic activity in depression and bipolar disorder, the cholinergic system appears
overresponsive in mood disorders (Picciotto, Higley, & Mineur, 2012). For example, individuals who are bipolar at the
manic stage experience depressive symptoms by increasing the levels of ACh by inhibiting ACh-downregulating enzyme
acetylcholine esterase. Furthermore, depressed individuals became worse after administration of ACh agonists or
muscarinic receptor agonists, whereas administration of scopolamine, a cholinergic receptor antagonist, had antidepressant
effects in patients with both unipolar and bipolar conditions (Drevets & Furey, 2010; Janowsky, Overstreet, & Nurnberger,
1994). These also improved cognitive performance, including increased concentration and higher scores in memory tasks,
both of which were significantly influenced by cholinergic neuromodulation.

CONCLUSION

Forming interconnections widely within the CNS, the reticular formation of the brainstem orchestrates neural circuits of
major clinical significance. These extend to basic homeostatic functions including cranial nerve reflexes, autonomic control
of heart rate, breathing, and control of the sleepewake cycle. Convergent results from clinical and animal studies support
the crucial role of the reticular system in the modulation of behavioral and emotional processing and experience via release
of a wide range of neuromodulatory neurotransmitters, whereas dysfunction in this network is implicated in the patho-
physiology of mood disorders and major neurodegenerative diseases. Overall, this evidence emphasizes the importance of
subcortical systems in health and disease and highlights the brainstem as a valuable target for therapeutic investigation.
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INTRODUCTION

Apathy is a prominent and important behavioral manifestation of many neurological and psychiatric diseases. Apathetic
patients lack feeling or emotion and show a lack of interest or concern. Apathetic behavior can be a difficult problem
among patients with neuropsychiatric illnesses such as depression, schizophrenia, traumatic brain injury (TBI), stroke,
Parkinson disease (PD), and the dementing illnesses. Apathy can also result from neuropsychiatric interventions such as
antipsychotic medications and psychosurgery, including cingulotomies and historically, prefrontal leukotomies. We can
now begin to unravel the underlying molecular and neuroanatomical basis of this behavioral disorder with the rapid
developments in neuroscience. This chapter discusses the definition and diagnosis of apathy, its molecular and neuro-
anatomical basis, and the manifestations in neuropsychiatric diseases.

DEFINITION AND DIAGNOSIS OF APATHY

Etymologically, “apathy” is derived from Greek apath�es, from a (“without”) þ “pathos” (suffering or emotion); it literally
refers to a state of lack of emotion. Rather than a general loss of emotion, this chapter focuses on apathy as a disorder of
motivation and initiation not attributable to diminished level of consciousness, and based on distinct clinical phenotype and
neural substrates. Marin (1991), who originally proposed apathy as an independent neuropsychiatric syndrome, defined it
as a disorder of motivation which leads to a loss of interest and a loss of emotional responses toward goal-directed
behavior. Levy and Dubois (2006) further defined this impairment in motivation as involving three different domains:
emotional-affective processing, cognitive processing, and autoactivation. Besides an emphasis on reduced motivation and
goal-directed behavior, other authors (Robert et al., 2009; Starkstein, Ingram, Garau, & Mizrahi, 2005) have stressed
deficits in emotional reactivity (Oyebode FSACP, 2008) and include a broader range of behaviors, for example, restricted
response to important life events, emotional indifference, and a lack of concern about one’s own health or functional status.

Although apathy is not included as a separate syndrome in the Diagnostic and Statistical Manual of Mental Disorders,
Fifth Edition (American Psychiatric Association APADSMTF, 2013) and the International Classification of Diseases, 10th
Revision (World Health Organization, 1992), apathetic behaviors can occur in the context of multiple neurological and
psychiatric conditions (Levy & Dubois, 2006). Apathy is arguably a central feature of other behavioral symptoms such as
depression and anhedonia (a lack of pleasure). Associated apathetic behaviors include anosodiaphoria (lack of concern),
anosognosia (lack of knowledge, usually for disease), alexithymia (inability to recognize one’s emotions), and abulia (a
lack of behavioral initiation) or akinetic mutism (Feil, Razani, Boone, & Lesser, 2003; Kirsch-Darrow, Marsiske, Okun,
Bauer, & Bowers, 2011; Marin, Butters, Mulsant, Pollock, & Reynolds, 2003; Nakaaki et al., 2008; Starkstein et al., 2005,
2009). In addition, apathy has strong association with cognitive decline, particularly with frontal lobe pathology and
among patients with dementia (Eslinger, Moore, Antani, Anderson, & Grossman, 2012; Landes, Sperry, & Strauss, 2005;
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Mortby, Maercker, & Forstmeier, 2012; Rapoport et al., 2001). There is evidence of some degree of apathy among
38e58% of community-dwelling elderly populations with no cognitive impairment, and apathy can occur among healthy
elderly people who have subtle changes in frontal white matter integrity and volume (Grool et al., 2014). In sum, apathy
can be a specific manifestation of a neuropsychiatric disorder or a secondary symptom associated with other related
neuropsychiatric symptoms or cognitive impairment.

CLINICAL VARIANTS, DIAGNOSIS, AND MEASUREMENT OF APATHY

In general, patients with apathy will have a significant reduction in initiating goal-directed behaviors along with decreased
psychomotor speed, a lack of emotional expression, and a lack of interest. The associated apathetic behaviors need further
definition.

1. Anosodiaphoria is a lack of emotional insight for the significance of a neurological deficit or a brain lesion. Patients
might be aware that they have a certain disability from neurological deficit, but they fail to show concern about it. Ano-
sodiaphoria is associated with frontal or parietal dysfunction, particularly from disturbances in the right hemisphere
(Mendez & Shapira, 2011; Prigatano, 2013).

2. Anosognosia is a deficit of self-awareness regarding personal illness. Patients with this clinical variant do not
consciously know that they have an illness, disability, or neurological deficit. This symptom usually occurs after the
lesion at right parietal lobe, and in combination with neglect (Jenkinson, Preston, & Ellis, 2011).

3. Alexithymia is an inability to identify and appreciate one’s own emotions. The patients may have a severe impairment
in emotional awareness that finally affects interpersonal relationships and social interaction. There may be difficulty in
appreciating the emotions of others, as well as the self, with a lack of empathy and decreased emotional responsiveness.
Individuals with alexithymia may have an impairment of semantic associations between feelings and the bodily
sensations of emotional arousal (Ramirez et al., 2001).

4. Abulia is a lack of motivation specifically for action or motor initiation that leads to global underactivity. Abulia may
lie on a spectrum of motivational impairment; it is more severe than apathy but less extreme than akinetic mutism
(Ghoshal, Gokhale, Rebovich, & Caplan, 2011; Vijayaraghavan, Krishnamoorthy, Brown, & Trimble, 2002).

5. Akinetic mutism (Athymhormia) (Habib, 2004) is the most severe form of apathetic behavior (Levy & Dubois, 2006).
These patients have an almost depleted will and motivation. They tend not to move (akinesia) or speak (mutism).
Although the patients demonstrate an extreme reduction in most motor functions, including movement, facial expres-
sions, and verbal output, they may occasionally track with their eyes and utter a word or short phrase. Some of these
patients are even unresponsive to painful stimuli (Ackermann & Ziegler, 1995; Demirtas-Tatlidede, Bahar, & Gurvit,
2013). This behavioral syndrome has multiple overlapping features with severe catatonia, which occurs in many psy-
chiatric conditions.

MEASUREMENT AND RATING SCALE

The clinical diagnosis of apathy usually relies on thorough neuropsychiatric interviews and mental status examinations.
Actigraph, a device for motor activity monitoring worn by the patients, may be used as a proxy for quantification of
psychomotor activity, but it lacks the sensitivity to detect differences among healthy control subjects and mild and moderate
apathetic patients (Muller, Czymmek, Thone-Otto, & Von Cramon, 2006). The most widely used measurement scales for
apathy are the Apathy Evaluation Scale (AES) and its variations, Apathy Scale 14 items, 10 items, and 7 items. These scales
have good validity and reliability (Clarke et al., 2011). Other apathy measures used in cognitively impaired population
include the Dementia Apathy Interview and Rating and the Apathy Inventory (Clarke et al., 2011; Leontjevas et al., 2012;
Robert et al., 2002). The Lille Apathy Rating Scale assesses apathy, particularly among patients with PD (Dujardin,
Sockeel, Carette, Delliaux, & Defebvre, 2013; Dujardin, Sockeel, Delliaux, Destee, & Defebvre, 2008; Sockeel et al.,
2006), and the IrritabilityeApathy Scale is useful for patients with Huntington disease (HD) and Alzheimer disease (AD)
(Clarke et al., 2011). Other psychometric scales that can measure apathy from its subscale include the Brief Psychiatric
Rating Scale, Positive and Negative Syndrome Scale, Scale for the Assessment of Negative Symptoms, Frontal System
Behavior Scale (FrsBe), Key Behavior Change Inventory, and Neuropsychiatric Inventory (NPI) (Oyebode FSACP, 2008).

MOLECULAR AND NEUROANATOMICAL BASIS OF APATHY

Apathy can result from damage to prefrontal areas of the brain. Regardless of the pathology, lesions in the anterior
cingulate cortex (ACC) or adjacent ventromedial prefrontal cortex (PFC) (vmPFC) are highly associated with apathy, and
injury to the region of the orbitofrontal cortex (OFC) can change a patient’s personality from high-achieving, exuberant,
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and outgoing to nonproductive, reticent to action, and lacking spontaneity and interest in socialization (Peters et al., 2006).
Patients with frontotemporal dementia (FTD), which results in early neurodegenerative in the vmPFC and other dementia
syndromes that involve these prefrontal areas, usually seek medical attention because of inertia and executive dysfunction
(Eslinger & Damasio, 1985) and decreased emotional reactivity (Boone, Miller, Swartz, Lu, & Lee, 2003; Mendez et al.,
2006; Rosen et al., 2004). Apathetic behaviors in patients with AD, mild cognitive impairment, schizophrenia, and bipolar
disorder may result from pathology especially affecting the dorsal part of the ACC (Bonelli & Cummings, 2007).

In addition to damage to prefrontal areas of the brain, apathy can result from disorders of the basal ganglia (BG), such
as PD, HD, and progressive supranuclear palsy. Patients with these neurological conditions often exhibit cognitive inertia,
executive dysfunction, and psychomotor slowness and may exhibit blunt facial expressions with reduction of emotional
reactivity (Levy & Dubois, 2006). Although some meta-analysis studies of poststroke apathy failed to document an
association with a specific location (van Dalen, Moll van Charante, Nederkoorn, van Gool, & Richard, 2013; Tang et al.,
2013), specific reports of patients with stroke or other lesions describe apathy from lesions in the bilateral caudate nuclei,
globus pallidus interna, and medial-dorsal thalamus (Adam et al., 2013; Quattrocchi & Bestmann, 2014; Rochat et al.,
2013; Singh, Mahgoub, & Klimstra, 2011; Vijayaraghavan, Vaidya, Humphreys, Beglinger, & Paradiso, 2008).

PREFRONTAL CORTEX IN PRIMATES

Much of our understanding of the brain’s motivation and reward systems is based on results from studies in nonhuman
primates. Those areas include ACC (Brodmann’s areas 24, 25, and 32), vmPFC (11, 10, and 32), and OFC (areas 11, 12,
13, and 14). Some areas overlap these prefrontal structures, especially 11 and 32 (Haber & Knutson, 2010).

In primates, the amygdala and hypothalamus, limbic areas representing basic instinct and reward processing, are closely
connected to these prefrontal structures (Levy & Dubois, 2006). These limbic areas and the brain stem send dopaminergic
inputs to ACC and vmPFC (Haber & Knutson, 2010; Kurniawan, Guitart-Masip, & Dolan, 2011). In the
“emotional-affective” model, the vmPFC and OFC are responsible for adding affective meaning to the motivational
process (Levy & Dubois, 2006) and their neuronal firing rate encodes value to stimuli. The OFC also encodes a wide range
of variables including positive and negative expected outcomes (Schultz, 2000), the cost of achieving an outcome, and the
chance of being successful with the choice of an outcome (Wallis & Kennerley, 2011). In addition, the ACC heavily
connects with the supplement motor area (SMA) and primary motor area; therefore, it is an area responsible for encoding
and selecting action that leads to reward-seeking behavior (Haber & Knutson, 2010; Kurniawan, Guitart-Masip, Dayan, &
Dolan, 2013). In monkeys, direct damage to the ACC and adjacent areas can lead to a significant reduction in internally
driven motor initiation compared with intact motor behavior triggered by external stimuli (Hadland, Rushworth, Gaffan, &
Passingham, 2003; Kennerley & Wallis, 2009; Thaler, Chen, Nixon, Stern, & Passingham, 1995).

PREFRONTAL CORTEX IN HUMANS

Functional neuroimaging techniques such as positron emission tomography (PET) and functional MRI (fMRI) demonstrate
the functional state of certain brain regions while patients undergo cognitive paradigms that elucidate motivation and
reward. Using these techniques, the vmPFC and OFC demonstrate increased activity from both sensory rewards (eg,
pleasant tastes, music, beautiful faces, visual stimuli) and abstract rewards (eg, money from a game) (Aharon et al., 2001;
Gottfried, O’Doherty, & Dolan, 2003; Haber & Knutson, 2010; Knutson, Wimmer, Kuhnen, & Winkielman, 2008;
O’Doherty, Hampton, & Kim, 2007). Whereas OFC is likely to respond to sensory stimuli and punishment (O’Doherty,
Dayan, Friston, Critchley, & Dolan, 2003), a medial subregion in vmPFC is more sensitive to abstract rewards (Haber &
Knutson, 2010; Knutson & Cooper, 2005). Taken altogether, in humans, OFC and vmPFC add an emotional component to
the context, a necessary part of the drive to initiate behavior. Thus, focal lesion in these brain regions can decrease the
motivational and reward value of stimuli and result in decreased emotional reactivity and “emotional-affective” apathy
(Levy & Dubois, 2006).

The ACC may have diverse roles in higher cognitive function and motor control. The ACC is an area involved in
choice prediction (Wallis & Kennerley, 2011), conflicts monitoring, and encoding action-reward associations (Croxson,
Walton, O’Reilly, Behrens, & Rushworth, 2009; Haber & Knutson, 2010; Kurniawan et al., 2013). Moreover, the ACC
projects to striatum, particularly caudate and ventral striatum, and this ACCeBG connection heavily implies that the ACC
has a support role in initiating and selecting motor actions. Patients with lesions in the ACC can present with the
“auto-activation” apathy subtype with decreased psychomotor activity, delayed initiation, and hesitation (Levy & Dubois,
2006), and event akinetic mutism when the condition is severe (Eslinger & Damasio, 1985; Grunsfeld & Login, 2006;
Njomboro, Deb, & Humphreys, 2012).
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The dorsolateral PFC (DLPFC) (Brodmann’s areas 9 and 46) is an area representing executive function. Decreases in
quantity and quality of executive function such as poor planning, hesitation, and slowness in rule-finding, set-shifting, and
memory retrieval occur in many patients with DLPFC lesions (Levy & Dubois, 2006). Lesions that cause disrupted
interconnections between the DLPFC and the caudate nucleus may cause deficits in motivation and goal-directed behavior
from executive dysfunction (Haber & Knutson, 2010). vmPFC and OFC are responsible for adding context-dependent
value to stimuli. The ACC supports initiating and selecting actioneoutcome association, and the DLPFC helps manage
executive-choice of action. All are crucial steps for motivation.

MOTIVATION AND REWARD SYSTEM: BASAL GANGLIA STRUCTURES
AND CORTICOSTRIATAL LOOP

The BG are complex subcortical nuclei that can be segmented into dorsal and ventral aspects. The dorsal aspect of the BG
include the caudate nucleus and putamen; the ventral aspect includes the nucleus accumbens (NAcc), globus pallidus
interna (GPi) and globus pallidus externa (GPe), the substantia nigra pars compacta and pars reticulate, and the subthalamic
nucleus (STN). Anatomically, they receive signals from different frontal cortices and project to the thalamic nuclei, which
in turn feedback to the prefrontal cortex. This “corticostriatal loop” has a critical role in effecting motivation and reward.

Afferent signals from PFC, amygdala, and thalamus to BG structures are major contributing factors in the reward and
motivation system (Humphries & Prescott, 2010). The act of choosing one action over another and appreciating outcomes
results in a reinforcement-activated blood oxygen leveledependent (BOLD) signal in both the dorsal and ventral striatum
(O’Doherty, 2004). Although the dorsal and ventral striatum resemble each other in many regards (Kurniawan et al., 2013,
2011), there are distinguishable neural circuits between the two divisions. Whereas both receive input from the PFC,
thalamus, and dopaminergic neurons in the ventral tegmentum (VTA), the ventral striatum uniquely receives input from the
hippocampus and amygdala complex. The neurons responsible for effortful processing, particularly for choosing low
compared with high physical effort options (Kurniawan et al., 2013, 2011), lie in the dorsal striatum. In contrast, mental
effort tasks tend to be associated with the ventral striatum (Haber, 2011). The ventral striatum is activated during reward
anticipation and the prediction of benefits from action (Croxson et al., 2009), even before the action is performed
(Kurniawan et al., 2013), and either unilateral or bilateral lesion at globus pallidus, especially GPi, can cause apathetic
behaviors including marked reduction in speech, movement, emotional expression, and motivation (Adam et al., 2013;
Singh et al., 2011; Vijayaraghavan et al., 2008).

STRUCTURAL AND FUNCTIONAL CONNECTIVITY IN APATHY

Advances in neuroimaging, particularly diffusion tensor imaging (DTI) from MRI data and fMRI, have disclosed dis-
connections of networks between brain regions in apathy. The results of DTI studies show a correlation between apathetic
behaviors and white matter disintegration in either the corticolimbic or corticobasal loops. One study found that the
severity of apathy among 72 healthy adults, significantly among women, was correlated with decreased fractional
anisotropy (FA), a measure of white matter integrity, in anterior thalamic radiations, superior longitudinal fasciculi, internal
capsule, and corpus callosum (Spalletta, Fagioli, Caltagirone, & Piras, 2013). Another study in patients with AD showed a
negative correlation with apathy score from NPI and DTI measures of white matter integrity in the left anterior cingulum,
right superior longitudinal fasciculus, splenium, body and genu of the corpus callosum, and bilateral uncinate fasciculi
(Hahn et al., 2013). A study in a patient with mild cognitive impairment from AD also showed a strong relationship
between severity of apathy and white matter abnormalities in the uncinate fasciculus and superior longitudinal fasciculus
(Cacciari et al., 2010), as well as white matter in the rostral ACC (Ota, Sato, Nakata, Arima, & Uno, 2012; Tighe et al.,
2012) and the right thalamus (Ota et al., 2012). Furthermore, aberrant connections between medial OFC and rostral ACC
were associated with the severity of apathy in schizophrenia (Ohtani et al., 2014), and abnormal projections from the
vmPFC probably accounted for some of the apathy in HD (Delmaire et al., 2013). Taken altogether, disconnection in the
structural connectivity of the corticolimbic system, especially the uncinate fasciculus, and the corticobasal system,
especially the cingulum, may impair motivation and lead to apathy.

Whereas DTI analysis demonstrates structural connection via white matter, fMRI shows connectivity based on tem-
poral statistical coincidence of the MRI BOLD signal. Intrinsic connectivity networks (ICN) emerge from the patterns of
fluctuated signals of BOLD activity during a task-free resting state, or task-related paradigm and coactivation between
brain regions (van den Heuvel & Hulshoff Pol, 2010). Many stable ICNs have been identified, but the three core ICNs are
the central executive network (CEN), the default mode network (DMN), and the salience network (SN). These ICNs
demonstrate strong relationships in both resting-state and task-related connectivity patterns. The DMN has posterior
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cingulate cortex (PCC) and medial PFC (mPFC) as key nodes for working memory and attention, especially during
task-free and internally focused tasks. The CEN, which has an important role in cognitive demand tasks, has DLPFC and
the posterior parietal cortex (PPC) as key nodes (Menon, 2011).

Apathy may be particularly related to dysfunction of the SN. The SN, which is anchored in the dorsal ACC and
frontoinsular cortex, contributes to emotional salience by integrating interoceptive autonomic and emotional information
(Menon, 2011; Seeley et al., 2007). One study showed that apathetic patients with depressive disorder had lower ICNs
involving NAcc with amygdala, caudate, putamen, and thalamus compared with nonapathetic depressed patients
(Alexopoulos et al., 2013). Another study found that compared with nonapathetic depressed patients and control subjects,
apathetic depressed patients were distinguished by decreased intrinsic SN connectivity, especially on the right hemisphere,
and increased connectivity between right anterior insula (AI) node in SN and right DLPFC in CEN (Yuen et al., 2014). The
same pattern of decreased intrinsic SN connectivity and increased connectivity between SN and CEN occurred among
patients with schizophrenia and negative symptoms (Manoliu et al., 2013). Other studies using fMRI with an economic
game paradigm emphasized that the SN, particularly the AI node, may help in reward processing (Gradin et al., 2013),
especially in anticipation of reward magnitude (Croxson et al., 2009; Stoppel et al., 2011; Tanaka, Yamada, Yoneda, &
Ohtake, 2014), and in switching and linking between CEN and DMN (Palaniyappan, White, & Liddle, 2012). fMRI studies
suggest that the SN has a crucial role in reward processing, and therefore a dysfunction within SN or disconnection be-
tween SN and other brain regions may cause an impairment in emotion processing, decreased perception of reward, and
apathy.

The diagram in Fig. 21.1 integrates all data from both structural and functional studies to summarize areas representing
different aspects of apathy.

DOPAMINE REGULATION IN MOTIVATION AND REWARD SYSTEM

Dopamine strongly modulates the interconnections of prefrontal cortex and the corticobasal loop, critical neural correlates
in the motivation and reward system. There are projections from dopamine neurons in the VTA to ventral striatum (NAcc),
dorsal striatum, PFC, amygdala, and hippocampus, which comprise the mesolimbic system. Dopamine transmission to the
PFC and striatum has a major role in reward-seeking behaviors. Most projections from prefrontal and prelimbic cortices,
which project to ventral striatum, are involved in adding an affective component to reward, emotional reaction to

FIGURE 21.1 Brain areas associated with different aspects of apathy. Different brain regions have been associated with different aspects of apathy
on the right. PMA, premotor area; SMA, supplementary motor area; PPC, posterior parietal cortex; dIPFC, dorsolateral prefrontal cortex; AI, anterior
insular; ACC, anterior cingulate cortex; NAcc, nucleus accumbens; GP, globus pallidus; SN, substantia nigra; STN, subthalamic nucleus; PCC, posterior
cingulate cortex; vmPFC, ventromedial prefrontal cortex; OFC, orbitofrontal cortex; CEN, central executive network; SN, salient network; DMN, default
mode network.

Apathy: Frontal and Basal Ganglia Circuits Chapter | 21 331

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



environment, and a sense of reward magnitude; whereas the corticostriatal projections from dorsolateral and cingulate
cortices to dorsal and ventral striatum are predominantly involved in more cognitive oriented processes, for example,
executive and motor control. These phenomena are largely driven by the dopaminergic pathway with D1 and D2 receptors.
Phasic dopamine bursts from cortical regions to striatum, by activating long-term potentiation, promote “acting and
performing” via D1 receptor signaling in the “direct” nigrostriatal pathway. Tonic dopaminergic activity activates D2
receptor signaling in the “indirect” striatumepallidum pathway and halts “moving and executive functioning” by
long-term depression of neurons, mainly in mPFC. Therefore, coordination of D1 and D2 activations will modulate striatal
plasticity and influence motor movements and cognitive functioning to achieve goal-directed behaviors (Wickham et al.,
2013). A deficit in dopaminergic activity in these brain regions usually causes impairments of motivation in one aspect or
more. Examples of this model are PD, HD, and schizophrenia, diseases which directly affect dopaminergic activity in SN,
STN, and PFC, respectively. These disorders cause not only executive dysfunction but also a reduction in emotion
expression, which are symptoms of apathy. These findings suggested that dopamine is a major neurotransmitter that is
responsible for motivation-driven behaviors, and a dysregulation in dopaminergic activity may lead to apathetic behaviors.

APATHY IN NEUROPSYCHIATRIC DISEASES

Traumatic Brain Injury

The prevalence of apathy caused by TBI with one or more episode of loss of consciousness ranges from 20% to 70% of
patients (Al-Adawi et al., 2004; Landes et al., 2005). This condition is distinct from the 3e9% of apathy reported with
chronic traumatic encephalopathy, a neurodegenerative condition that is more specific to professional athletes with
repeated exposure to brain trauma regardless of loss of consciousness (Gavett et al., 2011; McKee et al., 2013; Stern et al.,
2013; Victoroff, 2013). The discrepancy of prevalence of apathy among TBI studies probably results from selection bias
and different measurements of apathy. Some studies indicate that TBI-induced apathy is associated with depression
(Andersson, Krogstad, & Finset, 1999; Kant, Duffy, & Pivovarnik, 1998), whereas others do not show such a relationship
(Knutson et al., 2014). According to the level of cognitive function, some studies demonstrate an increasing frequency of
apathy with greater cognitive impairment (Starkstein & Leentjens, 2008). Apathy also tends to develop in patients with
TBI who have severe disability on the Glasgow Outcome Scale (Ciurli, Formisano, Bivona, Cantagallo, & Angelelli,
2011). Other factors associated with apathy after TBI are sleep disturbances, memory deficits, executive dysfunction, and
psychomotor slowness (Andersson & Bergedalen, 2002; Rao et al., 2013).

Results from studies on the neuroanatomical correlation of TBI-induced apathy show involvement of the ACC, insulae,
and corticobasal loop. One study shows associations between TBI-induced apathy and damage to subcortical areas and the
DLPFC (Finset & Andersson, 2000). Both mPFC and DLPFC are associated with a reduction in motivation (Paradiso,
Chemerinski, Yazici, Tartaro, & Robinson, 1999). In a study using voxel-based lesion-symptom mapping in TBI, the
ACC, insulae, and inferior and middle PFC are more damaged in apathetic veterans compared with nonapathetic control
subjects, whereas loss of white matter integrity in the corona radiata and corpus callosum correlated with the severity of
apathy (Knutson et al., 2014).

Schizophrenia

Schizophrenia is a major psychiatric disorder which affects patient’s perception, thoughts, and behavior. Symptoms in
schizophrenia can be positive or negative. Positive symptoms include perceptual disturbances, thought disturbances, and
disorganized behaviors. Negative or deficit symptoms include apathy as well as blunted affect, emotional withdrawal, social
withdrawal, and lack of spontaneity. Negative symptoms and apathy reduce quality of life, increase functional disability and
burden of illness, and worsen long-term outcomes (Chue & Lalonde, 2014). Apathy can occur right after the first episode of
psychosis or can manifest later as part of a deficit syndrome. Executive dysfunction can also occur in either first-episode
psychosis or as part of chronic psychosis (Faerden et al., 2009). Data from one long-term follow-up study demonstrate
that nearly 30% of patients may experience apathy 10 years after the onset of schizophrenia (Evensen et al., 2012).

The negative symptoms of schizophrenia usually correlate with reduced activation or hypometabolism of the PFC
(Gruber, Chadha Santuccione, & Aach, 2014). Decreased activation of the ventral striatum is consistently correlated with
the severity of apathy and negative symptoms when anticipating a reward from an economical game (Gradin et al., 2013;
Juckel et al., 2006; Simon et al., 2010). In apathetic schizophrenics, there is also a higher volume of loss in the ACC
compared with nonapathetic schizophrenic people and healthy control subjects (Takayanagi et al., 2013). These studies
suggest that apathy among patients with schizophrenia may be associated more with decreased motivation and reward
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processing (ACC and ventral striatum) versus a less specific executive dysfunction. Among individuals with schizophrenia,
white matter disintegration between medial OFC and rostral ACC is associated with anhedonia-asociality and
avolition-apathy in one DTI study (Ohtani et al., 2014); whereas another DTI study demonstrates correlations between
negative symptoms and abnormalities in white matter tracts between ventral striatum and medial OFC (Bracht et al., 2014).
On fMRI studies, negative symptoms in schizophrenia correlate with decreased intrinsic connectivity in SN and increased
connectivity between SN and CEN (Manoliu et al., 2013), whereas in another study the negative symptoms correlate with
reduced functional connectivity from anterior insula to other brain regions (Gradin et al., 2013). These studies suggest that
dysfunction within the SN, and the disconnection between the SN and other networks, may have a crucial role in apathy
among people with schizophrenia.

Stroke

Apathy is one of the most important behavioral sequelae of stroke. The prevalence of stroke-induced apathy ranges from
15.2% to 71.1% (Caeiro, Ferro, & Costa, 2013). Apathy can occur as early as the short-term phase (within a day) or as late
as 15 months after the stroke event. As many as 41% of patients with apathy after an acute stroke remained apathetic after
1 year of follow-up (Caeiro, Ferro, Pinho, Canhao, & Figueira, 2013). In a study that observed patients up to 5 years after
stroke, investigators report that numbers of patients with apathy increased from 26.7% to 38.6% (Brodaty, Liu, Withall, &
Sachdev, 2013). The type of stroke, whether ischemic or hemorrhagic, did not influence the incidence of poststroke apathy.
Apathy can also result from gradually accumulated subcortical microvascular pathology, for example, cerebral arteriopathy
autosomal dominant with subcortical infarcts and leukoencephalopathy (Reyes et al., 2009). Poststroke apathy results in
decreased quality of life for patients and increased burden and distress in caregivers (Tang, Lau, Mok, Ungvari, & Wong,
2014). Clinically significant depression can coexist in 10e20% of patients with poststroke apathy, but the severity of
depression in apathetic patients is not different from that for nonapathetic patients. Cognitive impairment is more common
in patients with apathy than for patients without apathy, and the severity of cognitive impairment in apathetic patients tends
to be more severe than in nonapathetic patients (van Almenkerk, Smalbrugge, Depla, Eefsting, & Hertogh, 2014). Many
case reports (Ioannidis et al., 2013; Spalletta, Cravello, et al., 2013) and caseecontrol studies emphasize a strong asso-
ciation between poor reward sensitivity and apathetic behaviors with stroke locations involving the left hemisphere or
subcortical areas of the corticobasal loop (Hama et al., 2007; Onoda et al., 2011; Rochat et al., 2013). Results from two
meta-analyses, however, do not show a stronger association between those areas and poststroke apathy compared with
other locations (Caeiro, Ferro, & Costa, 2013; van Dalen et al., 2013)

To date, there is only one positive randomized, controlled drug trial for the specific treatment of poststroke apathy. In
that study, nefiracetam shows superior efficacy in reducing apathy compared with placebo among patients with poststroke
depression (Robinson, Jorge, Clarence-Smith, & Starkstein, 2009). Donepezil has modest efficacy in reducing apathetic
behaviors from open-labeled studies, and there are case reports of favorable effects on apathy from bromocriptine,
methylphenidate, ropinirole, zolpidem, and selegiline (van Dalen et al., 2013). Escitalopram and problem-solving therapy
may be useful in preventing the emergence of poststroke apathy within 3 months after the acute stroke. Data from that
study show that participants who received placebo were 3.47 and 1.84 times more likely to develop poststroke apathy
compared with patients who received escitalopram and problem-solving therapy, respectively (Mikami et al., 2013).

Parkinson Disease

PD is a neurodegenerative disease that affects the substantia nigra, especially par compacta, and it results in motor and
nonmotor symptoms. Patients usually acquire nonmotor symptoms, for example, executive dysfunction, dementia,
depression, and apathy in later stages of the disease. Apathy can occur as an independent nonmotor symptom or may be
associated with depression, severity of motor symptoms (Santangelo et al., 2013), and dementia (Emre et al., 2007;
Dujardin, Sockeel, Delliaux, Destee, & Defebvre, 2009). Up to 47.9% of patients with PD may have apathy without other
nonmotor symptoms; however, the prevalence of apathy coexisting with other nonmotor symptoms may be as high as 70%
(Santangelo et al., 2014). The neuroanatomy of apathy in PD is linked to cortical atrophy in the inferior frontal gyrus,
insular, right ACC, and right precuneus in one study using voxel-based morphometry (VBM) (Reijnders et al., 2010).
Another study, using shape analysis from spherical parameterization, reports that the degree of apathy correlates with
volume loss in the ventral striatum and head of caudate nucleus (Carriere et al., 2014). Data from a study using
11C-raclopride PET concludes that patients with PD who have apathy have lower dopamine transmission in DLPFC, OFC,
ACC, and PCC (Thobois et al., 2010). In conclusion, studies show that apathy among patients with PD is a complex
behavior involving many brain regions. This circuit includes the inferior frontal (vmPFC and OFC), DLPFC, insular, ACC,
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ventral striatum, and caudate nuclei, all of which are related to the reward and motivation pathway. However, to date there
is a lack of data about neural correlates of apathy from connectivity studies. Further evidence from fMRI and DTI analysis
of apathy in PD is needed.

Treatment of PD with deep brain stimulation (DBS), particularly of the STN but also the globus pallidus (GP), can cause
apathy. Nonmotor fluctuations in everyday life (Thobois et al., 2010) and preoperative dyskinesia (Higuchi et al., 2014) are
independent predictors for the development of postoperative apathy. Among patients with PD who underwent DBS, it is
possible that apathy results from dopamine dysregulation in the mesolimbic pathway but not as a direct effect of stimulation
of STN. Because apathy usually occurs after 3 months of DBS and after the cessation of dopaminergic medication
(Castrioto, Lhommee, Moro, & Krack, 2014), it may be difficult to distinguish between apathy induced by the cessation of
dopaminergic medication after DBS, or the direct effect of stimulation of limbic parts of the STN (Drapier et al., 2006). One
study directly compared the prevalence of apathy between the best medical treatment and DBS and the best medical
treatment without DBS; the results showed no difference in the prevalence of apathy between the groups (Schuepbach et al.,
2013). Moreover, data from drug trials, both controlled and open, demonstrate that apathy is reversible after the introduction
of dopaminergic medication such as piribedil (Thobois et al., 2013) and ropinirole (Czernecki et al., 2008).

Medications may decrease apathy in PD. Data from a controlled trial with a small number of patients showed that
L-dopa may increase motivation in some apathetic patients with PD (Dujardin et al., 2009). A meta-analysis showed that
pramipexole may be useful in helping motivational symptoms according to the Unified Parkinson Disease Rating Scale
(Leentjens et al., 2009), and rotigotine may improve certain apathetic behaviors measured by the Non-Motor Symptoms
Scale (Ray Chaudhuri et al., 2013). In randomized controlled trials with small numbers of patients with PD who underwent
STN-DBS, piribedil (Thobois et al., 2013) and methylphenidate (Moreau et al., 2012) may reduce apathy and depression.
Results from a multicenter, randomized, placebo-controlled trial also suggest that rivastigmine may be helpful in allevi-
ating moderate to severe symptoms of apathy in patients with PD who do not have dementia or depression and who are
already optimized with a dopaminergic agent (Devos et al., 2014).

Huntington Disease

HD is an inheritable trinucleotide-repeat neurodegenerative disease that predominantly affects striatum in BG. Patients
carrying the mutation display chorea in early stages followed by akinesia and sometimes dystonia in late stages. Because
both caudate and putamen usually become atrophic over the course of the disease, apathy can occur as a neuropsychiatric
symptom in HD along with irritability/aggression, depression, and psychosis. Apathy and neuropsychiatric symptoms tend
to be more common as the disease progresses (Tabrizi et al., 2013). One large study with 1993 HD mutation participants
reported moderate to severe apathy, measured by the Unified HD Rating Scale, among 11.8% patients in stage 1 and 54.6%
patients in stages 4 to 5 (van Duijn et al., 2014). The prevalence can be as high as 76% in symptomatic patients (van Duijn,
Kingma, & van der Mast, 2007). Even in asymptomatic stages, many pre-HD participants (asymptomatic patients with
mutation) exhibit higher apathy scores compared with normal control subjects (Duff et al., 2010). Many studies consis-
tently demonstrate that apathetic behaviors in HD are not correlated with depression (Naarding, Janzing, Eling, van der
Werf, & Kremer, 2009). Apathy can occur together with executive dysfunction and other neuropsychiatric symptoms
(Rosenblatt, 2007). Although the prevalence of apathy correlates with the duration of the illness, the stability of apathy
over time is unclear. One study shows that 41% of patients with HD who are diagnosed with apathy at baseline may be free
of apathy after 2 years’ follow-up (Reedeker et al., 2011), whereas another study from the same group of authors finds no
significant change in the prevalence and severity of apathy after 2 years of observation (van Duijn et al., 2014).

Neuroimaging studies in HD provide evidence of reduced dopamine in patients who are either pre-HD or symptomatic.
Both striatal D1 and D2 receptor levels are reduced by 45e50% and the loss progresses by 3e5% per year. Because striatal
networking for motivation and reward processing are mainly driven by dopaminergic activity, apathy can result from lower
dopamine levels in this circuitry (Ginovart et al., 1997; van Oostrom et al., 2009). Regarding neural correlates with apathy
in HD, one study explores structural connectivity and apathetic symptoms. Using problem behaviors assessment for HD,
this study finds that the severity of apathy correlates with the degree of loss of white matter integrity in the gyrus rectus and
vmPFC (Delmaire et al., 2013). The authors hypothesize that this location is responsible for reward and motivation, or
reward insensitivity.

Alzheimer Dementia

AD is the most common neurodegenerative disease. The typical process of AD usually occurs in elderly individuals,
starting with memory impairment (amnesia) and progressing to other neurocognitive domains. This pattern of deterioration
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reflects the neuropathology, amyloid plaques and tau-positive neurofibrillary tangles, usually starting in the medial
entorhinal cortex and hippocampus, and later spreading to other brain regions. Apathy is one of the most frequent
behavioral and psychological symptoms in dementia present in AD. Apathy is usually associated with a higher severity of
the disease, with reports of prevalence of apathy in as many as 72% of patients with AD (Mega, Cummings, Fiorello, &
Gornbein, 1996). Using single-photon emission computed tomography and PET, many studies show a correlation of
atrophy with hypoperfusion and hypometabolism in the ACC and cingulate gyrus. Some studies also demonstrate cor-
relations of atrophy with changes in the OFC or DLPFC. On structural MRI data, there is a significant correlation between
apathy and atrophy in the ACC and OFC. In addition, the presence of white matter hyperintensities in frontal areas
correlates with the presence of apathetic behaviors (Theleritis, Politis, Siarkos, & Lyketsos, 2014).

The first DTI study of apathy in mild AD showed a correlation of apathy with decreased measures of white matter
integrity in the left anterior cingulum (Kim et al., 2011). Another report in a patient with amnestic mild cognitive
impairment found strong relationships between the severity of apathy and changes in the uncinate fasciculus, superior
longitudinal fasciculus (Cacciari et al., 2010), and white matter in rostral ACC (Ota et al., 2012; Tighe et al., 2012) and
right thalamus (Ota et al., 2012). A further study shows a negative correlation between apathy scores, using NPI, and the
left anterior cingulum, right superior longitudinal fasciculus, splenium, body and genu of the corpus callosum, and bilateral
uncinate fasciculus (Hahn et al., 2013).

In studies of functional connectivity, alterations in DMN and SN are major findings in AD and other neurodegenerative
diseases (Seeley, Crawford, Zhou, Miller, & Greicius, 2009). One study correlates increased activity of the SN with
hyperactivity syndrome (agitation, irritability, aberrant motor behavior, euphoria, and disinhibition) (Balthazar et al.,
2014). However, investigators have yet to link apathy to a specific network in AD.

There have been a number of studies of treatments for apathy in AD. The Apathy in Dementia Methylphenidate Trial, a
6-week, randomized, placebo-controlled trial with methylphenidate, reports improvement in apathy on the NPI but not the
AES, in 21% of the treated patients, compared with 3% in the placebo group (Rosenberg et al., 2013). Modafinil, another
dopamine modulating agent, failed to improve symptoms of apathy significantly in a randomized controlled trial (Frakey,
Salloway, Buelow, & Malloy, 2012). Donepezil may be helpful in reducing apathy as a secondary outcome in one ran-
domized controlled trial (Gauthier et al., 2002). In another study, donepezil does not reduce apathetic behaviors but is better
than placebo in preventing the emergence of apathy (Waldemar et al., 2011). Finally, data from a large open-labeled study
show that rivastigmine can reduce apathetic behaviors over 12 months of treatment (Gauthier, Juby, Dalziel, Rehel, &
Schecter, 2010).

Frontotemporal Dementia

Frontotemporal lobar degeneration (FTLD) is a group of neurodegenerative disorders that have a distinct degenerative
pattern. Behavioral variant frontotemporal dementia (bvFTD), with early involvement in medial frontal lobes, can
result in a significant change in behavior and personality, especially apathy, which occurs as an early manifestation in
up to 84% of patients (Rascovsky et al., 2011). At the same stage of disease, patients with bvFTD have a higher rate
of neuropsychiatric symptoms, including apathy, compared to patients with AD (Joshi et al., 2014). Apathy in bvFTD
is associated with less daytime activity measured by ActiGraph, and a higher caregiver burden (Merrilees et al.,
2013). Regarding its neuroanatomical correlation, VBM data in FTLD patients from one study showed an association
between apathy, measured by the FrsBe, and reduced gray matter density in bilateral DLPFC (especially on the right),
right OFC, right temporoparietal junction, anterior cingulate cortex, and right putamen (Zamboni, Huey, Krueger,
Nichelli, & Grafman, 2008). Results from another study also indicated dorsal ACC and DLPFC as areas associated
with apathetic behaviors (Massimo et al., 2009). Using the AES, the right caudate, posterior middle and posterior
inferior temporal gyri, and right temporoparietal junction were associated with severity of apathy (Eslinger et al.,
2012). In an MRI study using tensor-based morphometry, the emotional apathy score from the Scale for Emotional
Blunting (Joshi et al., 2014), correlated with volume loss in the right anterior temporal region (Lee et al., 2014).
Results from two FDG-PET studies, which used the apathy subscale from the NPI, showed conflicting results. One
study failed to show a significant correlation of severity of apathy with a hypometabolic pattern (Peters et al., 2006),
whereas the other found decreased glucose uptake in bilateral frontomedial and DLPFC (Franceschi et al., 2005).
DTI analysis of data from our own cohort showed that the emotional apathy subscale from FrsBe correlated
with decreased FA value of uncinated fasciculus (unpublished data). These results demonstrate a trend of association
of dysfunctions in amygdala, DLPFC, OFC, ACC, vmPFC, striatum, and temporoparietal junction with apathy
in FTD.
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GENETICS STUDIES OF APATHY

There are limited numbers of studies on the genetics of apathy. Although dopaminergic neurons have been the center of
attention in studies on the motivation system for many years, a correlation between dopamine-related genes and severity
of apathy is not established. The only positive genetic association came from a study of 963 healthy participants, 213 of
whom had apathy, which showed an association between the single nucleotide polymorphism (SNP) in the catechol-O-
methyltransferase (COMT) gene (rs4680) and a lower risk of apathy (Mitaki et al., 2013). The authors concluded that the
SNP in the COMT gene leads to a reduction in COMT activity and increased dopamine in the PFC. Those with apathy also
had more severe depression, so it was possible that this gene affected not only motivation but also the mood state (Mitaki
et al., 2013) (Table 21.1).

Another way to understand the genetic aspects of apathy is to study diseases associated with apathy. The next section
summarizes the genetic association with apathy in each disease. Details about its prevalence, clinical association, and
neuroanatomical correlation are described in the previous section on apathy in neuropsychiatric diseases.

Huntington Disease

The Huntingtin gene is responsible for HD. It has a segment containing a cytosineeadenineeguanine (CAG) trinucleotide
repeat. Usually an individual who has fewer than 36 repeats will not develop symptoms whereas a person with 36 to 38
repeats may or may not develop symptoms (Walker, 2007). In asymptomatic carriers who are CAG expansion positive
(repeat � 39), there is a higher level of apathetic behaviors on the FrsBe apathy subscale compared with normal control
subjects. In that study, although the degree of apathy in carriers did not meet a pathological threshold, the findings reflected
a major genetic influence for apathetic behaviors in HD even in the asymptomatic phase (Duff et al., 2010).

Parkinson Disease and Parkinsonism

Most PD is idiopathic; only a minority has an inheritable form of PD. To date, no specific gene has been linked to apathy in
PD; however, genetic loci have been associated with specific phenotypes of PD. A dominantly inherited late-onset PD with
Lewy body pathology, which is clinically indistinguishable from idiopathic PD, can occur with mutation of SNCA and
LRK2. Mutations in PARK2 and PINK1 may cause recessively inherited, early-onset or X-linked atypical parkinsonism,
whereas mutations in microtubule-associated protein tau (MAPT) gene can cause familial parkinsonism and FTD (Lin &
Farrer, 2014).

TABLE 21.1 Strong Candidate Genes Associated With Apathy in Pertinent Diseases

Disease Gene Location Full Name

AD PSEN1
PSEN2
APP
APOƐ4

14q24.3
1q42.13
21q21.3
19q13.32

Presenilin 1
Presenilin 2
Amyloid precursor protein
Apolipoprotein Ɛ4

FTD C9ORF72
GRN
MAPT

9p21.2
17q21.31
17q21.31

Chromosome 9 open reading frame 72
Progranulin
Microtubule-associated protein tau gene

HD HTT 4p16.3 Huntingtin

PD GBA
SYT11/RAB25
RAB25
LRRK2
SNCA
PARK2
PINK1
MAPT

1q22
1q21
1q22
12q12
4q22.1
6q26
1p36.12
17q21.31

Glucosidase beta acid
Synaptotagmin
RAS-associated protein
Leucine-rich repeat kinase 2
Synuclein alpha
Parkin
PTEN-induced putative kinase
Microtubule-associated protein tau

Schizophrenia DRD2
DGS/COMT

11q23.2
22q11.21

Dopamine receptor D2
DiGeorge syndrome/Catechol-O-methyltransferase
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Alzheimer Dementia

Most AD is sporadic. However, 1e15% of early-onset AD has an autosomal dominant inheritance caused by one of three
genes; amyloid precursor protein, presenilin 1, or presenilin 2 (Jarmolowicz, Chen, & Panegyres, 2014). In AD, there is no
clear association of any of these genes with apathy; however, apolipoprotein ε4 carriers may show a higher frequency of
apathy than do noncarriers (Monastero et al., 2006). One study demonstrated a negative association of apathy with variable
number of tandem repeats of the serotonin transporter VNTR 5HTTLPR (Proitsi et al., 2012). The results from another
study found that T-allele carriers of the 30 untranslated region prion-like protein had more apathy along with many other
neuropsychiatric symptoms (Flirski et al., 2012).

Frontotemporal Dementia

As noted, apathy is one of the most common manifestations in an early stage of bvFTD (Rascovsky et al., 2011). Most
FTD cases are sporadic; currently only 10e15% of patients with bvFTD have a known mutation, which has autosomal
dominant transmission (Snowden et al., 2013). These familial forms usually result from mutations in the progranulin
(GRN) gene, in noncoding expanded hexanucleotide repeats in the chromosome 9 open reading frame 72 (C9ORF72), or
in the MAPT gene. Rarer genetic forms of bvFTD involve valosin-containing protein, charged multivesicular body protein
2B, TAR DNA-binding protein, or Ubiquilin 2 (Jarmolowicz et al., 2014). GRN encodes the progranulin protein, a growth
factor involved in wound healing and inflammation. As mentioned in PD, MAPT mutations can occur in families with FTD
and parkinsonism. C9ORF72, or the presence of expanded GGGGCC hexanucleotide repeats, is also highly associated
with motor neuron disease, particularly amyotrophic lateral sclerosis. Carriers of C9ORF72 may display clinical syn-
dromes of bvFTD or FTD-motor neuron disease and may have more apathetic behaviors than do noncarriers (Snowden
et al., 2013; Sha et al., 2012). One review indicated that GRN mutation was highly specific to apathy and social withdrawal
(Seelaar, Rohrer, Pijnenburg, Fox, & van Swieten, 2011); another review concluded that phenotypes from these mutations
were heterogeneous (Petkau & Leavitt, 2014).

Schizophrenia

Investigators have linked a number of genetic mutations to schizophrenia; however, most of these loci studies yield
conflicting results. These studies did not investigate apathy as an isolated syndrome; rather, they integrated apathy with
other negative symptoms. One genetic condition that is probably highly associated with negative symptoms is the
22q11.2 deletion syndrome (DiGeorge syndrome/velocardiofacial syndrome) (Schneider et al., 2014). This condition is
also associated with the Val/Met polymorphism in the COMT gene (Schneider et al., 2012). An investigation in a
Japanese population suggested that there was an association between the negative symptoms with the Cys311 allele in
the DRD2 gene, and this result has since been replicated in a Malaysian cohort (Zahari, Teh, Ismail, & Razali, 2011). In
addition, the Val-allele of rs4680 and rs4818 polymorphisms in the COMT gene may correlate with negative symptoms
in Chinese and Korean populations (Kang et al., 2012; Li et al., 2012). In contrast, results from a meta-analysis from two
genome-wide association studies did not show an association between negative symptoms and these genes (Xu et al.,
2013).

At this point, linkages between apathy and human genes are not completely established. There are still many gaps
in knowledge that require future research. One question is how dopamine genes are associated with apathy in the
general population. Another mystery is why specific mutations in dopamine gene do not always affect motivation and
apathy. Defining the interactions between apathy-related genes is important and can clarify the genetic relationship to
apathy.

SUMMARY

Executing an intact goal-directed behavior requires multiple-step cognitive processing. Therefore, different apathetic be-
haviors result from different impaired processes along motivationeactionereward pathways. Critical regions in the PFC
and BG have to work in concert as a “corticobasal loop” to evaluate motivation and reward, value the stimuli, recruit a
higher cognitive function to plan for an action, choose the appropriate amount of effort to achieve a certain goal, and give
feedback on the action. Future research using an integrated model between genetic findings, neural correlates, and neu-
rotransmitters may be helpful in understanding this heterogeneous syndrome in a more comprehensive way.
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EMOTIONAL DYSFUNCTION IN PSYCHOPATHOLOGY AND NEUROPATHOLOGY:
NEURAL AND GENETIC PATHWAYS

In our view, emotions are “short-lived psychological-physiological phenomena that represent efficient modes of adaptation
to changing environmental demands” (Levenson, 1994). As depicted in Fig. 22.1, emotions are initiated by appraisal
processes, often rapid and unconscious but sometimes more protracted and conscious, and produce coordinated changes in
disparate physiological systems including facial expression, voice, somatic muscles, and autonomic nervous system
(Levenson, 2003). Subjective emotional experience (the “feelings” we have when in the throes of an emotion) arises from
interoceptive and proprioceptive processing of visceral and somatic information and sensations that are produced when
these physiological systems are activated (Levenson, 2003).

Emotional functioning in humans is incredibly durable. Emotions are generated by phylogenetically ancient,
well-conserved neural circuits (Rosen & Levenson, 2009) and can persist even in decorticate brains (Shewmon, Holmes, &
Byrne, 1999). Emotions appear early in ontogeny; infant distress cries and smiles provide critical avenues for bidirectional
communication and influence between child and caregiver. Emotions are also built for the long haul. Emotional func-
tioning is sustained at high levels at the outreaches of normal aging, long after cognitive and physical abilities have shown

FIGURE 22.1 The emotional system.
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dramatic declines (Levenson, 2000; Salthouse, 2004). Despite these indicators of durability, human emotion is also
extremely vulnerable to dysfunction. In a large number of psychiatric and neurological diseases, emotions change in ways
that interfere with daily living, work, and relationships and create enormous problems for patients, loved ones, and society.

In this chapter, we first review the current state of knowledge about neural and genetic influences on three aspects of
emotional functioning (emotional reactivity, emotion regulation, and emotional affiliation). Emotional reactivity, regula-
tion, and affiliation are all critical for daily living and maintaining mental and physical health. Importantly, each is highly
vulnerable to disruption in psychopathology and neuropathology. In the final part of the chapter, we consider ways in
which tools and concepts derived from modern affective science can help elucidate the relationships among neural circuits,
genes, emotional functioning, and pathology and provide insights about etiology, diagnosis, and treatment that can be
useful in clinical contexts.

EMOTIONS AND EMOTIONAL PROCESSES EMOTIONS: SHORT AND DISCRETE

Before initiating our discussion of neural and genetic pathways related to emotional functioning, it is important to clarify
the kinds of emotional phenomena upon which we will be focusing. We have presented a model of emotion and emotional
elicitation that would be characterized in the current marketplace of emotion theories as “evolutionary,” “functional,” and
“peripheralist.” In addition to theoretical diversity, affective scientists also differ in the temporal aspects of the affective
phenomenon of interest. Whereas we might focus on a 5-s burst of sadness, others would focus on longer-lasting sad
moods that could last for hours or days, and yet others would focus on even longer-lasting sad traits that could last for years
or a lifetime (Ekman, 1984). Thus, the affective phenomena that we will be primarily considering in this chapter are
short-lived, typically lasting for a matter of seconds, although they can be reactivated repeatedly over longer periods. In our
view, these kinds of elemental, brief emotions are: (1) well-suited for precise study in the laboratory, (2) well-matched in
grain of measurement for making functional links with neural circuits and genes, and (3) clinically relevant by virtue of
being vulnerable to disruptions in psychopathology and neuropathology.

In addition to temporal considerations, affective scientists differ in their views about how best to parse affective space.
In our work, we have followed a “discrete emotions” approach (Ekman, 1992), which proposes that there are particular
emotions (eg, fear, anger, sadness, happiness, disgust, contempt) that differ from each other in terms of their associated
physiological, expressive, and subjective qualities and that represent generalized evolved solutions (Tooby & Cosmides,
1990) to timeless problems, challenges, and opportunities (eg, sadness for dealing with loss, happiness for dealing with
gains). For us, discrete emotions provide a meaningful and highly useful bridge to different forms of psychopathology and
neuropathology. For example, a patient with a specific phobia is more likely to have problems with fear than with sadness,
whereas the opposite would be true for a patient with depression. Likewise, a patient with amyotrophic lateral sclerosis
(ALS) who is experiencing pseudobulbar affect may show expressive displays that resemble sadness and/or happiness but
not those that resemble fear or disgust (Olney et al., 2011). There is a different view that eschews discrete, evolved
emotions, and instead envisions emotional states as existing in a multidimensional space (eg, a two-dimensioned
circumplex based on valence and arousal) and as being largely socially constructed (Russell & Barrett, 1999). In work
with clinical syndromes using categorical systems for diagnosing psychopathology such as the Diagnostic and Statistical
Manual (DSM) (American Psychiatric Association, 1994), historically the discrete emotions view has been more prom-
inent. However, the dimensional view may make greater inroads with the introduction of the Research Domain Criteria
(RDoC) (Insel et al., 2010), which views psychopathology in a dimensional rather than categorical manner.

EMOTIONAL PROCESSES

Emotion is often treated as if it were a single entity, a practice that can lead to difficulties when exploring links with
particular neural circuits and genes, which arguably are better matched with finer-grained behavioral phenomena. Just as
cognition is best considered as consisting of multiple dissociable processes (eg, short-term memory, executive control,
computation), emotion needs to be broken down into smaller functional units. In this chapter we focus on three emotional
processes that are particularly important when considering normal and pathological emotional functioning: (1) emotional
reactivity, (2) emotional regulation, and (3) emotional affiliation.

Emotional Reactivity

Emotional reactivity refers to the capacity to generate emotions in response to salient challenges, threats, and opportunities.
In the laboratory, emotional reactivity is typically assessed by exposing individuals to carefully selected sensory stimuli
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(eg, films, still images, sounds) that are known to elicit strong emotional reactions in most people. Emotional reactivity is
then quantified by measuring the magnitude and duration of the emotional response in behavior, physiology, and subjective
experience.

Emotional Regulation

Emotional regulation refers to the capacity to adjust aspects of the emotion response in accordance with personal,
interpersonal, and social goals and standards. Most typically this involves downregulating emotion (eg, reducing anger in
a dispute with a loved one) but it can also involve amplifying emotion (eg, increasing sadness to communicate distress
clearly to another person). In the laboratory, emotional regulation is typically assessed by exposing individuals to
emotion-eliciting situations and either giving them explicit regulatory instructions (eg, do not allow your emotions
to show) or leaving them free to regulate or not using their own strategies. Emotional regulation is then quantified by
measuring the magnitude and duration of emotional response (usually compared with a condition in which regulation is
minimized).

Emotional Affiliation

Emotional affiliation refers to the capacity to use emotion to create and maintain social connections. It is a process that
reflects the strongly social and interpersonal nature of human emotion (Keltner & Kring, 1998). In the laboratory,
emotional affiliation can be assessed by exposing individuals to a social situation in which they have to process emotional
information from other people and/or respond to the emotions of others. Emotional affiliation can be quantified by
measuring (1) the ability to recognize (Bowers, Blonder, & Heilman, 1991) or track (Goodkind et al., 2012) emotions in
others; (2) the emotional reactions that occur in response to the emotions of others (Sze, Gyurak, Goodkind, & Levenson,
2012); and (3) the patterns of emotional reactivity and regulation that occur in interactions with intimate others (Gottman &
Levenson, 1986; Levenson, Haase, Bloch, Holley, & Seider, 2013).

EMOTIONAL FUNCTIONING: NEURAL PATHWAYS

In this section, we will discuss the neural circuitry that subserves emotional reactivity, regulation, and affiliation. Studying
this circuitry in both normal and clinical populations provides a basis for understanding how the nervous system not only
supports these emotional functions but also provides important clues for beginning to understand the basis of individual
differences in emotional functioning. These individual differences exist both in the “normal” range (eg, some people are
more emotionally reactive than others) and “abnormal” range. The latter are particularly important for understanding the
neural pathways that are associated with emotional dysfunctions associated with neuropathology and psychopathology.

EMOTIONAL REACTIVITY

Distributed neural systems initiate the coordinated changes in autonomic nervous system reactivity and facial expression
that characterize emotion. Consistent with the schematic of emotional response presented earlier, after appraisal of a salient
stimulus, a network of brain regions that includes the anterior cingulate cortex, central nucleus of the amygdala, hypo-
thalamus, and brain stem work with the anterior insula to initiate the emotional response and monitor the cascade of
visceral and motor changes that accompany that response. For example, a state of fear might activate a pattern of bodily
changes in which heart rate speeds, hands become sweaty, and blood is redirected from the periphery to large-muscle
groups (eg, the legs) that can help us escape a predator or intruder. These rapid physiological changes are coupled with
action tendencies that make certain behaviors (eg, fleeing) more likely than others. In addition to these intrapersonal
changes, emotions also serve important interpersonal functions. The expressive changes that occur (in facial expression,
appearance, and vocalizations) alert conspecifics to the dangerous situation and help prepare them to deal effectively with
the situation (Levenson, 1999). We turn next to a review of the brain structures that support the initiation of this complex
multisystem emotional response.

Anterior Cingulate Cortex

The cingulate gyrus is a band of cortex that surrounds the corpus callosum. The cingulate can be further divided into
distinct subregions that are based on cytoarchitectonic, connectivity, and functional divisions (Bush, Luu, & Posner,
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2000). The posterior cingulate cortex is a key node in the default mode network that is typically active at rest and during
episodic and prospective memory tasks. The midcingulate (or dorsal anterior cingulate cortex) is often engaged during
attention and executive control, and the anterior cingulate cortex (which includes pregenual and subgenual subregions) is
critical for emotion generation (Buckner, Andrews-Hanna, & Schacter, 2008; Ochsner, Silvers, & Buhle, 2012; Seeley,
Zhou, & Kim, 2012; Sturm et al., 2013; Vogt, 2005). The anterior cingulate cortex is reciprocally connected with
anterior insula, amygdala, periaqueductal gray, hypothalamus, nucleus accumbens, and orbitofrontal cortex, regions
important for salience detection, emotional reactivity, and social regulation (Seeley et al., 2007). Through connections
with orbitofrontal cortex, the anterior cingulate cortex is a centrally positioned hub that receives salient information
about the environment and triggers visceromotor activity via subcortical structures and the brain stem (Ongur, An, &
Price, 1998).

Amygdala

The amygdala is a structure in the medial temporal lobe that has long been implicated in emotion (Davis & Whalen,
2001). Although the amygdala gained notoriety for its role in fear (LeDoux, 1992), it is now known that the amygdala
activates in response to a wide range of salient stimuli, including both negative and positive antecedent events (Murray,
2007), and is also essential for the formation of emotional memories (Cahill & McGaugh, 1998). The amygdala
is composed of multiple subnuclei that have been largely delineated in nonhuman animals via tract-tracing studies and
have been cross-validated in humans using structural and functional imaging parcellation techniques (Etkin, Prater,
Schatzberg, Menon, & Greicius, 2009; McDonald, 1998). The basolateral amygdala receives sensory information from
the thalamus, hippocampus, and cortex, relaying this information to the central nucleus as well as other regions involved
in appraisal, memory, and approach or avoidance behavior (Davis & Whalen, 2001). The central nucleus, through direct
projections to the hypothalamus and via brain stem nuclei that support autonomic functions such as respiration, heart
rate, and sweating, initiates the autonomic cascade that accompanies emotion and alters attention and vigilance through
reciprocal connections with orbitofrontal cortex (Ongur & Price, 2000; Price & Amaral, 1981). With direct projections
to the trigeminal and facial motor nuclei, the central nucleus also has an integral role in emotional facial expression
(Davis & Whalen, 2001).

Hypothalamus

The hypothalamus has a key role in thermoregulation, appetite, sleep, sexual behavior, and emotion. Composed of
multiple subnuclei (eg, paraventricular nucleus, dorsomedial nucleus, lateral hypothalamic area), the hypothalamus
receives afferent information from multiple regions including medial orbitofrontal cortex, amygdala, and anterior
cingulate cortex (Ongur et al., 1998). The hypothalamus has efferent projections to autonomic nuclei in the brain stem
including rostral ventrolateral medulla, dorsal motor nucleus of the vagus, and the nucleus of the solitary tract as well as
the intermediolateral column of the spinal cord (Guyenet, 2006; Price & Amaral, 1981; Saper, Loewy, Swanson, &
Cowan, 1976; Tucker & Saper, 1985). There is evidence that each subregion of the hypothalamus has a distinct role in
autonomic reactivity, with some areas increasing and others decreasing cardiovascular arousal (Fontes, Xavier, de
Menezes, & Dimicco, 2011). Although stimulation of the hypothalamus can lead to both autonomic and behavioral
defense reactions in decerebrate nonhuman animals (Bard, 1934), other studies give greater emphasis to the role the
hypothalamus has in generating the autonomic response in emotion rather than a behavioral response (LeDoux, Iwata,
Cicchetti, & Reis, 1988).

Brain Stem

The brain stem contains multiple nuclei that have important roles in homeostatic regulation and emotion. The peri-
aqueductal gray is a structure that surrounds the cerebral aqueduct and has a columnar organization (Bandler & Keay,
1996). The lateral column, which receives projections from the central nucleus of the amygdala, has a role in sympathetic
nervous system activity, whereas the ventrolateral column has the opposite effect and slows the heart and respiration
through inhibitory vagally mediated parasympathetic pathways (Behbehani, 1995). Stimulation of the periaqueductal gray
can elicit various behavioral responses including vocalizations, fight, flight, or freezing (Bandler, Keay, Floyd, & Price,
2000) and trigger patterned, coordinated autonomic responses involving multiple organ systems (Carrive & Bandler, 1991;
Dampney, Furlong, Horiuchi, & Iigaya, 2013).
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Other brain stem regions also have important roles in the coordination of somatic, respiratory, electrodermal, and
cardiovascular events. Rostral ventrolateral medulla, which receives afferent projections from the periaqueductal gray,
contributes most notably to sympathetic nervous system activity that increases heart rate, blood pressure, and respiration
(Fontes et al., 2011; Menezes & Fontes, 2007). The nucleus of the solitary tract has a role in efferent visceromotor pattern
generation in addition to being a central afferent way station for incoming sensory information from the body (Andresen &
Kunze, 1994). The nucleus of the solitary tract and the parabrachial nucleus, a region that also receives substantial afferent
viscerosensory inputs, integrates incoming interoceptive information regarding the physiological state of the viscera.
This continuous stream of sensory information arrives at the brain stem via the lamina I spinothalamocortical pathway and
vagal afferents and is then relayed on to the thalamus and insula, where it undergoes more comprehensive processing
(Benarroch, 2006; Craig, 2002).

Whereas sympathetic nerves emerging from the intermediolateral column of the spinal cord support sympathetic
functioning, parasympathetic nervous system activity is primarily governed by the activity of the vagus (cranial nerve X).
The vagus originates in two nuclei in the medulla: the dorsal motor nucleus and the nucleus ambiguus. Whereas the branch
of the vagus that originates in the dorsal motor nucleus predominantly supports autonomic functions below the diaphragm
(eg, intestines), there is a phylogenetically newer branch of the vagus that arises from the nucleus ambiguus, which has the
central role of slowing the heart from the pace that is set by the sinoatrial node (Dergacheva, Griffioen, Neff, &
Mendelowitz, 2010; Porges, 2001).

This newer branch of the vagus is myelinated and is important for respiratory sinus arrhythmia, a modulation of heart
rate that is linked to the respiratory cycle. Levels of respiratory sinus arrhythmia have been linked to individual differences
in empathy and prosocial behavior (Kogan et al., 2014). Through its close connections with other cranial nerves that
support facial expression, the branch of the vagus that emerges from the nucleus ambiguus is considered to be essential for
fostering a calm physiological state in mammals that is necessary for socioemotional attunement and communication
(Porges, 2001).

Insula

The insula, a structure located deep in the Sylvian fissure, has a key role in numerous cognitive and affective processes.
The insula can be divided into several subregions (Kurth, Zilles, Fox, Laird, & Eickhoff, 2010). Through its projections
to somatosensory and motor cortex, the midposterior insula is a key hub for sensorimotor processing and has an
important role in sensing physical cues from the body and motor acts. The dorsal anterior insula, which has connections
to ventrolateral prefrontal cortex, supplementary motor area, striatum, and subthalamic nucleus, has a predominant role
in executive control, an ability that requires attention, working memory, response inhibition, and task-set maintenance
(Aron, 2007). The ventral midinsula is integral for processing olfactory and gustatory stimuli, and the ventral anterior
insula (or “frontoinsula”) has strong connections with the anterior cingulate cortex, amygdala, hypothalamus, and brain
stem and is a key node in social behavior, empathy, and emotion (Seeley et al., 2008). Although the insula and anterior
cingulate cortex are often coactive during functional neuroimaging tasks of emotion and empathy, there is accumulating
evidence that the primary role of the anterior cingulate cortex is initiation of motor behavior whereas that of the insula is
sensing the body’s internal milieu (Craig, 2009; Seeley et al., 2012).

The anterior insula is theorized to be one of the final sites for integrating visceral information from the body with
homeostatic, hedonic, and motivational factors (Craig, 2009). The anterior insula is thus considered to be a primary
center for assembling the subjective feeling states that accompany emotion. The insula maintains an online representation
of the body’s internal states through a pathway dedicated to interoception (Craig, 2002; Critchley & Harrison, 2013).
The lamina I spinothalamocortical tract is a pathway through which information about the internal organs is relayed via
small-fiber sympathetic afferents to brain stem centers including the nucleus of the solitary tract and parabrachial
nucleus. From there, this information is shuttled to the ventroposterior medial nucleus of the thalamus and then to the
posterior dorsal insula, midinsula, and finally, to the anterior insula. Parasympathetic afferent information is relayed via a
similar pathway, but it is sent directly from the periphery to the brain stem via vagal afferents. Whereas sympathetic
afferents may be more heavily represented in the right anterior insula, parasympathetic afferents may be more heavily
represented in the left anterior insula (Craig, 2005). Patients who have lesions of the anterior insula (such as those with
behavioral variant frontotemporal dementia) exhibit profound deficits in empathy and emotion (Seeley et al., 2008),
which is likely because these patients are unable to access internal cues that typically promote understanding of and
responsiveness to the emotions of others.
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EMOTION REGULATION

Humans regulate emotions by choosing the situations they encounter, altering these situations, attending to certain aspects
of the environment and ignoring others, changing the ways they appraise a situation, and modifying their overexpression of
emotion (Gross, 1998). Regulation strategies that occur early in the cascade of emotion (eg, attentional deployment and
reappraisal) can effectively attenuate emotion generation and decrease emotional experience, whereas regulatory strategies
that occur later in the emotional cascade (eg, suppression) can actually accentuate emotional experience and autonomic
reactivity (Gross & Levenson, 1993).

Most research on the neural systems that support emotion regulation has focused on conscious (ie, explicit) emotion
regulation strategies, and these studies most often have examined the neural correlates of reappraisal (Ochsner et al., 2012).
By contrast, an emerging literature on more automatic (ie, implicit) emotion regulation suggests that both kinds of emotion
regulation recruit overlapping distributed neural systems. Functional neuroimaging studies of reappraisal typically find that
prefrontal cortex is important for both cognitive control and emotion regulation. When participants engage prefrontal
regions during reappraisal tasks that are aimed at lowering negative emotion, they exhibit lower activity in subcortical brain
regions such as the amygdala when they are presented with emotional stimuli (McRae et al., 2010; Wager, Davidson,
Hughes, Lindquist, & Ochsner, 2008). Here we will provide more details about brain regions that are pertinent for emotion
regulation.

Ventrolateral Prefrontal Cortex

Ventrolateral prefrontal cortex is a region of the frontal lobes that is typically associated with response inhibition and
goal-appropriate response selection (Aron, Robbins, & Poldrack, 2004). This region is often recruited during reappraisal
tasks in which participants alter their interpretation of a negative stimulus to minimize its emotional impact. Reappraisal
studies that invoke reinterpretation of a stimulus typically engage ventrolateral prefrontal cortex in conjunction with
other regions (Goldin, McRae, Ramel, & Gross, 2008; McRae et al., 2010). Suppression, a form of response modulation
in which participants are instructed to clamp down on their emotions, has also been linked to ventrolateral prefrontal
cortex activity as well as activity in dorsal anterior insula (Hayes et al., 2010). As described previously (see the “Insula”
section), the dorsal anterior insula is a key hub in the “stop signal” network that enforces behavioral control and
response inhibition. Implicit emotion regulation, which can be measured simply by having participants label their
affective states, also engages the ventrolateral prefrontal cortex. Whereas suppression may not attenuate activity
effectively in emotional reactivity networks, implicit emotion regulation strategies can diminish activity in emotion
generators such as the amygdala (Lieberman, 2007; Payer, Baicy, Lieberman, & London, 2012). Consistent with its
role in emotional control, atrophy in ventrolateral prefrontal cortex has been linked to emotion dysregulation in patients
with frontotemporal dementia, which suggests that volume loss in this region may unleash affective responsiveness
(Sturm et al., 2014).

Dorsolateral Prefrontal Cortex

Dorsolateral prefrontal cortex, together with ventrolateral prefrontal cortex and dorsomedial prefrontal cortex (see the
subsequent Affiliation section for more details about this region), can also be recruited during emotion regulation (Silvers,
Wager, Weber, & Ochsner, 2015; Staudinger, Erk, & Walter, 2011). The dorsolateral prefrontal cortex is a region of the
frontal lobes that is most typically associated with executive functions including working memory and selective attention
(Curtis & D’Esposito, 2003). Through connections with parietal cortex, dorsolateral prefrontal cortex is a key node in
dorsal attention networks that support basic cognitive selection of sensory information and response (Corbetta & Shulman,
2002). Although this region does not project directly to emotion generators, it may influence emotional reactivity by
altering higher-order perceptual attention systems (Ochsner et al., 2012).

Anterior Midcingulate Cortex

The anterior midcingulate cortex has strong connections with lateral prefrontal cortex, parietal cortex, premotor cortex, and
supplementary motor area (Bush et al., 2000) and has an important role in conflict detection, attention, and cognitive
control (Seeley et al., 2007). This region is typically activated during demanding cognitive tasks that engage executive
functions including working memory, response selection and inhibition, competition monitoring, and error detection
(Botvinick, Cohen, & Carter, 2004; Carter et al., 1998). Often active during reappraisal, the dorsal anterior cingulate may
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promote performance monitoring by detecting mismatches between one’s intended and actual emotional states, thus
fueling further emotional downregulation.

Inferior Parietal Lobe

The inferior parietal lobule is a posterior region of the brain that is most well-known for its role in visuospatial processing.
Parietal cortex is also involved in other, nonspatial processes including perspective-taking and judgment of social closeness
between people (Parkinson, Liu, & Wheatley, 2014; Yamazaki, Hashimoto, & Iriki, 2009).

Distancing, a form of reappraisal in which individuals create more psychological space between themselves and an
emotional stimulus, seems to rely relatively more upon parietal cortex than other forms of emotion regulation (Koenigsberg
et al., 2010). It is possible that distancing requires participants to alter their spatiotemporal perspective to decrease their
feelings of connection with the stimulus (Ochsner et al., 2012). This region has also been found to be important for
overcoming our own emotions to take the perspective of another, an ability that may also depend on a separation of self
from other through distancing (Silani, Lamm, Ruff, & Singer, 2013).

EMOTIONAL AFFILIATION

Humans possess the neural circuitry necessary to support the formation and maintenance of meaningful, enduring social
relationships (Baumeister & Leary, 1995; Beckes & Coan, 2011). Social contact, which promotes a sense of calm in the
brain and autonomic nervous system, is essential to health and longevity (Beckes & Coan, 2011; Porges, 2001). Social
support attenuates neural activity in regions that detect and respond to threat and danger (Coan, Schaefer, & Davidson,
2006; Zaki, Schirmer, & Mitchell, 2011) and increases activity in autonomic and neuroendocrine systems that support
positive emotions, bonding, and empathy (Carter, Williams, Witt, & Insel, 1992; Porges, 2001; Stellar, Cohen, Oveis, &
Keltner, 2015).

As noted earlier, emotional affiliation is a broad construct that encompasses a number of different subprocesses. In this
section we will focus on two aspects of emotional affiliation: (1) emotion recognition (the ability to recognize the emotions
of others), and (2) emotions that occur in intimate relationships (focusing on nurturant love and compassion, two emotions
that promote social relationships and prosociality). Responding emotionally to the emotions of others (sometimes called
“emotional empathy”), another important aspect of emotional affiliation, will not be included in this section. Not
surprisingly, research has shown that the neural systems that support emotional empathy largely overlap with those
involved in emotion generation (Engen & Singer, 2013). These circuits were reviewed in the section on emotional
reactivity presented earlier.

Superior Temporal Sulcus

The superior temporal sulcus, and often the temporoparietal junction, is a brain region that is important for numerous
aspects of social cognition. This region is typically active during tasks of cognitive empathy and perspective-taking (Frith
& Frith, 2006; Saxe & Kanwisher, 2003). The superior temporal sulcus is also important for the detection of social cues
including prosody, faces, trustworthiness, and intention (Ethofer et al., 2006; Sabatinelli et al., 2011; Winston, Strange,
O’Doherty, & Dolan, 2002). Activity in this region has also been linked to altruism and higher levels of prosocial
behaviors including fairness and generosity, which suggests that being able to understand the minds of others may promote
an other-oriented focus and feelings of selflessness (Morishima, Schunk, Bruhin, Ruff, & Fehr, 2012; Takagishi,
Kameshima, Schug, Koizumi, & Yamagishi, 2010).

Dorsomedial Prefrontal Cortex

The medial prefrontal cortex is a midline frontal region typically associated with self-processing and other-processing.
The medial prefrontal cortex can be parcellated into dorsal and ventral parts, with the dorsomedial prefrontal cortex
responding more to stimuli about other people and the ventromedial prefrontal cortex responding more to stimuli that are
self-related (Denny, Kober, Wager, & Ochsner, 2012). Dorsomedial prefrontal cortex, working with other structures
(eg, posterior cingulate cortex, posterior superior temporal sulcus, and medial temporal lobes), is considered to be a
necessary node in the default mode network that enables humans to project themselves outside the present moment and
focus on things other than the self in the here-and-now (Buckner & Carroll, 2007; Mitchell, 2009). Consistent with this
idea, dorsomedial prefrontal cortex is often active during tasks in which participants must focus on the perspectives and
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feelings of other people (Abu-Akel & Shamay-Tsoory, 2011; Iacoboni et al., 2004; Mitchell, 2009). The dorsomedial
prefrontal cortex is also active during certain types of emotion regulation (eg, reappraisal), which may reflect the fact
that reappraisal requires people to reconsider the perspectives of others and the significance of emotional situations
(Silvers et al., 2015).

Ventral Striatum

The ventral striatum has a prominent role in reward processing. With strong connections with other emotion generators,
this region (and especially the nucleus accumbens) is active during the anticipation and receipt of monetary and
social rewards (Izuma, Saito, & Sadato, 2008; Knutson, Adams, Fong, & Hommer, 2001). Positive emotional stimuli,
such as positive faces and pleasant scenes, also activate the ventral striatum (Wager et al., 2008), as do feelings of
social connection, interpersonal warmth, and feeling understood (Inagaki & Eisenberger, 2012, 2013; Morelli, Torre, &
Eisenberger, 2014). Studies of attachment and nurturant love find higher activity in ventral striatum (as well as
other emotion-relevant regions including the anterior insula, anterior cingulate cortex, and periaqueductal gray)
when participants view photographs of people for whom they have strong feelings of love and connection, compared
with when they view people with whom they are less close (Acevedo, Aron, Fisher, & Brown, 2012; Bartels &
Zeki, 2004).

Interestingly, individuals who have undergone compassion training exhibit increased activity in the ventral striatum in
response to distressing photographs, which suggests that an other-oriented compassionate focus promotes prosocial helping
feelings rather than self-oriented feelings of personal distress (Klimecki, Leiberg, Ricard, & Singer, 2014).

Medial Orbitofrontal Cortex

The orbitofrontal cortex is a ventral region of the frontal lobes that is important for the detection and tracking the value of a
stimulus (Rolls, 2000). Whereas the lateral orbitofrontal cortex is essential for monitoring information that is relevant for
tracking potential punishments, the medial orbitofrontal cortex is integral for processing reward-related cues (Kringelbach
& Rolls, 2004). Via projections to ventral striatum and emotion-generating systems, the medial orbitofrontal cortex
facilitates online decoding and monitoring a stimulus’s reward value.

This region is integral in evaluating the meaning of primary rewards, such as odors, and social rewards, such as
observing others acting prosocially (Fehr & Camerer, 2007; Rolls, 2008). The medial orbitofrontal cortex is active
not only when people themselves receive a reward but also when they view others receiving rewards, which
suggests that this region enables us to experience reward for ourselves and it also facilitates our ability to share
the positive experiences of others vicariously (Hare, Camerer, Knoepfle, & Rangel, 2010; Morelli, Sacchet, &
Zaki, 2014).

Septal Area

The septal area is a subcortical region that has strong projections to emotion-generating areas and has a key role in feelings
of social connectedness and bonding. In rats, oxytocin binding in the septal area has been associated with maternal
behaviors that promote kinship bonds (Francis, Champagne, & Meaney, 2000). In humans, the septal area is active when
an individual has positive feelings toward others, including experiences of unconditional trust, empathy, and social
connection. Activity in this region during a scanner-based empathy task predicts real-world prosocial helping behavior
(Krueger et al., 2007; Morelli, Rameson, & Lieberman, 2014). Consistent with its strong role in affiliative behavior,
atrophy in the septal area has been linked to a decline in prosocial feelings in patients with frontotemporal dementia
(Moll et al., 2011).

EMOTION FUNCTIONING: GENETIC PATHWAYS

Researchers have used a number of different strategies to study the genetic bases of emotional functioning in humans,
including (1) adoption and twin studies, (2) genome-wide association studies (GWAS), and (3) studies of common
genetic polymorphisms. Adoption and twin studies seek to apportion variance in emotion-relevant factors between
genetic and environmental sources. GWAS examine large parts of the human genome (often assaying up to a million
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single-nucleotide polymorphisms [SNPs] in thousands of individuals)1 and have studied the genetic architecture
of emotion-relevant personality traits and psychopathologies, such as neuroticism (de Moor et al., 2012) and affective
disorders (Liu et al., 2011). Studies of common genetic variants or polymorphisms (ie, those present in greater than 1%
of the population) often follow a hypothesis-driven approach and study links between variations in candidate genes and
distal emotion-related traits or psychopathologies such as neuroticism (Lesch et al., 1996) or depression (Caspi et al.,
2003), or more proximal emotion processes such as emotional reactivity (Gyurak et al., 2013).

Research linking genes with emotional processes of reactivity, regulation, and affiliation, the focus of the
current chapter, have largely come from the candidate gene tradition2 and thus will be the focus of our review.
However, there is ongoing debate over the validity and usefulness of the different strategies for studying
genetic pathways, and the candidate gene approach has received significant criticism (Flint & Munafò, 2013; Manolio
et al., 2009).

MODEL OF THE GENETIC PATHWAY

In our view, the pathway that links candidate genes, emotion processes, and health outcomes in humans starts
with genes that regulate neurotransmitter or hormone systems (eg, serotonin, dopamine, oxytocin) that influence
the neural systems described earlier in this chapter (eg, amygdala, prefrontal cortex) that are critical for emotional
processes such as reactivity, regulation, and affiliation. Polymorphisms in these genes create slight “biases” in these
emotional functions (eg, greater capacity for emotion downregulation, tendency to respond to particular kinds of
environmental events with larger-magnitude emotional responses). Because these biases are slight, they require
well-designed laboratory studies with tightly controlled stimuli, precise measurement of emotional responding,
thoughtful participant sampling, control for other contributing genetic influences, and careful replication to afford
confidence in findings.

Such studies can reveal the “proximal” effects of genetic polymorphisms on emotional functioning. It is likely that
these biases contribute to the individual differences in emotional functioning that appear in trait measures (eg, neuroticism)
and in more casual observations about individual differences (eg, one person being seen as more emotionally labile than
another). These biases also have effects as they interact with different kinds of environments (eg, abusive versus supportive
parenting, high-stress versus low-stress lives) over the life course, contributing to more “distal” outcomes related to health
and wellness (eg, depression, attention-related disorders, cardiovascular disease).

In the realm of candidate gene studies, many studies have demonstrated pathways from genetic polymorphisms to
distal outcomes with moderation by environmental factors (eg, polymorphisms of the serotonin transporter
(5-HTT) gene linked to depression, moderated by life stress) (Caspi et al., 2003). A number of studies have also
demonstrated pathways from genetic polymorphisms to more proximal effects on emotional functioning (Gyurak et al.,
2013). Studies that incorporate both the proximal and distal parts of this genetic pathway in humans would have
significant advantages but are extremely challenging to mount. Such studies would require careful longitudinal
assessments of genes, emotional functioning, environments, and disease processes and would need to deal with other
complexities as well. At every point along any putative pathway linking a particular genetic polymorphism with a
particular outcome as moderated by a particular environment, other genes and environmental factors exert influences
(Manuck & McCaffery, 2014). For example, epigenetic work has shown that environmental factors (eg, maternal care)
can modulate genetic effects by altering DNA methylation and gene expression (Weaver et al., 2004).

Consistent with the focus of this chapter on emotional reactivity, regulation, and affiliation, we will review the literature
that has explored the proximal effects of common genetic polymorphisms involved in regulating serotonergic, dopami-
nergic, and oxytocinergic systems on these aspects of emotional functioning.

1. GWAS approaches typically examine SNPs but not other kinds of genetic structural variations (eg, repeat polymorphisms such as 5-HTTLPR). Some
have proposed that studying these structural variations could help explain some of the “missing heritability” produced by SNP-based GWAS (Manolio
et al., 2009).
2. An important exception includes a series of SNP-based GWAS (Iacono, Malone, Vaidyanathan, & Vrieze, 2014) that examined the genetic architecture
of a number of psychophysiological phenomena (ie, antisaccade eye-tracking performance, resting-state EEG, P3 event-related potential amplitude,
electrodermal habituation) in a large sample of twins who were assessed at age 17 or 20 years. Notably, the authors also examined the genetic architecture
of startle eye blink modulation, an aspect of spontaneous emotion regulation, using a GWAS approach and found “little evidence of heritability in either
biometric or molecular genetic analyses” (Vaidyanathan, Malone, Miller, McGue, & Iacono, 2014).
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EMOTIONAL REACTIVITY

Serotonin-Related Genes

Serotonin is a neurotransmitter that is centrally involved in emotional reactivity (Carver, Johnson, & Joormann, 2008).
A key regulator of serotonergic functioning is the 5-HTT protein, which removes serotonin released into the synaptic cleft.
The serotonin transporter protein is encoded by a single gene (SLC6A4) on chromosome 17. Transcriptional activity of the
SLC6A4 gene is modulated by several common variants, including variations in the serotonin transporterelinked
polymorphic region (5-HTTLPR). 5-HTTLPR is a repeat-length polymorphism with two primary variants. The short allele
variant is associated with lower 5-HTT expression and thus with less uptake of serotonin from the synaptic cleft. The long
allele variant is associated with higher transporter expression and thus with greater uptake of serotonin from the synaptic
cleft (for a review, see Canli and Lesch (2007) and Lesch et al. (1996)).

There is growing evidence that the short allele of 5-HTTLPR amplifies emotional reactivity in positive (eg, amuse-
ment), negative (eg, fear), and self-conscious (eg, embarrassment) emotions. Numerous studies document a link between
the short allele of 5-HTTLPR and heightened amygdala reactivity (Hariri et al., 2002 but see Bastiaansen et al., 2014),
cortisol reactivity (Miller, Wankerl, Stalder, Kirschbaum, & Alexander, 2013), startle reactivity (Brocke et al., 2006), and
subjective, behavioral, and physiological reactivity (eg, Gyurak et al. (2013), Study 1) to different kinds of negative
emotional stimuli. Evidence for heightened stress reactivity associated with the short allele is further corroborated by a
number of nonhuman animal studies with rhesus monkeys, mice, and rats (Caspi, Hariri, Holmes, Uher, & Moffitt, 2010).
Several studies (Way & Taylor, 2010) have shown a link between the short allele of 5-HTTLPR and heightened reactivity
in social-evaluative situations that often elicit self-conscious emotions powerfully (Tracy & Robins, 2007). We (Gyurak
et al. (2013), Study 2) also have found evidence that the short allele is linked to heightened self-conscious emotional
reactivity (ie, heightened embarrassment-related emotional reactions when watching oneself singing in a karaoke task).
Research has also shown that the short allele is linked to positive emotional reactivity (Haase et al., 2013), heightened
attention to positive images (Beevers et al., 2011), heightened self-reported positive affect in response to positive spousal
affect (Schoebi, Way, Karney, & Bradbury, 2012), and heightened positive emotional expressions in response to positive
and ambiguous stimuli (Haase et al., 2015). Enhanced reactivity to positive environmental conditions associated with
reduced 5-HTT expression has also been demonstrated in 5-HTT knockout mice (Kästner et al., 2015). Besides
5-HTTLPR, other genes that involved in serotonergic functioning have emerged as important sources of individual
differences in emotional reactivity (eg, monoamine oxidase-A gene and reactivity to negative socioemotional experiences)
(Eisenberger, Way, Taylor, Welch, & Lieberman, 2007).

Other Genes

Genes involved in oxytocinergic functioning have also been implicated in emotion reactivity. Variations in the
oxytocin-receptor gene have been linked to structural differences in brain regions implicated in emotion reactivity
(eg, amygdala, hypothalamus) (Meyer-Lindenberg, Domes, Kirsch, & Heinrichs, 2011) and to individual differences in
stress reactivity (Rodrigues, Saslow, Garcia, John, & Keltner, 2009).

EMOTION REGULATION

Dopamine-Related Genes

Dopamine is a neurotransmitter that plays an important role in emotion regulation. The protein catechol-O-methyl-
transferase (COMT) is a key regulator of dopamine in the prefrontal cortex (Meyer-Lindenberg et al., 2005). This poly-
morphism has two allele variants, the valine (val) allele and the methionine (met) allele, which are linked to sizeable
variations in COMT enzyme activity (Lachman et al., 1996). Compared to the val allele, the met allele is associated with
decreased COMT enzymatic activity and thus greater extracellular prefrontal dopamine (Tunbridge, Bannerman, Sharp, &
Harrison, 2004).

Most studies that have examined COMT’s role in prefrontal functioning have done so in the context of cognitive tasks,
including executive functioning, working memory, fluid intelligence, and attentional control (Dickinson & Elvevag,
2009). These studies show that, overall, the met allele tends to confer a cognitive advantage in healthy populations.
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The role of the COMT gene in emotional functioning in general and emotion regulation in particular is less clear.
The COMT gene has been implicated in distal outcomes of psychopathology related to emotional dysregulation, but
findings have not been consistent (Caspi et al., 2008) (for a review, see, for example, Witte and Floel (2012)). In terms
of proximal outcomes, some studies have found that the met allele leads to reduced emotion regulation and lower
top-down neural regulatory control (Bishop, Cohen, Fossella, Casey, & Farah, 2006) (for a review, see Canli, Ferri, and
Duman (2009)). In a related vein, meta-analytic results from functional MRI studies have been interpreted as indicating
that the met allele confers a cognitive advantage but an emotion-processing disadvantage (Mier, Kirsch, &
Meyer-Lindenberg, 2010). In contrast, another set of studies reached the opposite conclusion: namely, that the
met allele enhances emotion regulation (Canli et al., 2009). For example the met allele has also been found to predict
higher self-reported emotion regulation (eg, “It is easy for me to get over a disappointing experience”) (Weiss et al.,
2014) and lower self-reported personal distress in emotional situations (eg, “Being in a tense emotional situation scares
me”) (Poletti et al., 2013).

To date, few studies have examined the effect of COMT on emotion regulation using laboratory paradigms derived
from modern affective science. In two studies, we (Sapozhnikova et al., in preparation) have found that individuals with the
met allele show greater emotion regulation abilities (ie, indexed by greater downregulation of emotional experience and
emotional behavior) in several well-established emotion regulation tasks (ie, anticipated acoustic startle; instructed sup-
pression; instructed cognitive reappraisal). Moreover, other studies by our group (Gyurak, Goodkind, Kramer, Miller, &
Levenson, 2011; Gyurak et al., 2009) have found close links between emotion-regulating abilities and aspects of cognitive
functioning (eg, executive functioning) that have been found to be enhanced in met allele carriers.

Other Genes

Emotion regulation is thought to be a function of bidirectional activity of both emotion-generating and emotion-regulating
neural circuits. Thus, key candidate genes involved in emotion reactivity have also been implicated in emotion regulation
(for reviews, see Canli et al. (2009) and Pezawas et al. (2005)).

EMOTIONAL AFFILIATION

Oxytocin-Related Genes

Oxytocin functions as a neurotransmitter and is thought to be centrally involved in affiliative behaviors associated with the
caregiving-attachment system (Taylor et al., 2000). Oxytocinergic functioning depends on the availability of oxytocin
receptors (OXTR). The OXTR is encoded by a single gene which is located on chromosome 3p25. It contains several
dozen SNPs whose functionality is not yet fully understood. Among those, a common SNP (rs53576) in the OXTR gene
has received particularly widespread attention.

Studies have shown that genetic variations in OXTR are implicated in a wide variety of affiliative behaviors,
including maternal sensitivity (Bakermans-Kranenburg & van Ijzendoorn, 2008), prosocial temperament (Tost et al.,
2010), prosocial behavioral cues (Kogan et al., 2011), seeking support under distress (Kim et al., 2010), loneliness
(Lucht et al., 2009), altruistic behavior in economic tasks (Israel et al., 2009), and real-world prosocial behavior
under threat (eg, volunteer work, charitable activities) (Poulin, Holman, & Buffone, 2012). However, a meta-analysis
(which did not differentiate among different aspects of social behavior) failed to find support for an association
between two commonly studied OXTR SNPs (including rs53576) and social behavior (Bakermans-Kranenburg & van
Ijzendoorn, 2014).

It is possible that the link between OXTR and affiliation is more specific. Early nonhuman animal studies
(examining knockout mice) suggested that OXTR has a crucial role in social recognition (Ferguson et al., 2000).
Experimental studies in which oxytocin was administered intranasally likewise pointed to a role in boosting social
cognition and cognitive empathy (but see Bartz et al. (2010), and Domes, Heinrichs, Michel, Berger, and Herpertz
(2007)). Consistent with this, Rodrigues et al. (2009) showed that individuals with the GG variant of OXTR rs53576
had higher cognitive empathy, as measured by the “Reading the Mind in the Eyes” test and an other-oriented empathy
scale. In a similar vein, individuals with the GG variant of rs53576 were found to have higher emotional empathy,
indicated by increased levels of sympathetic and subjective arousal when perceiving harm to others (Smith, Porges,
Norman, Connelly, & Decety, 2014).
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A variety of other OXTR SNPs have been implicated in self-reported emotional and cognitive empathy (Wu, Li, &
Su, 2012), but results have not always been consistent (Skuse et al., 2014). Studies linking OXTR genetic polymorphisms
to objective, performance-based measures of cognitive empathy (Goodkind et al., 2012) or emotional empathy (Sze et al.,
2012) have been rare. Yet, nonhuman animal studies point to a pivotal role of OXTR in social behavior and social
recognition (Ferguson et al., 2000; Sala et al., 2013). It is hoped that future research will clarify OXTR’s role in cognitive
and emotional empathy in humans using more objective measures.

Other Genes and Affiliation

There is also evidence that polymorphisms associated with the vasopressin system are implicated in affiliative behaviors
(Walum et al., 2008). This is consistent with the well-documented role that oxytocin and vasopressin have in social
behaviors (for a review, see Meyer-Lindenberg et al. (2011)).

NEURAL AND GENETIC PATHWAYS: CLINICAL IMPLICATIONS

Thus far in this chapter, we have focused on the neural and genetic pathways that influence three key emotional processes:
emotional reactivity, emotion regulation, and emotional affiliation. We now turn to a consideration of how these processes
are disrupted in psychopathology and neuropathology.

EMOTIONAL DYSFUNCTION IN PSYCHOPATHOLOGY AND NEUROPATHOLOGY

Emotional Reactivity

Abnormalities in emotional reactivity are found in emotion magnitude (emotions that are too large or too small), duration
(emotions that are too long-lasting or too short-lasting), and onset (emotions that are too slow or too quick to onset).
Problems in emotional reactivity can manifest in a particular emotion (eg, overly large fear response in phobias) or in
multiple emotions (eg, diminished reactivity in numerous emotions in frontotemporal dementia) (Eckart, Sturm, Miller, &
Levenson, 2012; Sturm, Ascher, Miller, & Levenson, 2008). Dysfunction can also manifest in a lack of coherence among
different aspects of the emotional response. Thus, for example, in schizophrenia expressive behavior can be profoundly
blunted whereas subjective emotional experience remains strong (Kring & Neale, 1996). The inverse is seen in patients
with ALS who have pseudobulbar affect, in which expressive behavior and physiological responses can be large whereas
subjective experience is much smaller (Olney et al., 2011). Low coherence among aspects of the emotional response can be
confusing and uncomfortable for patients and can interfere greatly with others’ ability to understand the patient’s emotional
state and respond appropriately.

Emotion Regulation

Abnormalities in emotion regulation occur when emotions are either underregulated or overregulated. These problems
may occur with particular emotions or with multiple emotions. The intimate connection between emotional reactivity
and emotion regulation (Ochsner et al., 2004) can make it difficult to apportion responsibility for a particular symptom
to different processes. Thus, for example, a patient with obsessive-compulsive disorder who reacts with inordinately
high levels of disgust in response to lack of cleanliness likely reflects some combination of high levels of emotional
reactivity and low levels of emotion regulation. In neurological patients, dissociations are sometimes found between
instructed and spontaneous regulation. For example, patients with frontotemporal dementia do well at downregulating
emotional responses when they are told exactly what to do but show markedly less downregulation when placed in a
situation in which downregulation is the norm and they are not told what to do (Goodkind, Gyurak, McCarthy, Miller, &
Levenson, 2010).

Emotional Affiliation

Abnormalities in emotional affiliation take a number of different forms, including poor recognition of emotions in others,
lack of emotional response to the emotions of others, difficulty sustaining emotional interactions with intimate others, and
overenmeshment with the emotions of others. These problems are major contributors to disruptions in social relationships
that are found in many kinds of psychopathology (Ware, Hopper, Tugenberg, Dickey, & Fisher, 2007). Dissociations
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among different aspects of emotional affiliation are often hallmark features of pathology. For example, individuals with
antisocial personality disorder may be good at recognizing the emotion that another person is experiencing but may have
abnormal emotional responses to that person’s emotion (eg, recognizing that another person is sad, not feeling sympathy,
and then using the emotional information in exploitative ways).

EMOTION IN DIAGNOSIS

Psychopathology: Diagnostic and Statistical Manual

In the DSM-IV (American Psychiatric Association, 1994), alternations in emotional functioning are part of the descriptions
of most Axis I and many Axis II disorders. Unfortunately, these descriptions are general and do not take advantage of the
more differentiated constructs used in modern affective science. For example, among Axis I disorders in the DSM,
emotional dysfunctions are described as follows (with italics added):

l Schizophrenia: “. may display inappropriate affect (eg, smiling, laughing, or a silly facial expression in the absence
of an appropriate stimulus)”

l Autistic disorder: “abnormalities of mood or affect (eg, giggling or weeping for no apparent reason .)”
l Major depressive episode: “depressed mood most of the day, nearly every day”
l Manic episode: “a distinct period of abnormally and persistently elevated, expansive, or irritable mood .”

l Posttraumatic stress disorder: “restricted range of affect (eg, unable to have loving feelings)”
l Bulimia nervosa: “Binge eating is typically triggered by dysphoric mood states .”

l Dissociative identity disorder: “Particular identities may emerge in specific circumstances and may differ in reported
age and gender, vocabulary, general knowledge, or predominant affect.”

Psychopathology: Research Domain Criteria

Longstanding problems with the DSM (eg, intradiagnostic heterogeneity, interdiagnostic comorbidity, arbitrary cutoffs,
too many syndromes) stimulated the development of the RDoC (Insel et al., 2010), a more dimensional, construct-based
system of diagnosis designed for research use that is grounded in neurobiology and genetics rather than clinical
observation. RDoC replaces syndromes with a set of five domains (negative valence systems, positive valence systems,
cognitive systems, systems for social processes, and arousal/regulatory systems). Within each domain are a set of
constructs (eg, acute threat in the negative valence domain) which must have a plausible associated neural circuitry and
which span a range of normal to abnormal functioning. RDoC constructs were generated from a set of meetings of
scientists and refined by the oversight committee with the door left open for future changes, additions, and deletions.
Because of these origins, it is unsurprising that the initial set of constructs is more a snapshot of the current state of
neuroscience than of the current state of clinical symptomatology. We believe that the RDoC approach holds great
promise for producing meaningful, clinically relevant research in the coming years and for ultimately leading to a
different kind of nosology for diagnosis and treatment.

RDoC has not yet fully elaborated its constructs in terms of its “units of analysis” (which include behavior, self-reports,
and physiology, the critical trio for emotion) and measurement paradigms, but it certainly seems amenable to the ideas and
organizational scheme presented in the current chapter. Emotional reactivity fits into the Negative and Positive valence
systems domains (although RDoC seems to be more focused on “fear” than on other emotions). Emotion regulation fits
into the arousal/regulatory systems domain (which currently has fewer constructs than the other domains and thus may
expand in later versions). Emotional affiliation fits into the systems for social processes domain (which has “affiliation/
separation” as one of its constructs).

Neuropathology

In neurology and neuropsychology, historically there has been much greater focus on the measurement and precise
description of cognitive, language, and motor deficits than on emotional deficits. This is understandable given that many
lesions and neurodegenerative disorders produce dramatic impairments in cognitive, language, and motor domains.
However, these disorders often produce significant alternations in emotional functioning as well. When emotional func-
tioning has been considered in neuropathology, it has often been conceptualized in general terms akin to those found in the
DSM. For example, in the original consensus diagnostic criteria for frontotemporal dementia (Neary et al., 1998), a
disorder that has profound effects on emotional functioning (Levenson & Miller, 2007), “early emotional blunting” is one
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of five core diagnostic features, the dominant features of the disorder are said to be “character change and disordered social
conduct,” and emotion is not mentioned in any of 15 supportive diagnostic features or any of the supportive neuropsy-
chological test results.

EMOTION IN TREATMENT

Most of the major treatments for clinical disorders, whether biological, pharmacological, or psychotherapeutic, implicitly
or explicitly target emotional functioning. Biological treatments such as deep brain stimulation and transcranial magnetic
stimulation (George et al., 1996; Holtzheimer et al., 2012) are directed toward influencing the activity of the key neural
circuits described earlier in the context of neural pathways. Pharmacological treatments target key neurotransmitter
systems, including those discussed earlier in the context of genetic pathways. Psychotherapy has long focused on
influencing emotional processes. This began with catharsis in psychoanalysis (Freud, 1910) and has continued with
modern cognitive therapies (Beck, 1976), which target appraisal processes involved in both emotional reactivity and
emotional regulation. A focus on emotional affiliation is seen in many therapies for couples (Johnson, Hunsley,
Greenberg, & Schindler, 1999).

Arguably, one of the greatest challenges for the effective treatment of emotional dysfunction is lack of precision and
specificity. As noted earlier, DSM clinical disorders are extremely complex and replete with heterogeneity and comor-
bidity, and define emotional dysfunctions in general ways. Most existing treatments are similarly imprecise. Thus, it is
extremely difficult to isolate and reach certain circuits with biological treatments and to target particular neurotransmitters
in particular brain regions with pharmacological treatments. It has similarly been difficult to isolate specific active
ingredients in different psychotherapies that are effective with particular disease mechanisms.

There appears to be a clear movement in the treatment arena toward targeting more specific mechanisms (eg, RDoC)
and toward developing treatments that ameliorate particular symptoms across a wide range of disorders (Harvey,
Watkins, Mansell, & Shafran, 2004). This points to the need for better and more precise characterization of treatment
targets. In the realm of emotional functioning, such precision has long been the concern of affective scientists studying
emotional processes such as reactivity, regulation, and affiliation. Ironically, the insights and tools derived from
laboratory studies of emotion have been slow to find their way into clinical practice. Nonetheless, we believe
that building bridges that connect the laboratory to the bedside (and the bedside to the laboratory) will provide valuable
clues that will be useful in understanding the etiology of emotional dysfunctions that are found in neurological,
psychological, and psychiatric disorders and in identifying promising neural, genetic, and behavioral targets for future
treatments.
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Chapter 23

The Anatomy of Delusion

Georges Naasan
University of California San Francisco, San Francisco, CA, United States

INTRODUCTION AND DEFINITION

A 75-year-old woman accuses her husband of conspiring with a group of drug dealers and manufacturing illegal products
in the bathroom of the house where they have lived together for more than 20 years. As proof, she shows him photographs
of the bathroom walls, floor, and ceiling, pointing out cracks and dust as irrevocable evidence that someone has been
manipulating dangerous chemicals that have altered the structure of the room. Her husband reminds her that their bathroom
always looked like that and that he is with her at all times; however, she does not budge. A year earlier, she was hos-
pitalized for a hemorrhagic stroke.

A 63-year-old man is convinced that his wife was kidnapped and the woman who currently lives with him is an alien
imposter who looks like her but really is not her. She shows him her driving license and their marriage certificate but he is
not convinced. He does not accept food or medications from her, is not comfortable sleeping with her in the same bed, and
chases her around the house, asking her to leave. He carries a diagnosis of early-onset Alzheimer disease (AD).

Both of these are examples of delusions. According to the Diagnostic and Statistical Manual of Mental Disorders, Fifth
Edition (American Psychiatric Association & American Psychiatric Association. DSM-5 Task Force, 2013), delusions are
“fixed beliefs that are not amenable to change in light of conflicting evidence.” Furthermore, delusions are termed bizarre
when “they are clearly implausible and not understandable to same-culture peers and do not derive from ordinary life
experiences.” Delusions should be distinguished from hallucinations, which require a false perception from a sensory
modality (visual, olfactory, etc.) and from confabulations, which are spoken spontaneous unreal stories but without a fixed
belief. Often confabulatory stories change with multiple interviews, whereas delusions are consistent and reproducible.

Early on, delusions were deemed mysterious and incomprehensible phenomena, probably because of their bizarreness
and complexity. However, evidence from research has shed much light into the science, psychology, biology, and anatomy
of delusions, especially with increasing recognition of the neurological origin of delusions and their presence in many
neurological conditions such as strokes and neurodegenerative diseases.

Delusions are prevalent in psychiatric diagnoses, particularly within the psychosis spectrum disorders. Up to 70% of
patients with schizophrenia can present with persecutory delusions or ideas of reference, and up to 30% with religious or
grandiose delusions (Gilleen & David, 2005). In neurological conditions, up to 40% of patients with AD have psychosis
(Lyketsos et al., 2001; Ropacki & Jeste, 2005). Previously thought to be less prevalent in studies looking at clinically
defined frontotemporal dementia (FTD) (Mendez, Shapira, Woods, Licht, & Saul, 2008), psychosis was found in 21e38%
of patients with behavioral variant FTD (bvFTD) or FTD with motor neuron disease, especially when an expansion in the
C9orf72 gene was involved (Sha et al., 2012; Snowden et al., 2012). Delusions are also seen in around 4% of patients with
acute stroke within 24 h of admission (Kumral & Ozturk, 2004).

Some people do not necessarily act on their delusions, which has led some scientists to suggest that delusions may be
“empty speech” (Berrios, 1991). However, studies have shown that many people with delusions may act on their false
beliefs in a manner that is destructive, if not catastrophic, to themselves and to others in their surroundings (Gilleen &
David, 2005). For example, patients with Capgras delusion, the belief that a person has been replaced by an
identical-looking imposter, usually misidentify people to whom they are emotionally attached, often spouses. The con-
sequences of that can be tragic and include violence and homicide (Bourget & Whitehurst, 2004; Silva, Leong, Weinstock,
& Wine, 1993). Furthermore, psychosis is a major source of stress, anxiety, and depression, and places a significant burden
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on people experiencing the disorder and on their caregivers (Lyketsos, Miller, & Neuropsychiatric Syndromes Professional
Interest Area of the International Society to Advance Alzheimer’s Research and Treatment, 2012). In addition, the disease
is associated with earlier institutionalization and a higher cost of care (Herrmann et al., 2006).

In this chapter, we will focus primarily on understanding the phenomenology of delusions, exploring what is known
about their biology and associated neural circuitries, in an attempt to better delineate and define the brain anatomy involved
in their manifestations.

PHENOMENOLOGY AND ANATOMY

The Two-Factor Hypothesis and the Role of the Right Prefrontal Cortex

Modern psychological theories of understanding delusions focus on a two-factor hypothesis whereby a delusion requires
(1) a neuropsychological impairment that leads to the formation of the false belief, in addition to (2) an impairment in
processes that would normally lead to the rejection of the belief in question (Coltheart, 2010). It is further postulated that
the first impairment is what dictates the nature or content of the delusion, whereas the second impairment is common to all
delusions, leading to the fixation and persistence of the false belief.

As an example, the origins of the Capgras delusion are thought to be neurological in nature (see subsequent discussion
for details). Many studies have demonstrated that people with the Capgras delusion do not have an autonomic response to
familiar faces compared with unfamiliar faces, a phenomenon normally seen in healthy individuals (Ellis, Young, Quayle,
& De Pauw, 1997; Hirstein & Ramachandran, 1997). However, not all patients with this impairment develop the Capgras
delusion (Tranel, Damasio, & Damasio, 1995). In fact, patients with occipitotemporal damage are able to recognize the
identity of familiar faces correctly, yet fail to mount the normal skin conductance response compared with control subjects
(Tranel et al., 1995). In addition, contrary evidence to the Capgras belief, such as information that only the spouse would
know, or the proffering of a wedding band engraved with the spouse’s initials, fails to stir the patient with the delusion
away from his or her belief. Therefore, some neurological impairment must also exist that leads to the inability to reject the
delusion.

The anatomy of the first impairment leading to the content of the delusion varies according to the specific content in
question. By contrast, the second impairment must be anatomically constant across all delusions and should explain the
failure of the brain in refuting the implausible hypothesis that is the content of the delusion. Let us try to understand that
common denominator from a phenomenologicaleanatomical perspective.

The task of hypothesis formation and hypothesis evaluation was studied using functional MRI (fMRI) techniques
(Fletcher et al., 2001). Normal control research subjects were asked to formulate a hypothesis regarding what a medical
condition might be in a patient taking a certain medication. During the task, subjects received consistent feedback that
allowed them to formulate hypotheses accurately and predict medical conditions, except occasionally when they were
given “surprising” feedback that contradicted prior information. Results revealed that there was high activation in the right
dorsolateral prefrontal cortex (PFC) during the task of hypothesis evaluation, specifically when feedback contradicting
prior hypotheses was given to subjects. Other algorithms for hypothesis generation and hypothesis evaluation, using a
paradigm of predicting whether a person will have an allergic reaction to a meal based on hypotheses of what the allergen
was, were studied by means of fMRI and pointed to involvement of the right dorsolateral PFC in hypothesis formation and
error monitoring (Corlett et al., 2004; Turner et al., 2004). Moreover, the same paradigm was given to patients with
delusions, and showed that the right dorsolateral PFC was activated both when they were given conflicting feedback and
needed to reevaluate their hypothesis and when they were given consistent feedback that did not necessarily require them
to question their prior hypothesis (Corlett et al., 2007).

In support of this theory, the PFC was implicated in prediction-error processing (Corlett et al., 2004; Turner et al.,
2004) and reality-monitoring tasks (Lagioia et al., 2011). Structural volume loss in the PFC also correlated with symptoms
of delusion, regardless of their content (Buchy et al., 2012; Tost et al., 2010). A dysfunction in PFC signaling by fMRI
techniques also correlated with delusion formation (Blackwood et al., 2000; Corlett et al., 2007). Finally, individuals with
surgical excisions of the PFC were reported to have a greater “jumping to conclusions” reasoning bias than were control
groups (Lunt et al., 2012).

Lesion-based studies suggest that the emergence of new delusional ideation is associated with a new right hemispheric
injury, potentially superimposed on preexisting parenchymal volume loss (Levine & Grek, 1984). Delusions were seen in
15 of 360 patients (4%) with acute stroke within 24 h of admissions, all of whom had right hemispheric lesions, most of
whom had persecutory-type delusions (Kumral & Ozturk, 2004). A review of the literature (Devinsky, 2009) on the
anatomy of delusions when it occurs in neurological diseases such as stroke and degenerative disease similarly found
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overwhelming evidence for a dysfunction of the right hemisphere coupled with the release of an intact and creatively
narrative left hemisphere, and concluded that “delusions result from right hemisphere lesions; but it is the left hemisphere
that is deluded.”

Studies conducted to hone in on a common anatomy for patients developing delusions after a stroke found an
overlapping region of the right inferior frontal gyrus in three patients with delusions after stroke (Devine et al., 2014).
An association between right caudate stroke and delusions was observed in eight patients in whom there was also
hypometabolism in the right inferior frontal gyrus structure (McMurtray, Sultzer, Monserratt, Yeo, & Mendez, 2008).
Finally, the PFC demonstrated volume loss in patients with bvFTD and psychosis (Mendez, Fras, Kremen, & Tsai, 2011),
it was affected both on imaging and pathological analysis in patients with AD and psychosis (Ismail et al., 2011; Lopez,
Smith, Becker, Meltzer, & DeKosky, 2001; Nakano, Yamashita, Matsuda, Kodama, & Yamada, 2006; Sultzer et al., 2003),
and its hypometabolism predicted delusions and was associated with the formation of hallucinations in patients with
dementia with Lewy body (Perneczky et al., 2008, 2009).

According to the two-factor model, delusions arise from (1) a neurological dysfunction which explains the content of
the delusion, with the anatomy varying across different types of delusions. In addition, there is (2) a dysfunction in
hypothesis-evaluation and error-monitoring systems which is common to all delusions and localizes to the right PFC.

Attention Bias and Faulty Assignment of Salience to External Stimuli: The “Aberrant
Salience” Model

There is evidence in the literature to suggest that patients with delusions, especially persecutory delusions, may have a
preferential bias to attend to environmental cues and stimuli that appear threatening, especially when they threaten the
image or the concept of the self. For example, patients with schizophrenia who were presented with photographs that were
threatening, neutral, or ambiguous quickly found threat in ambiguous photographs and spent more time appraising the
threatening elements of the picture than did control subjects and other schizophrenic individuals without persecutory
delusions (Blackwood, Howard, Bentall, & Murray, 2001).

The “aberrant salience” model proposes that delusions arise in the setting of the inappropriate processing of stimuli that
would otherwise be considered irrelevant. This promotes a faulty representation of the environment leading to erroneous
inferences. Animal models suggest that this is mediated by abnormal dopaminergic signaling in the ventral striatum and
involves abnormal regulation of dopamine transmission by the PFC and hippocampus (see subsequent discussion on
paranoid delusion). Many studies demonstrate increased striatal dopamine synthesis and release in patients with psychosis
or prodromal signs of psychosis (O. Howes et al., 2011; O.D. Howes et al., 2011; O.D. Howes, Egerton, et al., 2009; O.D.
Howes, Montgomery et al., 2009). Studies have shown that unmedicated patients at risk for delusions attach motivational
salience to otherwise irrelevant stimuli while increasing striatal dopamine synthesis (Roiser, Howes, Chaddock, Joyce, &
McGuire, 2013).

The role of dopamine in delusion stems from the association between dopamine and the manifestation of psychosis. In
fact, antipsychotic medications work by blocking dopamine receptors. Also, dopamine mediates reward processing and
hence may have a role in the representation of stimuli as rewarding or aversive. Consequently, impairment in dopamine
regulation may result in a faulty assignment of salience to external stimuli.

Additional evidence for the aberrant salience hypothesis comes from a study that investigated gray matter volume
differences between two groups of patients with bipolar disease, one with and one without delusions (Radaelli et al.,
2014). Lower gray matter volume was found in the dorsolateral PFC and insula of patients with delusions compared with
those without. Both of these anatomical structures are involved in the salience and executive-control network (Seeley
et al., 2007).

Certain types of delusions, especially paranoid and persecutory delusions, may arise from an aberrant network of
salience to environmental stimuli, with the anatomy localizing to the ventral striatum, PFC, and insula.

The Theory of Mind in People With Delusions

One proposed theory of delusion formation is that of a malfunction of theory of mind, in which people with delusions,
especially of the persecutory and paranoid type, are unable to draw accurate inferences of other people’s intentions,
thoughts, and beliefs. This leads to false conclusions regarding the motives of people and the truth of a particular situation,
and this in turn predisposes to a state of paranoia. In fact, in a study assessing the ability of subjects to infer the intention
behind various samples of indirect speech (for example, “It’s hot in here” would mean “Please open a window”), difficulty
performing the tasks was observed in patients with schizophrenia and persecutory delusions, compared with those in
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remission (Corcoran, Mercer, & Frith, 1995). Other studies show that patients with schizophrenia indeed perform poorly
on tasks of theory of mind (Frith & Corcoran, 1996; Lee, Quintana, Nori, & Green, 2011), which implicates a role for the
temporoparietal junction and the medial PFC (Lee et al., 2011).

Although dysfunction in the theory of mind potentially explains why patients may become suspicious of other people’s
actions or speech, it does not necessarily explain why this has to progress into a full-blown fixed belief irrefutable by
contrary evidence. Therefore, and following the two-factor hypothesis explored previously, impairment in the theory of
mind needs to be coupled with another injury, such as to the right PFC, to lead to paranoid and persecutory delusions.

These proposed theories are not necessarily comprehensive, nor is there a consensus as to what constitutes the
neurological circuitry of delusions. It is probable that delusions do not necessarily represent a homogeneous group of
symptoms and that different delusions have different anatomies. Therefore, let us examine our knowledge of some specific
delusions as examples.

CONTENT-SPECIFIC DELUSIONS

In this next section, we will explore two examples of specific delusions: paranoid delusions and the Capgras delusions,
summarizing what we know about them in terms of their neurological basis and anatomical correlation. This is meant to
provide examples illustrating the association of delusions to neurological malfunction and underlining the complexities
behind the phenomenology of delusions. Table 23.1 provides a list of commonly encountered content-specific delusions.

Paranoid Delusions

Theories of the anatomical localization of paranoid delusions seem to implicate the limbic system, possibly including the
entorhinal cortex and the hippocampus. In animal models, these structures were found to be involved in the processing of
sensory information that converge there from other primary sensory cortices and modality-specific association areas (Jones
& Powell, 1970; Mesulam, Van Hoesen, Pandya, & Geschwind, 1977). In 1997, Bogerts described the pathological
findings on autopsy of a man who developed an isolated paranoid delusion that people knew a secret of his and were
mocking him. This led him to engage in the serial killing of his wife, children, and eight other people. On autopsy, he was
found to have a developmental abnormality within the posterior parahippocampal gyrus (Bogerts, 1997). The author
proposed that lesions in the limbic system, particularly the hippocampus, altered the integration of sensory information
with personal, emotional, and social experiences.

These theories were extrapolated and investigated in patients with AD, a disease that preferentially involves the
hippocampi in elderly individuals. It was found that people with clinical AD who have paranoid delusions had a more
pronounced volume loss in the right hippocampus than do those without paranoid delusions (Geroldi et al., 2000). Despite
these early studies, the role of the hippocampus in the formation of paranoid delusions in patients with AD has not been

TABLE 23.1 Examples of Content-Specific Delusions

Delusions Name Delusion Content

Paranoid delusion One is being persecuted or other people are plotting against one

De Clerambault syndrome One is loved by someone of a higher socioeconomic status

Othello syndrome One is being cheated on by one’s spouse

Grandiose delusion One has an inflated worth, or knowledge/power

Parasitosis syndrome One is infested by parasites (insects, for example)

Capgras delusion One’s spouse has been replaced by an identical-looking imposter

Reduplicative paramnesia A place exists in two different locations simultaneously

Fregoli delusion Different people are in fact a single person in disguise

Intermetamorphosis People can change into someone else in appearance/personality

Dorian Gray syndrome One is not aging

Cotard delusion One is deceased
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firmly defined. It may be that hippocampal dysfunction leads to the first hit needed in the two-factor model proposed
earlier, which explains the content of paranoia. A second factor of the right frontal structure would still be needed for the
delusion to form. Indeed, in support of this, a review of 25 studies on neuroimaging in AD and delusions found a common
implication of the right frontal structures in the formation of paranoid delusions in this group of patients (Ismail, Nguyen,
Fischer, Schweizer, & Mulsant, 2012).

Finally, patients with schizophrenia who have paranoid delusions were found to have higher indices of anxiety and
greater anticipation of threat, which highlights the role and influence of affect in delusions (Freeman et al., 2013).

The Capgras Delusion

In March 1895, a cooper lived in a small Irish town with his wife and her father. Their house was built on the site of a fairy
ring fort. After growing suspicious that there were witches roaming around, the cooper became convinced, along with his
father-in-law, that his then-ill wife was possessed by a changeling and that she looked like, but was not, his wife. As
superstitious beliefs had it at the time, the only way to bring his wife back was to burn the changeling out of her. He
gathered at home with eight neighbors and they collectively set the woman on fire. Some of the details of that story were
invariably altered by time and rumor, but the homicide of Bridget Cleary by her husband in 19th-century Ireland is un-
deniably true.

A few decades later, the Capgras delusion was reported in 1923, when Jean-Marie Joseph Capgras and his intern Jean
Reboul-Lachaux described the case of a 53-year-old woman who believed that her husband, her children, the police, and
her neighbors all had been replaced by identical-looking imposters (Capgras & Reboul-Lachaux, 1923). Long thought to
be a psychiatric phenomenon with no neurological basis, the Capgras delusion has increasingly come to be seen as
originating from a brain disorder with increasing evidence for its occurrence after head trauma or stroke, and in neuro-
degenerative illnesses (Alexander, Stuss, & Benson, 1979; Collins, Hawthorne, Gribbin, & Jacobson, 1990; Gluckman,
1968; Goldfarb & Weiner, 1977; Horikawa et al., 2006; Merrin & Silberfarb, 1976; Weston & Whitlock, 1971).
Misidentification syndromes were found to occur in 15.8% of AD and 16.6% of clinically defined patients with dementia
with Lewy body, of which the Capgras delusion is the most common (Harciarek & Kertesz, 2008).

Many neuropsychological theories are proposed to explain the phenomenon of Capgras delusions. Staton, Brumback,
and Wilson (1982) described the case of a patient with a right posterior hippocampus and right temporoparietaleoccipital
junction lesion resulting in the Capgras delusion as well as reduplicative paramnesia, the delusion that a place has been
doubled and exists in two places. They postulated that the syndrome occurred as the result of a disconnection between
remote memory stores and new memory formation. Unable to lay down new memories of subtle changes in physical
appearance, the subject relies on stored images from the past to process present visual cues; the illusion of doubles is
created. However, this theory accounts for neither the laterality of the lesion nor the specificity of Capgras delusion to
attached faces. In addition, an unpublished series of three patients with Capgras delusion failed to demonstrate a clear
temporal cutoff when patients were presented with backdated pictures of their misidentified relative (Edelstyn & Oyebode,
1999).

Other proposed neurological theories include a disconnect between two brain hemispheres, each generating its own
image of a known face (David, 1994; Edelstyn et al., 1997; Joseph, 1986); a malfunction of the right hemisphere, thought
to be specialized in the “recognition of uniqueness” (Cutting, 1990; Kosslyn, 1987); and a disconnection between “overt”
and “covert” face visual-processing pathways (Bauer, 1984; Ellis & Young, 1990; Ellis et al., 1997). According to the
latter theory, the Capgras delusion may behave as the “mirror image of prosopagnosia,” defined as a general inability to
recognize faces. In fact, patients with prosopagnosia retain the appropriate skin conductance response expected when
looking at familiar faces (Bauer, 1984); the opposite is true of patients with the Capgras delusion (Ellis et al., 1997;
Hirstein & Ramachandran, 1997). Bauer (1986, 1984) described a dual pathway of face processing: overt and a covert, or
affective, recognition. While he entertained the idea that prosopagnosia results from damage to the overt route with
preservation of the covert route, Ellis and Young (1990) proposed that the opposite results in the Capgras delusion.

However, as Hirstein and Ramachandran (1997) point out, this theory has a few fallacies, notably that lesions resulting
in the Capgras delusion are more commonly ventral (occipitotemporal) and that the ventral pathway is strongly connected
with the amygdala. Ramachandran proposes that the delusion results from a disconnection between face-processing areas
and the limbic system. This leads to the creation of separate memory “files” of the same person, because patients fail to link
together successive episodic memories. Most lesions studies point to a dysfunction in the right hemisphere with a possible
predilection for lesions in the right temporo-parieto-occipital region, which suggests that a dysfunction of face processing
with possible limbic dysfunction could underlie the Capgras phenomenon. Infarction in the right hemisphere was also
found to be implicated in patients with Cotard delusion, the belief that one is not alive (Nishio & Mori, 2012).
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Regardless of their validity, these theories explain neither the specificity of the Capgras delusion to closely loved
ones nor the formation of a fixed belief that is not amenable to change when provided with evidence to the contrary.
Other caveats to theories of visual face processing in the misidentification of loved ones are reports of the Capgras
delusion in blind patients (Dalgalarrondo, Fujisawa, & Banzato, 2002; Hermanowicz, 2002; Rojo, Caballero, Iruela, &
Baca, 1991) and cases in which it manifests over the phone in the absence of the visual stimulus of the loved one’s face
(Dietl, Herr, Brunner, & Friess, 2003). It might be that Capgras delusion finds its neurophysiology at a larger scale than a
simplistic visual face-processing dysfunction or that these cases are physiologically distinct with a seemingly common
phenotype.

GENETICS

Little is known about the genetic implications of delusions. The discovery of expansions in the C9orf72 gene as culprits in
some familial forms of FTD has resulted in a slurry of articles determining the clinical phenotype of patients who carry
those expansions. Consistently, it was shown that patients with FTD and who carry the C9orf72 expansion were more
likely to have symptoms of psychosis including delusions than were those without the expansion (Sha et al., 2012;
Snowden et al., 2012). The delusions associated with the C9orf72 expansion were often described as bizarre, and at times
related somehow to the patient’s own body, such as the delusion of pregnancy (Larner, 2013) or of foreign objects present
in the body (Snowden et al., 2012).

There has also been some evidence for the presence of delusions in patients with mutations in the progranulin gene (Le
Ber et al., 2008; Rohrer et al., 2011). Some of the specific content of delusions reported in patients with FTD and a
progranulin gene mutation are delusions of persecution and jealousy, which is interestingly different from some of the
delusion content that is often reported in C9orf72 carriers (see previous discussion). This may speak for the difference in
anatomy regarding the first factor of the two-factor hypothesis for delusions, with a common anatomy of involvement of
the right frontal cortex in both genetic phenotypes.

In AD, there are some conflicting results regarding the role of apolipoprotein E4 (APOE4) in the development of
delusions. In some studies, the possession of an APOE4 allele was associated with the early development of delusion in the
late-onset AD (Chen et al., 2012; Spalletta et al., 2006), with a more important effect seen in homozygosity (van der Flier
et al., 2007). However, in other studies, hallucinations were found to be significantly more frequent in patients with no
APOE4 alleles compared with those with two APOE4 alleles. However, no statistical difference was found for the
occurrence of delusions (Christie et al., 2012). The same conflicting evidence is encountered in studies examining the
effect of 5-hydroxytryptamine-2A T102C receptor polymorphism on the occurrence of delusions in patients with AD
(Angelucci et al., 2009; Craig, Donnelly, Hart, Carson, & Passmore, 2007; Pritchard et al., 2008). Finally, the serotonin
transporterelinked polymorphic region polymorphism was found to be associated with delusions in dementia with Lewy
body disease (Creese et al., 2014).
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Visual hallucinations (VH) have long been associated with organic brain disease and are a common presentation in a range
of reversible and degenerative brain disorders. One of the more common diseases associated with visual hallucinations is
Parkinson disease (PD), and visual hallucinations in PD are often complex and detailed. Because patients are frequently
distressed by these experiences, treatment of VH is often required. The pharmacological mainstay of the treatment of VH in
PD has been antipsychotic medications such as quetiapine, olanzapine, and clozapine. The evidence base for using these
medications is limited and their use is based on an underlying assumption that VH result from dopaminergic overactivity.
This chapter reviews the literature regarding the neurobiological basis of VH in PD and uses our current understanding of
anatomy and neurotransmitter systems to guide the pharmacological treatment of VH in this disorder.

We have previously summarized three mechanisms (deafferentation, disinhibition, and central) for the generation of
complex VH (Mocellin, Walterfang, & Velakoulis, 2006); a brief summary of this work is outlined subsequently. This is
followed by a more detailed elaboration of the disinhibition mechanism of VH arising from brain stem structures and the
contributions of serotonergic ascending systems. This understanding of the neuroanatomical and neurotransmitter un-
derpinnings of VH then forms the foundation for a discussion regarding available and potential pharmacological treatments
of complex VH in PD.

SIMPLE VERSUS COMPLEX VISUAL HALLUCINATIONS

In 1838, Esquirol provided the earliest and simplest definition of a hallucination as a percept without an object, perceived
as real and in the external environment (Esquirol, 1838). Slade refined this definition to refer to a percept-like experience in
the absence of an external stimulus that is experienced as a true percept, is spontaneous and unwilled, and cannot readily be
controlled (Slade, 1976).

The initial understanding of the pathophysiology of VH postulated that their origin lay in irritative foci, such as those
causing epileptiform activity after infection or trauma in cortical regions involved in vision (Walsh & Hoyt, 1969). These
VH are usually brief, intermittent, and stereotyped, meeting criteria for “simple” VH (Cummings & Miller, 1987), and
were informed by the cortical stimulation studies by Penfield and Perot in which occipital stimulation induced simple VH,
with temporo-occipital and parieto-occipital stimulation resulting in more complex scenes (Penfield & Perot, 1963).
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Simple VH are perhaps the least common form of VH, and this model did not account for more complex, non-
stereotyped, and continuous (or more “complex”) VH. These types of hallucinations were most particularly seen in blind
people, which led to the theory first postulated by West (1962) that the loss of afferent input “releases” the visual and
nearby cortex. The theory of VH as release phenomena, elaborated by Cogan (1973), provides a model for understanding
how VH occur after lesions to more “proximal” structures, particularly in circumstances of visual loss such as Charles
Bonnet syndrome (CBS) (Ffytche & Howard, 1999; Manford & Andermann, 1998; Mocellin et al., 2006; Santhouse,
Howard, & Ffytche, 2000). This has been supported by functional magnetic resonance imaging (fMRI) studies that show
selective tonic activity in visual cortical regions even when an individual is not hallucinating (Ffytche et al., 1998; Howard
et al., 1997).

Complex visual hallucinations (CVH) are differentiated from more simple, unformed hallucinations such as crudely
formed flashes of light and color, or other indistinct forms. Although the form of CVH in organic brain disease can be
heterogeneous, common features can be identified. The hallucinations may be vivid and colorful; include small people or
children [Lilliputian hallucinations (LHs)]; involve regular patterns or disembodied faces or limbs; or include branching or
tessellated patterns, vivid and colorful formed animals (real or bizarre), soldiers or others in uniform, or landscapes and
complex scenes. CVH are frequently associated with a variety of visual distortions such as palinopsia, in which repeated
images of a perceived image are seen or distortions of a face or head (prosometamorphopsia) (Manford & Andermann,
1998).

CVH have been reported in a wide variety of clinical and nonclinical circumstances but are best described and
characterized in peduncular hallucinosis, CBS, and the synucleinopathies such as PD and Lewy body dementia (LBD). VH
in the presence of frontal dementia or atypical parkinsonian syndromes may indicate testing for genetic syndromes such as
PRGN, C9ORF72, FUS, CADASIL, and Niemann Pick type C under the appropriate clinical circumstances. They may
also occur as hypnopompic or hypnagogic phenomena in healthy individuals or in those in sensory deprivation states
(Merabet et al., 2004) or with narcolepsy-cataplexy syndrome, delirium tremens, intoxication with psychoactive sub-
stances, or temporal lobe epilepsy (Manford & Andermann, 1998).

THE VISUAL PATHWAY AND MECHANISMS OF DISRUPTION LEADING TO VISUAL
HALLUCINATIONS

The anatomy of the primary visual pathway has been well described. Information from the retina passes along the optic
nerve, chiasm, and tract to the lateral geniculate nucleus (LGN) in the thalamus, and thence to the optic radiation through
the temporal lobe to the primary and secondary visual cortex (Fig. 24.1). The flow of visual information is modulated by
ascending input from pedunculopontine and parabrachial nuclei, and raphe nuclei via the superior colliculi (Fig. 24.2), and
involves the serotonergic, cholinergic, gamma-aminobutyric acid-ergic (GABAergic), and glutamatergic systems
(Fig. 24.2). Interruptions to this system at any point, either in the primary direct pathway or in its ascending modulatory

FIGURE 24.1 Visual pathways. (A) Retinogeniculocalcarine (RGC) tract. Optical information from retina (1) passes along the optic nerve (2)
through the optic chiasm (3) and optic tract (4) into the lateral geniculate nucleus of the thalamus (5), where it receives input from the superior colliculus
(7) via the pulvinar (6) and then traverses the optic radiation (8 and 9) through temporal lobe (13) into visual cortex (10e12). (B) Intersection of
ascending pathways. Optical information in RGC (1e8 and 11, as in Fig. 24.3) is modulated by ascending input from pedunculopontine and parabrachial
nuclei (9) and raphe nuclei (10) via the superior colliculus (7). Hash-marked areas show regions where interruptions are known to produce VH: in the RGC
tract via deafferentation; in the thalamus through a reduced signal-to-noise ratio, and in the ascending pathways via the removal of inhibitory control.
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projections, may lead to VH. A series by Braun, Dumont, Duval, Hamel-Hebert, and Godbout (2003) suggested that
occipital and occipitotemporal regions were the most commonly implicated cortical regions, and midbrain, cerebral pe-
duncles, pons, and thalamus were the typically affected subcortical regions (Braun et al., 2003).

The exact mechanisms underlying VH remain unclear but may involve “cortical release” or “deafferentation”
phenomena (West, 1962) (Fig. 24.3A) and/or the disinhibition of projections from ascending pathways or intact nearby

FIGURE 24.2 Neurochemistry of vision. Input from the retina (1) reaches the lateral geniculate nucleus of the thalamus (2). This structure and the
adjacent pulvinar of the thalamus (3), an accessory visual structure that may act to filter out eye movement “noise,” act as a junction between
reticulo-geniculocalcarine and ascending brain stem circuits, receiving inhibitory serotonergic inputs from the raphe nuclei (6) and excitatory cholinergic
inputs from the pedunculopontine and parabrachial nuclei (7). The reticular nucleus of the thalamus (8) also provides inhibitory GABAergic innervation to
the geniculate, which is itself modulated by the same ascending cholinergic and serotonergic input. The glutamatergic excitatory circuits from the
geniculate to the occipital cortex (5) are also modulated by the superior colliculus (4).

FIGURE 24.3 (A) Deafferentation: Lesions responsible for pathway CVH in which deafferentation from ocular input results in “release” activity in the
cortex. (B) Disinhibition: Lesions responsible for ascending CVH in which a loss of ascending inhibition to the geniculate results in a hyperexcited
geniculate and excess glutamatergic activity in the optic radiation, with resultant poor-quality signal to the cortex. (C) Central: Lesions producing central
CVH in which damage to the geniculate may again “deafferent” the striate cortex and lesions to the pulvinar of the thalamus may reduce the signal-
to-noise ratio of cortical input owing to a loss of the pulvinar’s “visual filter” function.
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visual cortex. Disruption of ascending inputs, for example at the level of the LGN, may lead to aberrant projections forward
to the visual cortex (Fig. 24.3B) or a loss of central sensory filtering function and degradation of signal-to-noise
(Fig. 24.3C).

Lesions anywhere in the visual system, from ocular structures through optic nerve, chiasm, and tract structures,
including ascending modulatory midbrain structures, can produce VH, which are usually complex in form (Galasko,
Kwo-On-Yuen, & Thal, 1988; Lepore, 1990; Mocellin et al., 2006). To correlate the location of the lesion to the type of
VH, Santhouse et al. used factor analysis in patients with CVH to establish anatomicalephenomenological correlates.
Their study found that landscapes and groups of figures were associated with pathologically increased activity in the
ventral temporal lobe, distorted faces with activity around the superior temporal sulcus, and visual perseveration and
palinopsia with activity of the visual parietal lobe (Santhouse et al., 2000). Thus, at an anatomical level, whereas simple
VH are most likely related to focal lesions of the ocular apparatus or occipital cortex, CVH occur when the quality or flow
of information moving through the visual system is disrupted.

Although lesion-based models afford some understanding of the anatomy of normal and abnormal visual processing,
they do not shed light on functional or neurochemical changes such as are seen in substance intoxication or withdrawal,
medication-related VH, or VH seen in global neurometabolic or neurodegenerative disorders such as delirium and
dementia. Medications with anticholinergic (particularly antimuscarinic) properties are the most visually hallucinogenic
(Perry & Perry, 1995), particularly in elderly people who generally have lower cholinergic tone than younger adults (Perry
et al., 1992). Altered dopaminergic transmission in stimulant misuse and dopaminergic treatment of PD and other syn-
ucleinopathies suggest a role for dopamine transmission in VH (Angrist, Sathananthan, Wilk, & Gershon, 1974; Goetz,
Vogel, Tanner, & Stebbins, 1998). Alterations in the GABAergic system that occur in benzodiazepine and alcohol
withdrawal, which are often associated with CVH, implicate a loss of GABAergic cortical inhibition in
withdrawal-associated VH (Nevo & Hamon, 1995), although this is likely to be mediated through other monoaminergic
systems (Manford & Andermann, 1998). Finally, but less often considered, VH may also occur with perturbations to
serotonergic transmission, an area which forms the focus of subsequent discussion.

These otherwise disparate anatomical and neurochemical models of VH have been united in the perception and
attentional-deficit model of Collerton et al., which focuses on deficits in object-based attention resulting from dysfunction
in lateral frontal cortical systems combined with object-based perceptual deficits due to dysfunction in the ventral (“what”)
as opposed to dorsal (“where”) visual stream (Collerton, Perry, & Mckeith, 2005). This can also be understood as a failure
to integrate current sensory input with prior expectations and is consistent with intrusion of previously generated
proto-objects into a currently perceived scene. Generation of multiple copies of previously perceived objects in this manner
can explain repetitive VH or palinopsias. Unlike other models, this can account for VH whose origin is either predomi-
nantly lesion based or neurochemically driven, in addition to VH that occur in states of sensory deprivation or in hyp-
nagogic or hypnopompic states.

COMPLEX VISUAL HALLUCINATIONS: THE ROLE OF LESION LOCATION

The anatomy of the retinogeniculocalcarine tract is well understood, including how lesions of the tract at different levels
produce classically described visual field defects (Fig. 24.3). The thalamic structures, the dorsal lateral geniculate nucleus,
and the lateral pulvinar, lie at the center of this system and receive a number of inputs, predominately cholinergic and
serotonergic, from the brain stem (Manford & Andermann, 1998). Although these inputs are not completely characterized
in mammals, it appears that cholinergic input is predominately excitatory, originating from the parabrachial and para-
bigeminal nuclei, and serotonergic inputs are inhibitory. These mainly arise from the serotonergic nuclei of the dorsal raphe
nuclei and also inhibit retinal input (Fig. 24.3B).

Brain stem lesions may disrupt these serotonergic inhibitory raphe nucleus inputs, resulting in excitation of the dorsal
LGN and dysregulation of retinal inputs resulting in CVH (Fig. 24.3B). Many hallucinogenic compounds, such as lysergic
acid, are serotonergic agonists and may produce CVH (Siegel & Jarvik, 1975). The dorsal raphe nuclei have also been
implicated in both the sleepewake cycle (Abrams, Johnson, Hollis, & Lowry, 2004) and regulation of REM and non-REM
sleep (Wu et al., 2004) in mammals. Sleep-associated CVH may be seen in normal sleep (hypnopompic and hypnagogic
hallucinations), sleep disorders (narcolepsy-cataplexy syndromes), delirium, and LBD. CVH in CBS are often accentuated
in states of reduced consciousness or fading light. These clinical findings further suggest an important role of the dorsal
raphe system in generating CVH.

Thalamic lesions may directly affect critical structures such as the pulvinar or the associated brain stem inputs described
previously. The primate pulvinar has an important role in simple visual processing but also visual salience (generating
signals related to the salience of visual objects) and linking eye movement to this function (Grieve, Acuna, & Cudeiro,
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2000). Lesions in this area may generate CVH by disrupting these functions (Fig. 24.3C). Damage to retinal inputs in this
area may also operate in the same fashion as a more proximal differentiating lesion.

Whereas differing pathologies may lead to CVH, the form these hallucinations take may relate to particular cortical
locations. Using factor analysis of clinical information collected from patients with CBS linked with predominately primate
fMRI and neurophysiological information, Santhouse et al. (2000) postulated that CVH in CBS can be linked to hierarchical
visual pathway streams. These workers suggested that hallucinations of extended scenes and people and objects (including
LHs) are associated with the ventral occipitotemporal cortex, hallucinations of faces and facial distortions (prosopometa-
morphosia) with the superior temporal sulcus, and visual perseveration and delayed palinopsia (reappearance of a percept
with shift in gaze after time delay) with visual parietal regions. These findings await further study and clarification.

SYNUCLEINOPATHY AND VISUAL HALLUCINATIONS

Synucleinopathies are a diverse group of related neurodegenerative diseases characterized by abnormal a-synuclein
metabolism, which in some instances result in the formation of intracellular inclusions known as Lewy bodies. PD-related
dementia (PDD) and LBD are associated with cortical Lewy bodies and marked cholinergic deficit in areas involved in
visual perception (Bohnen et al., 2003; Harding, Broe, & Halliday, 2002), loss of serotonergic and cholinergic neurons in
brain stem nuclei that modulate transmission of visual information (Halliday, Blumbergs, Cotton, Blessing, & Geffen,
1990; Jellinger, 1990), and impaired contrast vision resulting from disrupted retinal dopaminergic function (Bodis-Wollner
& Tagliati, 1993), each of which is a factor in the development of VH.

Lewy bodies in mesial temporal structures (parahippocampal gyrus and amygdala) are particularly associated with an
increased incidence of VH (Harding et al., 2002). VH may also relate to synuclein deposition in visual areas and altered
ascending input from loss of serotonergic and cholinergic brain stem nuclei, whereas the use of dopaminergic medications
in PD may worsen or bring forward the development of hallucinations.

The Origins of Visual Hallucinations in Parkinson Disease

In a seminal study of VH in PD, Fenelon et al. found that VH are present in up to 40% of patients with PD and may consist
of passage hallucinations, presence hallucinations, and formed or CVH (Fenelon, Mahieux, Huon, & Ziegler, 2000). These
authors noted that dopaminergic treatments are not enough to explain the VH of PD and that the main predictors of CVH
were cognitive impairment, daytime somnolence, and longer duration of PD (Fenelon et al., 2000). Based on their findings
and the literature, they argued that the role of dopamine in VH in PD is complex.

1. Hallucinations were described in PD before the introduction of L-dopa.
2. Early studies varied in terms of inclusion criteria, doses of dopa, and the description of psychiatric symptoms.
3. There is no clear relationship between dose and hallucinations in PD.
4. Anticholinergics can produce hallucinations in PD.
5. Patients with non-LBD disorders treated with L-dopa rarely develop VH.
6. VH occur early in the course of LBD (Fenelon et al., 2000).

In patients with unclassifiable parkinsonism, the presence of VH has been regarded as a “red flag” for underlying Lewy
body pathology (Williams & Lees, 2005; Williams, Warren, & Lees, 2008). The same group identified that VH correlate
highly with Lewy body pathology but not other parkinsonian syndromes such as progressive supranuclear palsy or
multisystem atrophy (Williams & Lees, 2005). This latter study examined 788 cases of parkinsonism (445 patients with
PD, 44 with LBD, and 255 with noneLewy body parkinsonism. The latter group included 127 with progressive supra-
nuclear palsy, 91 with multisystem atrophy, 27 with vascular parkinsonism, nine with Alzheimer disease, nine with
cortical-basal ganglionic degeneration, and eight with postencephalitic parkinsonism) (Williams & Lees, 2005). VH were
identified in 50%, 73%, and 7% of patients with PD, LBD, and noneLewy body syndromes, respectively, and were best
associated with cognitive dysfunction, autonomic dysfunction, early axial rigidity, and age at onset. VH were not
correlated with the use of L-dopa or anticholinergics. The authors hypothesized that VH are not directly related to
dopaminergic medication but could arise from an interaction between dopaminergic treatment and progressive Lewy body
involvement of the visuoperceptual systems.

In a postmortem study of patients with PD and VH, a strong relationship was identified between the presence of Lewy
bodies in the amygdala and parahippocampal regions and CVH (Harding et al., 2002).

A patient with severe, recurrent complex VH was scanned using fMRI and found to have increased activation in
anterior regions (cingulate, insula, and frontal lobe), thalamus, and brain stem and decreased activation in visual processing
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posterior cortical regions (lingual, fusiform gyri, inferior occipital gyrus, and superior temporal lobes). The authors pro-
posed that there is a desynchronization between posterior and anterior cortical areas during VH (Goetz, Vaughan,
Goldman, & Stebbins, 2014).

VH in the synucleinopathies are associated with cognitive impairment and disease severity but generally not medication
(Barnes & David, 2001). In a study matching patients with DLB, PD, and Alzheimer disease on degree of cognitive
impairment and visual acuity, individuals who had PDD and DLB had significantly impaired visual processing compared
with those who had Alzheimer disease, and commensurately higher rates of VH (PDD, 75%; DLB, 90%; and AD, 8%)
(Mosimann et al., 2004).

THE SEROTONERGIC SYSTEM AND VISUAL HALLUCINATIONS

Anatomy of the Serotonergic System

Serotonin (5-hydroxy tryptamine [5-HT]) was first linked to psychiatric symptoms, particularly depression and anxiety, in
the 1950s. 5-HT cell bodies are found in the dorsal and basal raphe nuclei of the brain stem and provide serotonergic
innervation to entire brain. To date, seven 5-HT receptors have been identified, most of which are postsynaptic receptors
(Alex & Pehek, 2007). 5-HT neurons of the raphe nucleus innervate dopaminergic cell bodies and terminal regions within
the midbrain and basal ganglia (Alex & Pehek, 2007).

Of the seven receptor subtypes, the 5-HT2a and the 5-HT2c receptors are most relevant to models of VH in PD and are
the best characterized with regard to medications used in the treatment of VH. 5-HT2a receptors are normally greatest in the
middle layers of prefrontal and cingulate cortex, with lower levels identified in the striatum (Hall, Farde, Halldin,
Lundkvist, & Sedvall, 2000). 5-HT2a receptor activation stimulates dopamine release from all three major dopaminergic
pathways (nigrostriatal, mesocortical, and mesolimbic) (Alex & Pehek, 2007). In patients with PD, reduced levels of
5-HT2a receptor are found in temporal cortex, although increased levels of 5-HT2a receptors have been identified in the
temporal cortex (Huot et al., 2010) and the ventral visual pathway (Ballanger et al., 2010) of patients with PD and VH.
These latter findings have potential treatment implications for patients with PD and VH.

5-HT2c receptors are found in the ventral tegmentum, substantia nigra, striatum, and nucleus accumbens and the
anterior cingulate cortex. These receptors are anatomically placed to modulate dopaminergic function, and in contrast to
5-HT2a receptors, they predominantly act to inhibit dopamine release (Alex & Pehek, 2007).

It has been proposed that actions of antipsychotic drugs in schizophrenia may rely on a combination of dopaminergic
blockade and 5-HTedriven dopaminergic modulation in prefrontal cortex, whereby the effect of differential antagonism of
5-HT receptors is to produce an elevation of tonic dopamine release and block phasic dopaminergic within the prefrontal
cortex. Antagonism of 5-HT2c receptors may also be the reason why atypical antipsychotic drugs have fewer extrapyra-
midal side effects compared with typical antipsychotic drugs (Alex & Pehek, 2007; Meltzer & Massey, 2011).

Psilocybin and the Serotonergic System

The best characterized substance relevant to the relationship between the serotonergic system and VH is psilocybin, a
psychoactive alkaloid, which together with its active metabolite, psilocin, is a main ingredient of hallucinogenic mush-
rooms (Tyls, Palenicek, & Horacek, 2014). Psilocybin is structurally similar to serotonin and its hallucinogenic effects are
associated with 5-HT2a agonism (Nichols, 2004), with subsequent increased striatal dopamine release (Vollenweider,
Vollenweider-Scherpenhuyzen, Babler, Vogel, & Hell, 1998).

Psilocybin was widely investigated in the 1960s as a research drug and is considered the archetypal drug for a sero-
tonergic model of psychosis. Psilocybin induces a plethora of psychotomimetic effects including VH (but not auditory
hallucinations), changes in body image, thought disorder, and religious and mystical experiences (Geyer & Vollenweider,
2008; Hasler, Grimberg, Benz, Huber, & Vollenweider, 2004). The nature of VH induced by psilocybin (tessellated and
branching patterns, palinopsias, and color distortions) is similar to those experienced in a number of organic brain disorders
including PD. Although psilocybin psychosis has been used as a model for schizophrenia, its clinical effects are equally
relevant, if not more so, to an understanding of the neurobiology of VH in PD. Psilocybin-induced psychotic experiences
are reversed by risperidone (5-HT2c and D2 antagonist) and ketanserin (5-HT2a antagonist) but not by haloperidol (D2
antagonist) (Kometer, Schmidt, Jancke, & Vollenweider, 2013; Vollenweider et al., 1998). The failure of D2 antagonists to
treat psilocybin-induced VH has implications for the treatment of VH in PD, especially because D2 antagonists are
undesirable in PD owing to their motor effects.
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Parkinson Disease and the Serotonergic System

The nigrostriatal dopaminergic pathway begins with cell bodies in the substantia nigra projecting to the caudate and
putamen. 5-HT neurons of the raphe nucleus innervate dopaminergic cell bodies and terminal regions within the midbrain
and basal ganglia (Alex & Pehek, 2007). 5-HT neurones are able to metabolize exogenous L-dopa into dopamine and may
release dopamine into the striatum. This is thought to be a possible mechanism for the induction of dyskinesias in patients
with PD who are treated with L-dopa (Huot, Fox, & Brotchie, 2011).

Postmortem studies of patients with PD have identified neuronal loss and Lewy bodies within raphe 5-HT neurons
(Halliday et al., 1990), up to 50% reduction in 5-HT transporter levels within cortical areas to which the neurones project
(Damato et al., 1987), and reduced 5-HT levels in basal ganglia, hypothalamus, and thalamus (Huot et al., 2011). However,
clinicopathological studies have failed to identify a significant relationship between the raphe pathology and clinical
features of PD.

A study using a 5-HT2a positron emission tomography ligand in patients who had PD with and without VH found that
the patients with VH had increased 5-HT2a binding in the ventral visual pathway and frontal cortex (Ballanger et al., 2010).
These findings add weight to evidence for the potential use of selective 5-HT2a antagonists in the treatment of VH.

PHARMACOLOGICAL INTERVENTIONS FOR VISUAL HALLUCINATIONS IN
PARKINSON DISEASE

D2 Antagonism

Traditionally, dopamine D2 receptor blocking antipsychotic agents have been used to treat psychotic symptoms in PD,
with a preference for atypical agents that have less extrapyramidal symptoms such as clozapine and quetiapine (Chou,
Borek, & Friedman, 2007; Weintraub & Stern, 2005). Clozapine remains the only antipsychotic considered to be effective
and tolerable in PD with psychosis, but its side-effect profile (agranulocytosis) and frequent local restrictions on pre-
scribing prevents its widespread use for this indication. It is effective in PD with psychosis at doses much lower than those
used in schizophrenia (25e50 mg compared with 300e800 mg). At these low doses, clozapine has a far greater 5-HT2a
antagonist effect than dopamine D2 effect (Meltzer, Kennedy, Dai, Parsa, & Riley, 1995).

Quetiapine is a widely used alternative to clozapine in PD with a receptor profile similar to that of clozapine, with high
5-HT2a receptor antagonism and lower D2 antagonism (Gefvert et al., 2001). Despite this favorable profile, several
placebo-controlled trials have not shown quetiapine to be better than placebo in the treatment of psychosis in PD (Ondo,
Tintner, Voung, Lai, & Ringholz, 2005; Rabey, Prokhorov, Miniovitz, Dobronevsky, & Klein, 2007; Shotbolt, Samuel, &
David, 2006). In their study, Rabey et al. attributed this finding to a high incidence of patients with delusions and hal-
lucinations compared with an earlier study which found quetiapine to be better than placebo (Juncos et al., 2004) and
which included a high proportion of patients with VH. An alternative explanation, however, may relate to the dose of L-
dopa drugs used in each study. The average L-dopa dose used in the study by Rabey et al. was about 600 mg daily,
compared with 300 mg in the study by Juncos et al. It could be that the psychotic symptoms of the patients receiving higher
doses of L-dopa (Rabey et al., 2007) were related to L-dopa rather than to the neurobiological effect of PD, and that
quetiapine is effective in those patients with PD whose VH were induced by the PD itself.

Serotonin Antagonism

Because of the problematic clinical problem of treating VH in PD with drugs which block dopaminergic receptors,
attention has been drawn to medications which act at 5-HT receptors but not dopaminergic receptors (Meltzer et al., 2010;
Meltzer & Roth, 2013). Pimavanserin, a 5-HT2a inverse agonist, has 40 times lower affinity for the 5-HT2c receptor and no
activity at dopaminergic, muscarinic, adrenergic, or histaminergic receptors (Vanover et al., 2006). A number of studies
have investigated its role in the treatment of psychosis in PD.

In a placebo-controlled, double-blind trial of 30 patients with PD and psychosis, pimavanserin was shown to have
minimal impact on motor symptoms in PD and to improve hallucinations (visual and auditory) in patients with PD and
psychosis (Meltzer et al., 2010; Meltzer & Roth, 2013). Pimavanserin was significantly better than placebo in treating
delusions and thought disorder. In contrast to antipsychotic medications, the side-effect profile of pimavanserin was similar
to that of placebo. The authors of that study did not report L-dopa doses of the patients, which preclude any comment on
whether the patient group may have been vulnerable to the psychotogenetic effects of higher-dose L-dopa induced.

Beyond Dopamine Chapter | 24 381



In a larger, more recent phase III study, 199 patients with PD and psychosis were randomly allocated to placebo or
pimavanserin. The treated group had significantly reduced psychotic symptoms with a 37% improvement at 6 weeks
compared with a 14% improvement in the placebo group. Pimavanserin treatment was associated with less carer burden,
better sleep, and no motor dysfunction compared with the placebo treatment group. The authors did not comment on any
differential effect of pimavanserin on hallucination subtypes.

Because of its potential antipsychotic effect, pimavanserin has also been investigated in the treatment of schizophrenia.
In a double-blind, randomized control study of 423 patients with schizophrenia, the addition of pimavanserin to 2 mg
risperidone produced better outcomes (efficacy and safety) than 6 mg risperidone or haloperidol (Meltzer et al., 2012). The
authors advocated for its use as an adjunctive treatment in schizophrenia to reduce extrapyramidal motor side effects of
traditional antipsychotic medications.

SUMMARY

The treatment of VH in PD poses a significant clinical issue for neurologists, psychiatrists, and geriatricians. To date,
antipsychotic medications have been the mainstay of treatment based on the assumption that dopaminergic blockade is
required for the treatment of psychotic symptoms. However, these drugs are associated with motor and other side effects
which limit their dosing and compliance. Current knowledge about the visual pathways and the role of the serotonergic
system suggests that serotonergic systems are affected by the PD process and may have a significant role in the genesis of
hallucinations. Treatments aimed at 5-HT antagonism may offer more effective, safer, and better tolerated pharmacologic
treatment for patients than may dopaminergic-blocking drugs.
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Chapter 25

Risk Overlap Between Clinical Disorders

Patrick F. Sullivan
University of North Carolina at Chapel Hill, Chapel Hill, NC, United States; Karolinska Institutet, Stockholm, Sweden

INTRODUCTION

The classification and interrelation of diseases are million-dollar questions in medicine. Are two clinical presentations the
result of a common pathophysiological process? Are they etiologically distinctive despite common signs and symptoms?
For example, one reason why the germ theory of disease had such a profound impact on medicine was its extraordinary
explanatory capacity. Moreover, a complete understanding of classification has direct implications for treatment. Instead of
elaborate taxonomies based on the clinical features of fever, fundamental causes could be identified. Therapeutic in-
terventions could then target the root cause and clinical signs and symptoms became epiphenomena.

Classification is perhaps less of a solved issue in clinical neuroscience than in any other branch of medicine. For
example, schizophrenia and epilepsy are comorbid in that they co-occur beyond chance. A sizable minority of people with
schizophrenia has epilepsy or epileptiform activity and a fraction of people with epilepsy has a psychotic syndrome
strongly reminiscent of schizophrenia. How do we understand clinical comorbidity? There is a range of possible in-
terrelationships (Neale & Kendler, 1995), and a central issue to Section III is whether multiple neuropsychiatric disorders
or diseases share a common pathophysiological process.

Sections I and II of Genomics, Circuits, and Pathways for the Clinical Neuroscientist reviewed the exceptional
technological advances fueling the current epoch of discovery in genomics and neuroscience. Section IV focuses on
clinical translation, the relevance of the new knowledge being generated to drug development, individualized therapeutics,
and predictive genetic testing. Section III, this portion of the book, is arguably the heart of Genomics, Circuits and
Pathways for the Clinical Neuroscientist and covers what we have learned about the pathophysiological processes of the
diseases and disorders that feature prominently in clinical neuroscience.

This chapter is the overture to Section III and introduces the key themes that will be amplified in later chapters. For
many of the disorders covered in Section III, until recently our knowledge of the biology has been highly uncertain and
genomic studies have had and still have a key role in pointing to fundamental disease processes that serve to guide
subsequent studies.

CLINICAL NEUROSCIENCE, NEUROLOGY, AND PSYCHIATRY

A longstanding tussle in medicine has been the placement of the divide between neurology and psychiatry. A salient
example is Alzheimer disease, which is widely considered a neurological condition owing to the identification of a
characteristic neuropathology and emerging pathophysiology. However, this condition was named after a psychiatrist, is
often managed by psychiatrists, was included in the International Statistical Classification of Diseases and Related Health
Problems, 10th Edition (ICD-10) as a psychiatric disorder, and often has prominent psychiatric comorbidities (eg, anxiety,
depressive and psychotic features). The term “clinical neuroscience” is in many ways an explicit agreement to set aside
traditional dichotomies (neurological versus psychiatric, organic vs functional, and hardware versus software) and is more
current than the related terms of behavioral neurology and neuropsychiatry. These dichotomies have not served to enhance
insight, but bluntly and inappropriately attempt to impose a simple classification scheme onto an inherently blurred
continuum.

Genomics, Circuits, and Pathways in Clinical Neuropsychiatry. http://dx.doi.org/10.1016/B978-0-12-800105-9.00025-1
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The core pathology of the disorders and diseases covered in this section is based on the central nervous system (CNS)
and has what has been traditionally considered neurological and psychiatric components. This distinction tends to rest on
an often loosely defined dichotomy between “identifiable” versus unknown pathology: for example, diseases with frank
lesions (eg, primary brain tumors, white matter disorders, dementias) are typically categorized as “neurological” irre-
spective of the presence of associated alterations in behavior, emotion, and cognition. When there has been an unknown or
markedly less clear relationship between behavioral and emotional symptomatology and pathophysiology, CNS disorders
tend to be categorized as “psychiatric.”

As the molecular mechanisms of “gross” lesions are illuminated and the molecular, cellular, and circuit abnormalities
driving “idiopathic” conditions are revealed, these dichotomies will necessarily become less satisfactory. Indeed a central
theme of this volume is that this is now occurring and that there is far more to be gained by rejecting these categorical
boundaries than by attempting to place disorders in one versus another discipline.

It is also worthwhile to recall that psychiatry and neurology split into distinct disciplines in an earlier epoch in which
the state of knowledge tended to support the distinction between mind and brain. There certainly is a general focus in
psychiatric and psychological training and practice on behavioral and emotional dysfunction, and in neurology, a greater
emphasis on motor and sensory disturbances. Importantly, the observation that disorders of the nervous system tend to defy
such easy distinctions routinely does not imply that clinical neuroscience should focus exclusively on the same overt
manifestations of CNS pathology. It argues that there is a core body of knowledge that all clinical neuroscientists must
possess regardless of the dominant themes in their training and practice.

THE DISEASES AND DISORDERS IN SECTION III

In this chapter, the introduction to Section III, I use the traditional definitions (OED Online, 2014) for “disorder” (an illness
that disrupts normal function) and “disease” (a disorder with known pathophysiology or structural pathology): hence,
bipolar disorder and Alzheimer disease. One obvious goal for clinical neuroscience is to convert idiopathic disorders into
pathophysiologically defined diseases.

Section III contains 18 chapters devoted to diseases and disorders of prominent interest in clinical neuroscience.
Table 25.1 provides an overview and rough classification of the chapters in Section III. Section III contains classical
psychiatric disorders (drug use disorders, eating disorders, mood disorders, posttraumatic stress syndrome (PTSD),
schizophrenia, and psychosis) as well as classical neurological diseases (amyotrophic lateral sclerosis [ALS], epilepsy,
Parkinson disease, primary brain tumors, and white matter disorders). Several entities are in the borderland (speech and
language disorders, Alzheimer disease, frontotemporal dementia, neurodevelopmental syndromes, and autism). In addition,
one chapter focuses on classification and another on neuroimmunology. Many of these entities have high global morbidity,
particularly major depressive disorder (MDD), drug use disorders, epilepsy, dementias, and schizophrenia, as expected for
relatively early-onset and often highly chronic conditions.

Fig. 25.1 shows a scatterplot of some of the data in Table 25.1. These entities have two rough clusters defined by
common versus uncommon/rare prevalence and higher or lower heritability. These clusters are now known to be a poor
guide to the rapidity with which genetic studies might be predicted to identify loci; the current success stories are
distributed throughout Fig. 25.1. The determining factor is not the population-level characteristics of prevalence and
heritability but rather the fundamental genetic architecture of the disorder or disease (Sullivan, Daly, & O’Donovan, 2012):
that is, the degree of etiological heterogeneity and the number of contributing loci, and for each, the mode of action, allele
frequency, and genotypic relative risk.

OVERLAP

Even a cursory review of the entities covered in Section III suggests substantial overlap. For instance, bipolar disorder is
typified by the presence of depressive and manic episodes, and MDD by depressive episodes. Schizophrenia is a psychotic
disorder. Epilepsy is common in autism. People with dementia can develop psychosis.

With the expanding reliance on electronic medical records, very large-scale data analyses of symptoms and diagnoses
are becoming increasingly feasible, enabling systematic assessments of comorbidity in clinical populations (Blair et al.,
2013 #7947; Kohane, 2015 #7967). In a complementary manner, one can begin to gain some insight into such questions by
assessing the degree of overlap in the extant literature. To do so, I recorded the number of PubMed results for Medical
Subject Headings (MeSH) translations for as many of the entities in Section III as possible, to obtain a rough estimate of
the importance or amount of research for each. The number of citations ranged from 1229 (Frontotemporal Dementia) to
221,959 (Substance-Related Disorders). There were three groupings: entities with high (Brain Neoplasm, Epilepsy, and
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Substance Related Disorders; 12.2e22.9%), low (Frontotemporal Dementia, Language Development Disorders, Brain
Abnormalities, Amyotrophic Lateral Sclerosis, Autistic Disorder, Stress Disorders Post Traumatic, Eating Disorders, and
Leukoencephalopathies; 0.1e2.5%), and intermediate numbers of citations (Bipolar Disorder, Psychotic Disorders,
Parkinson Disease, Alzheimer Disease, Depressive Disorder, and Schizophrenia; 3.2e8.7%).

I next conducted PubMed queries for 153 pairwise combinations of these entities. The median number of citations for
these pairwise combinations was 114 (interquartile range, 15e469). The number of pairwise citations ranged from a
maximum of 9078 (Schizophrenia and Psychotic Disorders) to a minimum of zero for four pairs of terms (eg, Fronto-
temporal Dementia and Stress Disorders Post Traumatic).

The PubMed data are depicted as a network graph in Fig. 25.2. This is a relatively interconnected network with 97.4%
of all pairwise combinations of these entities with more than one PubMed citation, which underscores the importance of
understanding and evaluating the overlap of what have traditionally been considered distinct conditions (both within and
between medical specialties).

Not surprisingly, these findings reflect the current neurology versus psychiatry dichotomy, because a modularity
detection algorithm yielded two communities in the graph consisting of traditional neurological disorders (eg, ALS) and
psychiatric disorders (schizophrenia and MDD). Almost certainly this reflects a number of confounds, including a
continued categorical emphasis in extramural funding and in journal editorial policies. What is most notable, perhaps, is
that despite these forces that would tend to drive the separation of reports of interest to one discipline or disorder versus
another, considerable overlap is readily apparent.

TABLE 25.1 Prevalence, Heritability, and Impact of the Entities in Section III

Disease/Disorder

Lifetime

Prevalence Heritability Impact

Drug use disorders (Breslau, Johnson, Hiripi, & Kessler, 2001; Kessler et al., 2005;
Polderman et al., 2016)
l Alcohol abuse/dependence
l Nicotine dependence

0.132
0.24

0.41
0.44

1.17%
ND

Eating disorders (Bulik et al., 2010; Hudson, Hiripi, Pope, & Kessler, 2007)
l Anorexia nervosa
l Bulimia nervosa

0.006
0.01

0.57
0.62

0.08%
ND
ND

Mood disorders (Kessler et al., 2005; Merikangas et al., 2007; Polderman et al., 2016;
Sullivan, Neale, & Kendler, 2000; Weissman et al., 1996)
l Bipolar disorder
l Major depressive disorder

0.007
0.13

0.68
0.37

3.27%
0.48%
2.79%

Posttraumatic stress disorder (Kessler et al., 2005; Stein, Jang, Taylor, Vernon, &
Livesley, 2002)

0.068 0.30 ND

Schizophrenia (Saha, Chant, Welham, & McGrath, 2005; Sullivan, Kendler, &
Neale, 2003)

0.004 0.81 0.51%

Dementias (Feldman et al., 2003; Plassman et al., 2007; Polderman et al., 2016)
l Alzheimer disease
l Frontotemporal dementia

0.097
0.054

0.63
ND

0.66%
ND
ND

Pervasive developmental disorders (Fombonne, 2009; Polderman et al., 2016)
l Autism spectrum disorder

0.0064
0.0026

0.60
0.80

0.29%
ND

Amyotrophic lateral sclerosis (Al-Chalabi et al., 2010; Pasinelli & Brown, 2006) 0.0017 0.61 ND

Epilepsy (Kjeldsen, Kyvik, Christensen, & Friis, 2001; Ngugi, Bottomley, Kleinschmidt,
Sander, & Newton, 2010)

0.0058 0.70 0.75%

Parkinson disease (Bulik et al., 2010; Hudson et al., 2007) 0.067 0.34 0.09%

The first five rows are traditional psychiatric disorders and the last three rows are traditional neurological disorders. Dementias and pervasive
developmental disorders are psychiatric disorders in The Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition and International
Statistical Classification of Diseases and Related Health Problems, 10th Edition, but are also neurological disorders. Additional chapters in Section III not
included here are on classification, neurodevelopmental disorders, neuroimmunology, speech and language disorders, psychosis, brain malformation
syndromes, primary brain tumors, and white matter disorders, because these are general cross-cutting processes or highly heterogeneous topics without
specific prevalence, heritability, and impact data. Impact is the percentage of disability-adjusted life-years in the world in 2012 (see URLs). Epilepsy
estimates are for nonsyndromic forms. ND, no data.
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FIGURE 25.1 Scatterplot of heritability by lifetime prevalence. ALC, alcohol abuse/dependence; NIC, nicotine dependence; AN, anorexia nervosa;
BN, bulimia nervosa; BIP, bipolar disorder; MDD, major depressive disorder; PTSD, posttraumatic stress disorder; SCZ, schizophrenia; AD, Alzheimer
disease; PDD, pervasive developmental disorder; ASD, autism spectrum disorder; ALS, amyotrophic lateral sclerosis; EPI, epilepsy; PD, Parkinson
disease. Classical psychiatric disorders are in magenta, classical neurological disorders are in cyan, and ASD, PDD, and AD are in blue.

FIGURE 25.2 Network graph for PubMed citations for entities in Section III. The PubMed network graph was made using Gephi (see URLs). Each
circle is a node whose diameter is proportional to the number of PubMed citations. The coloring of nodes reflects approximate sizes. The width of the lines
connecting the nodes is proportional to the number of PubMed citations for the co-occurrence of the MeSH terms for the nodes. Application of a
community detection/modularity algorithm yielded two classes corresponding to neurological (PD, BrCA, Leuk, and ALS) and psychiatric disorders
(SCZ, Psy, AUT, BIP, MDD, Lang, PTSD, Sub, and ED). Notably, FTD and Alz clustered with neurological disorders and BrAb and Epi clustered with
psychiatric disorders. ALS, amyotrophic lateral sclerosis; Alz, Alzheimer disease; AUT, autistic disorder; BIP, bipolar disorder; BrAb, brain abnormalities;
BrCA, brain neoplasms (ie, cancer); ED, eating disorders; Epi, epilepsy; FTD, frontotemporal dementia; Lang, language development disorders; Leuk,
leukoencephalopathies; MDD, depressive disorder; MS, multiple sclerosis; PD, Parkinson disease; Psy, psychotic disorders; PTSD, posttraumatic stress
disorders; SCZ, schizophrenia; Sub, substance-related disorders.
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GENOMICS AS A WAY TO UNDERSTAND RISK OVERLAP

The data in Fig. 25.2 are useful as a first approximation of evaluating the general overlap between these disorders in that
these data capture aspects of the published literature. However, this does not necessarily correspond to the core purpose of
this introduction to Section III, which is consideration of risk overlap.

The core issue here is that the precise mechanisms of risk are poorly defined for most of the entities in Section III. At
one extreme, we have the clinical portrait, a coherent collection of signs and symptoms often refined by decades of
careful observation (impeccable clinical characterization has historically been an important attribute of the clinical
neurosciences). On occasion, there may even be a diagnostic test (eg, brain imaging in white matter disorders or primary
brain tumors). On the other extreme there is a rapidly expanding set of genomic knowledge fueled by a converging set
of remarkable technical and informatics advances (Lander, 2011; Visscher, Brown, McCarthy, & Yang, 2012). Between
these extremes, DNA and clinical portrait, is often a black box. For many of the entities in Section III, genetic variation
conferring risk has been identified but the impacts on molecules, cells, circuits, and organ systems have yet to be
defined.

Thus, for many of the disorders and diseases in Section III, to date, confident comparison of risk overlap can occur only
at the level of the genetic loci identified using genomic studies. Genomic studies may be the best way to gain entry into the
risk process. This, in turn, raises two questions: What is the best way to wield genomic tools? What do we now know about
the genetic architectures of these entities?

WIELDING GENOMIC TOOLS

Full descriptions of the technologies that can be brought to bear on trying to understand the genetic basis of a biomedical
disease or disorder can be found in Section I of this book. However, there is now considerable experience with all of these
technologies. Accumulated experience suggests a critically important caveat: that the statistical evidence should be
extremely strong and in line with current best practices in human genomics.

A mnemonic for the standards of evidence in human genomics is the three R’s. A finding should be robust in that the
statistical evidence exceeds chance. To account for multiple comparisons, the accepted significance threshold for a
genome-wide association study is P < 5 � 10�8 (akin to a Bonferroni correction of 0.05 for 106 tests). For transmitted
variation in copy number variant (CNV) and exome sequencing studies, the threshold is typically P < 5 � 10�6.
Increasingly, researchers have begun to use false discovery rate and Bayesian approaches. A crucial point is that a
finding should replicate in multiple independent samples, and this is generally viewed as essential. There should be
unmistakable evidence that the authors were reluctant to accept their findings. False positives occur in genomic studies
owing to batch effects (eg, cases and controls genotyped at different places and times), differences in ancestry between
cases and controls (ie, population stratification), incautious quality control and analysis, and the pernicious assumption
that a technology is a perfect black box. The best articles will have expert and vigorous attempts to disprove their
findings.

A second caveat is that best practices in human genomics now stress the primacy of the statistical evidence. In the
past, it was typical for investigators to combine soft empirical findings not meeting the “three R’s” with some wet bench
work and to conclude that the combination equated with salience. This argument is now often viewed as weak, sub-
jective, and prone to incorrect decisions. In general, in the absence of unequivocal knowledge of a fundamental disease
process, this argument is not falsifiable. For most psychiatric disorders such as schizophrenia, this caveat applies because
we do not have a clear fix on the fundamental biology. This caveat may not apply to other diseases in Section III in
which the basic biology may be far clearer (eg, the genes strongly implicated in white matter disorders). This argument is
counter to best practices in human genetics (Attia, 2009a, 2008b; Ioannidis, Thomas, & Daly, 2009; Kraft, Zeggini, &
Ioannidis, 2009; McCarthy et al., 2008) (including rare variants of strong effect) (MacArthur et al., 2014) and is not
accepted by many journals (eg, Nature Genetics: “the genetic and statistical evidence for association should be sound.
Molecular biological evidence for a functional variant is desirable in addition to, but will not substitute for, sound
genetic evidence”) (Editorial, 2005).

THE GENETIC ARCHITECTURES OF SECTION III ENTITIES

The first part of defining the genetic architecture of a disease or disorder is etiological heterogeneity: How many different
disease processes can lead to the same clinical outcome? There may be a few known processes (eg, one of the white matter
disorders, leukoencephalopathy with vanishing white matter disease, is caused by mutations in any of five subunits of the

Risk Overlap Between Clinical Disorders Chapter | 25 391



translation initiation factor EIF2B) or a large number of hypothesized disease processes (eg, MDD being caused by
different mixtures of genes and environments). For most of the entities in Section III, the number of disease processes is
partly or entirely unknown and an active research topic. Even when a disease process has been defined, it is often at the
level of a confident genetic association without a detailed and precise mechanism. The second part of defining the genetic
architecture is to determine the number of genetic loci involved and its role. These loci can be very common or very rare,
they can have genotypic relative risks ranging from probabilistic to deterministic, and they can act in a straightforward
(additive, dominant, or recessive mode of action) or complex manner (eg, involving interactions with other genetic loci or
environmental risk factors). These two aspects of genetic architecture are related. The latter is usually a way to elucidate the
former.

The entities in Section III can be roughly classified into four different genetic risk patterns. These are disparate con-
ditions, and this classification is required to set the stage for a discussion of risk overlap.

l Fig. 25.3A: Sets of Mendelian or near-Mendelian disorders (eg, brain malformation syndromes, primary brain tumors,
and white matter disorders). These are caused by different rare but deterministic genetic mutations. Common variants of
subtle effects have a small role or none at all. Environmental effects are not required but can serve to hasten or prolong
disease onset.

FIGURE 25.3 Genetic architectures graph for entities in Section III. Three general possibilities for genetic architectures of entities in Section III.
(A) Top area shows a genetic architecture entirely composed of rare, deterministic Mendelian variation (ie, genotypic relative risks of N) (eg, white
matter disorders). (C) Bottom area shows a genetic architecture typical of human complex diseases, disorders, and anthropometric traits: no Mendelian
variation, a variable but minor contribution of rare variation of strong effect (eg, structural variation), and a dominating influence of large numbers of
common variants of relatively subtle individual effects (eg, schizophrenia). (B) Middle area shows mixed portrait combining the top and bottom
graphs (eg, autism or Alzheimer disease). Note that these graphs do not incorporate the likely role of the environment for many of the entities in
Section III.
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l Fig. 25.3B: Mixed etiology with the clinical entity caused by heterogeneous genetic variants (eg, Alzheimer disease,
frontotemporal dementia, autism spectrum disorder, ALS, epilepsy, and Parkinson disease). The etiology of these en-
tities is heterogeneous: subsets of cases can be attributed to a deterministic Mendelian variant (eg, APP, PSEN1, and
PSEN2 in Alzheimer disease, or PTEN, FMRP, and TSC in autism). Other cases have contributions of rare variants of
strong effect with genotypic relative risks of 5e50 (eg, for autism, CNVs in 16p11.2 or 1q21 or rare loss of function
mutations in CHD8, SCN2A, or GRIN2B). Still other cases have a probabilistic risk pattern from an accumulation of
common variants of subtle effect.

l Fig. 25.3C: Complex traits with no known Mendelian or near-Mendelian causes, some rare variants of strong but not
deterministic effect, and a predominant effect of accumulations of common variants of subtle effect (eg, schizophrenia
and bipolar disorder). Environmental risks contribute to risk directly or indirectly via interactive effects.

l Although not shown in Fig. 25.3, the classification of the remaining psychiatric disorders is unclear (eg, drug use disorders,
eating disorders, MDD, and PTSD). Each is heritable but genetic discovery efforts are not yet extensive and the genetic
architecture remains uncertain. There may be a prominent role for environmental exposures. For instance, exposure to
a severe traumatic event is required in PTSD and development of a drug use disorder requires sufficient access to the drug.

RISK OVERLAP

Fig. 25.3 considers the genetic architectures of single brain diseases and disorders. In light of the evident interconnections
of many of these disorders at a phenotype level (eg, the relatively densely interconnected network shown in Fig. 25.2), a
logical next question is the degree of overlap of the genetic architectures of any two of these disorders. In other words,
because many of the brain diseases and disorders in Section III are wholly or partly caused by genetic variation, to what
extent is rare or common genetic variation shared between any two entities? This is not an academic question but rather
cuts to the core of clinical neuroscience with relevance to nosology, treatment, and etiology. Indeed, this topic has been the
focus of a large number of academic studies, and is a foundational topic for neurology and psychiatry. In the next decade, I
believe it likely that many of these questions will be addressed and perhaps even definitely answered with reference to
empirical data. I caution that, as with many topics in clinical neuroscience, it will take a corpus of large and impeccably
conducted studies until clear consensus emerges.

For both rare and common variations, genetic overlap can occur at the level of a specific gene or in multiple members of
a set of genes that comprise a biological pathway. For example, common genetic variation in CACNA1C has been
implicated in bipolar disorder and schizophrenia (Ferreira et al., 2008; Schizophrenia Psychiatric Genome-Wide
Association Study Consortium, 2011) and rare genetic variation in schizophrenia and Timothy syndrome (a multi-
system disorder with autistic features) (Purcell, 2014 #6192; Splawski et al., 2004 #6051). Loss of expression of Fragile X
mental retardation protein, the product of FMR1 (Fragile X mental retardation protein) is implicated in autism, and the set
of genes whose mRNAs are bound by FMRP (Darnell et al., 2011 #6104) is strongly implicated in both autism and
schizophrenia (De Rubeis et al., 2014 #7643; Purcell, 2014 #6192). As noted earlier, it is likely that environmental risks
will have a role. For instance, head trauma is a risk factor for schizophrenia and may trigger episodes of white matter
degeneration in leukodystrophies (Murray, Jones, Susser, van Os, & Cannon, 2003).

One issue noted earlier is that the genetic architectures of most of the entities considered in Section III are incompletely
understood. Thus, a thorough comparison of genetic risk overlap is not currently possible. However, there are tantalizing
(if incomplete) data for some disorders.

For rare genetic variation, large CNVs that alter gene dosage have been implicated in autism and schizophrenia
(Sullivan et al., 2012 #5837). A notable example is a multimegabase deletion on chromosome 22 (22q11.21). If this
approximately 50-gene region is present at copy number 1 (instead of the normal 2), risk for schizophrenia is markedly
elevated to an odds ratio of over 20. However, the presence of this deletion is not specific to schizophrenia but rather
confers increased risk for a broader range of neurodevelopmental conditions including developmental delay, intellectual
disability, epilepsy, and autism. This general pattern appears to hold for other CNVs in which recurrent changes in gene
dosage in 1q21.1, NRXN1 (2p16.3), 3q29, 15q11.2, 15q13.3, 16p11.2, and 17q12 have been shown to increase risk for
intellectual disability, developmental delay, epilepsy, autism, and/or schizophrenia (Sullivan et al., 2012 #5837). In many
instances, these CNVs also affect other organ systems (eg, cardiac development).

Genetic variation with strong impact on protein function (eg, a single base change that creates a “stop” signal and
abolishes the function of one copy of a protein) is another type of rare variation. These can be inherited from a parent or
arise “de novo” in the genesis of a person. For some of the entities covered in Section III (eg, leukoencephalopathies), rare
protein altering in subunits of the translation initiation factor EIF2B are demonstrably causal. However, for most of the
Section III entities, rare variation in a relatively large number of genes is involved.
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To date, autism has (arguably) produced the largest and most comprehensive study of rare variation that affects protein
function (De Rubeis et al., 2014 #7643). As shown in Fig. 25.4A, rare variants predicted to impact proteins strongly in
autism overlap with genes also implicated in psychiatric (schizophrenia and intellectual disability), neurological (epilepsy),
and somatic disorders (congenital heart disease and metabolic disorders). Larger and more comprehensive studies are in
progress.

FIGURE 25.4 (A) Rare genetic variants implicated in autism predispose to multiple psychiatric, neurological, and somatic conditions. (Reprinted with
permission from Fig. 5 in De Rubeis, S., et al. (2014). Synaptic, transcriptional and chromatin genes disrupted in autism. Nature, 515(7526), 209e215.)
(B) Correlations of common variant genetic architectures. (Data replotted from Bulik-Sullivan, B. K., et al. (2015). LD Score regression distinguishes
confounding from polygenicity in genome-wide association studies. Nature Genetics, 47, 291e295.)
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For common variation, methods have been developed to quantify the genetic correlation between common variants
empirically shown to predispose to two disorders (Cross-Disorder Group of the Psychiatric Genomics Consortium, 2013
#6213; Bulik-Sullivan et al., 2015 #7676). A subset of results from the most comprehensive study is shown in Fig. 25.4A.
There are strong and significant positive genetic correlations between “adult” psychiatric disorders (schizophreniaebipolar
disorderemajor depressive disorder). Surprisingly, there was a significant positive genetic correlation between anorexia
nervosa and schizophrenia. This is intriguing and raises the question of whether the markedly distorted cognitions that
typify anorexia nervosa (ie, the subjective experience of being fat despite objective emaciation) are less of an “overvalued
idea” and more akin to a delusion. I note that there appears to be a need for high-quality antipsychotic medication trials in
anorexia nervosa.

In the “Brainstorm” project, Neale et al. (see URLs) are preparing a manuscript describing a comprehensive analysis of
common variant genetic correlations from over 200,000 cases from eight psychiatric disorders and 12 neurological con-
ditions. This widely anticipated analysis is likely to provide considerable insight into the overlap of Section III entities.

CONCLUSION

In many ways, Section III is central to Genomics, Circuits, and Pathways for the Clinical Neuroscientist. In this intro-
duction to Section III, I have provided an overview of the diseases and disorders covered in this section. Using the methods
and approaches described in Sections I and II, our knowledge base has advanced remarkably in the past few years. Our
knowledge of the biology was often uncertain, and genomic studies have pointed to fundamental disease processes.
However, new knowledge has led to a wealth of new questions, many of which are the topic of intensive current study. We
now have tantalizing glimpses that predisposing genetic variations in interconnected biological processes are common to
multiple disorders and diseases. This work is not complete but it is possible that there will be major advances in un-
derstanding genetic overlap in the next decade.
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Chapter 26

The NIMH Research Domain Criteria
Project: Toward an Integrated
Neuroscience of Mental Disorders

Bruce N. Cuthbert
National Institute of Mental Health, National Institutes of Health, Bethesda, MD, United States

“We must change [our ideas] when they have served their purpose, as we change a blunt lancet that we have used long enough.”

Claude Bernard

INTRODUCTION

The National Institute of Mental Health (NIMH) in the United States issued a comprehensive revision of its strategic plan
in September 2008 to guide its research efforts for the following 5-year period (NIMH, 2008). The plan elaborated four
major strategic goals, including discoveries in basic brain and behavioral research, charting trajectories of disorders,
developing new interventions, and strengthening the public health impact of NIMH-supported research. One goal in the
plan (specifically, Goal 1.4) was stated as follows: “Develop, for research purposes, new ways of classifying mental
disorders based on dimensions of observable behavior and neurobiological measures” (NIMH, 2008). The implementation
of this plan became known as the Research Domain Criteria (RDoC) project. This chapter provides an introduction to the
major framework of the RDoC project, along with an update on its current status and the implications for conducting
research on mental disorders, with particular reference to genetic studies.

WHY RESEARCH DOMAIN CRITERIA?

Before describing the project itself, some background is in order to provide a perspective on why the NIMH included this
element in its strategic plan. The modern system of psychiatric diagnosis began officially in 1980 with the release of the
Diagnostic and Statistical Manual of Mental Disorders, Third Edition (DSM-III) (American Psychiatric Association,
1980). This date may seem reasonably contemporary, but in fact the field of psychiatry was only slowly emerging from
decades of being in thrall to psychodynamic theories of psychopathology. Views about the nature of disorders, including
major illnesses such as schizophrenia, depression, and manic-depressive illness, were riven by disagreements among
various camps based on theoretical differences regarding etiology and psychopathology. Added to these problems were
divergent views about the nature of such disorders as schizophrenia between US and European psychiatrists (Cooper &
Sartorius, 2013). As a result, the reliability with which individual patients could be diagnosed was low, threatening the
integrity and viability of the entire field.
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These issues were addressed in the United States beginning in the 1970s, primarily through the efforts of a group at
Washington University whose members perceived the need for explicit and theory-free criteria for diagnosis. The first
contribution from this group came in the form of a seminal paper by Robins and Guze (1970) outlining five diagnostic
criteria, some immediately useful and others aspirational. These included clinical descriptions, delimitations from other
disorders, course and outcome, family studies, and laboratory tests (“when consistent with a defined clinical picture”
(Robins & Guze, 1970, p. 984)). The eponymous Feighner criteria were published shortly after as the first instantiation of
these desiderata (Feighner et al., 1972), laying out criteria for 14 different diagnoses that reflected a mix of well-established
disorders (schizophrenia, depression, and alcoholism) and psychodynamic perspectives (anxiety neurosis and hysteria).
The Feighner criteria were followed in turn by the more elaborated Research Diagnostic Criteria (Spitzer, Endicott, &
Robins, 1978), which provided the immediate foundation for the structure of the DSM-III in 1980.

The new system was quickly successful in propelling the field forward in terms of both clinical utility and research. The
assurance that patients could be compared meaningfully across studies led to burgeoning literatures of psychiatric research,
amplified by the large number of additional new disorders available for study. It is fair to say that this system ushered in the
modern era of psychiatric research. Some problems quickly emerged, largely owing to unanticipated consequences of the
hierarchical way in which relationships among some disorders were expressed, that led to the relatively rapid issuance of
the DSM-IIIR (revision) in 1987 and a major new edition (the DSM-IV) in 1994. However, the basic structure was
unchanged, and the DSM-IV (with a minor “text revision” in 2000) remained the standard for nearly the next 2 decades.

With the wisdom of hindsight, substantive flaws in the DSM architecture can be discerned. First, notwithstanding the
goals that Robins and Guze had established, the diagnostic categories were based almost entirely upon symptomatic
presentations. These were subject to extensive comorbidity of disorders based on overlapping symptom criteria, leading to
problems in defining “pure” disorders for study (Mineka, Watson, & Clark, 1998). A more serious structural flaw, as
pointed out by former NIMH director Steven Hyman, is that the categories were at once too broad (leading to excessive
heterogeneity) and too narrow (resulting in comorbidity and Not Otherwise Specified diagnoses) (Casey et al., 2013).

In addition, both clinical and early genetics data (as inferred from family history and behavioral genetics analyses)
pointed to cracks in the fundamental structure of the supposedly discrete disease entities. For example, problems with the
classical nosology for psychotic disorders have been debated extensively for decades. The discussions have included both
the Kraepelinian distinction between schizophrenia and bipolar disorder (Greene, 2007; Lichtenstein et al., 2009) and the
concept of a bipolar disorder entity (with specific subtypes) that differs from unipolar disorder (Phelps, 2012). As just one
example regarding common mental disorders, it has been generally accepted since the early 1990s that major depressive
episode and generalized anxiety disorder share a common genetic diathesis (Kendler, Gardner, Gatz, & Pedersen, 2007).

Given such difficulties, the need for new research paradigms has been acknowledged for some time. Consider, for
instance, the following extended statement from well over a decade ago:

“It is our goal to translate basic and clinical neuroscience research relating brain structure, brain function, and behavior into a
classification of psychiatric disorders based on etiology and pathophysiology. It is possible, even likely that such a classification
will be radically different from the current DSM-IV approach. . We speculate that single genes will be discovered that map onto
specific cognitive, emotional, and behavioral disturbances but will not correspond neatly to currently defined diagnostic entities.
Rather, it will be discovered that specific combinations of genes will relate to constellations of abnormalities in many brain-based
functionseincluding but not limited to the regulation of mood, anxiety, perception, learning, memory, aggression, eating,
sleeping, and sexual functiondthat will coalesce to form disease states heretofore unrecognized. . The impact of environmental
factors on gene expression will be defined. The ability to discover intermediate phenotypes will be improved with advances in
techniques such as neuroimaging. This will all lead to novel therapeutic targets of greater efficacy and specificity to disease
states. . Disease prevention will become a realistic goal.”

Charney et al. (2002, pp. 70e71).

A focus on single genes has largely dissipated in favor of genome-wide association studies (GWAS) and gene sets.
With that exception, however, this extended quotation from the DSM-V (sic) volume that introduced a research agenda for
the DSM process is a fair description of the goals of the RDoC project. The fact that this ambitious goal was not realized in
the eventual DSM-5 release in 2013 is a testament to the difficulty in changing theoretical and empirical approaches to
mental disorders, particularly when the manual must also serve an essential clinical role.

The same considerations regarding the need to change research directions were apparent to funding agencies. For
instance, in 2001 NIMH issued a set-aside funding announcement entitled “Modular Phenotypes for Mental Disorders”
(NIMH, 2001). The text of this document noted that “within-group heterogeneity has been cited as a source of ‘noise’ in
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studies that search for subtle genetic or neurobiological influences on mental illness vulnerability, onset, and progression.
. Progress in research areas like the genetics of mental disorders and experimental therapeutics would accelerate if methods
were available to increase the phenotypic homogeneity of diagnostic samples and to define clinical treatment targets more
precisely.” Accordingly, the announcement called for “dissecting currently defined syndromes into simpler behavioral or
biological components, thereby creating enriched samples for studying mechanisms that account for discrete symptoms or
behavioral difficulties” (NIMH, 2001). It is illustrative of the problems involved with making drastic changes in research
practices that although a number of grant applications were received in response to this call, not a single one was funded;
this was largely due to difficulties that reviewers experienced in finding common ground to evaluate the variations in
research designs and experimental approaches across the various grant applications.

This failure illustrates some of the barriers to forging fundamental shifts in research approaches to mental disorders.
Well-intentioned calls for changing research practices and for picturing the future research environment cannot change the
fact that the large majority of clinical research studies are funded through the traditional peer review channels, a process
that is inherently conservative. Therefore, the most viable way to break this bottleneck is to create review standards that
promote alternative methods of designing and conducting translational studies that can accommodate new research
technologies and findings, not only at the present time but into the future as well. This is the working premise that resulted
in the RDoC project.

RESEARCH DOMAIN CRITERIA PROCESS AND STRUCTURE

The NIMH organized an internal work group1 in early 2009 to initiate implementation of the relevant goal in the Strategic
Plan. The group began with a further stipulation “to initiate a process for bringing together experts in clinical and basic
sciences to jointly identify the fundamental behavioral components that may span multiple disorders . and that are more
amenable to neuroscience approaches” (NIMH, 2008). This statement, as well as the overall wording of Goal 1.4, made it
explicit that the aim is to consider equally an understanding of behavioral functions relevant for mental health (working
memory, fear, etc.) and of the neural systems that implement them. (The term “behavioral” is taken in this context to denote
both overt real-world behaviors and measurements indexing cognitive or emotional processes.) In other words, the
challenge is to understand complex brainebehavior relationships and how they apply to various aspects of dysfunction in
mental disorders. Complaints have occasionally been lodged against RDoC for being purely reductionist, but these con-
cerns are misplaced; the goal of RDoC is to reach an integrative understanding of how measurements in various systems
relate to each other (and to symptoms) rather than to pursue an eliminative reductionism that seeks to explain behavior
purely in molecular or cellular terms (Cuthbert & Insel, 2013; Cuthbert & Kozak, 2013).

The work group deliberated at length in deciding on an optimal organization for the project, which could also provide
direction for the specified workshop process. A consideration of many areas of basic and clinical science led to the decision
to organize the overall framework into five major domains of function (thus, the RDoC). Basic motivational systems
involve two primary components, ie, aversive and appetitive, denoted as Negative and Positive Valence; cognitive and
social cognitive systems are clearly major components of behavior; and finally, a number of brain systems accomplish
important functions in regulating and modulating overall brain activation, such as arousal, sleep/wake, circadian, and
modulatory systems. This domain structure provided a natural framework for the process of convening external experts to
decide on the specific dimensions to be included, and one workshop was held for each domain.

For each workshop, the NIMH work group crafted a list of candidate dimensions as starting points for discussion, and
the external experts deliberated to come up with their list of dimensions, a definition for each, and a list of elements at
various Units of Analysis that had been used to measure the dimension in prior studies. There were three main criteria for
including a dimension: evidence for a valid behavioral/psychological function, evidence for an implementing neural circuit
or system, and a putative relationship to significant symptoms or impairments in mental disorders. This process proved
successful in that at each workshop, the experts revised considerably the draft list of candidates to produce a set of
dimensions that were distinct yet related, and fit within the nature of the domain.

The psychological term “constructs” was adopted for the dimensions to represent their status as theoretical concepts
whose denotation changes with ongoing studies, consistent with the usual use of constructs in psychological science. The
basic RDoC matrix can thus be depicted as a series of rows and columns in which the rows represent the constructs (nested
within domains) and the columns represent various Units of Analysis used to measure the constructs. Circuits comprise the

1. The members of the NIMH RDoC work group are: Bruce Cuthbert (chair), Rebecca Garcia, Marjorie Garvey, Marlene Guzman, Robert Heinssen, Arina
Kadam, Michael Kozak, Sarah Morris, Daniel Pine, Kevin Quinn, Matthew Rudorfer, Charles Sanislow (now at Wesleyan University), Janine Simmons,
Uma Vaidyanathan, and Philip Wang. External consultants are: Deanna Barch, Will Carpenter, and Michael First.
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central position of the seven columns in the Units of Analysis; the columns to the left include genes (considered to include
all aspects of gene-related measures including genomics and epigenomics), molecules, and cells (ie, the constituents of
circuits). The columns to the right are labeled Physiology (heart rate, cortisol, etc.), Behavior (as observed in behavioral
settings or measured by laboratory tasks), and Self-reports (defined to include various interview and questionnaire
instruments). A separate column was added to represent the various paradigms that are frequently used to obtain particular
kinds of measurements in clinical studies. (See the RDoC Web page, http://www.nimh.nih.gov/research-priorities/rdoc/
index.shtml, for an illustration of the current version.)

Although the basic RDoC matrix can be depicted in terms of the two-dimensional matrix of rows (constructs) and
columns (Units of Analysis), this is only half of the full RDoC framework. Almost all mental illnesses are now regarded as
neurodevelopmental disorders. In addition to traditional childhood-onset disorders such as autism and attention-deficit
hyperactivity disorder (ADHD), most “adult” disorders have prodromal phases or actual onset by late adolescence, and
data suggest that early signs of high risk for the psychotic spectrum may be seen in cognitive changes occurring around age
13 years (Gur, 2014). Thus, tracing trajectories of neurodevelopment represents an important third dimension in the
framework (Franklin, Jamieson, Glenn, & Nock, 2014). Finally, environmental factors are important at all stages of the life
span, but may be particularly critical during early development when the brain is changing rapidly.

INTERMEDIATE PHENOTYPES AND ENDOPHENOTYPES

It has sometimes been stated that RDoC simply represents a collection of endophenotypes, ie, heritable and quantitatively
measured attributes typically based on laboratory tests that may be closer to fundamental disease processes and therefore
represent better targets for linking with genomics as well as molecular and cellular processes (Glahn et al., 2014;
Gottesman & Gould, 2003; Miller & Rockstroh, 2013). Because of the nature of the RDoC structure, this is only partially
correct and is potentially misleading. RDoC constructs are the building blocks of the system, and because they are at a
lower level than DSM diagnoses, it is tempting to consider them as endophenotypes in the somewhat broad sense of the
term. However, RDoC calls for measurement and integration of variables obtained across multiple units of analysis, and
these elements, which are measures such as P300, prepulse inhibition, functional MRI (fMRI) response patterns, or
working memory performance, fall closer to the usual sense of endophenotypes. To avoid confusion, it seems heuristic to
draw a distinction in RDoC between intermediate phenotypes and endophenotypes (which are used synonymously by
many authors). Thus, as we noted at the outset of the project, “[constructs] might be considered to represent functional
intermediate phenotypes characterized by a set of endophenotypes at different levels of analysis that, in the aggregate,
define the [construct]; one advance that we hope to achieve with this approach is to forge more explicit links among these
endophenotypes and their functional relevance in the [construct] of interest” (Insel & Cuthbert, 2009, p. 989).

One putative advantage of endophenotypes has been that they are posited to be closer to a fundamental biological level,
and thus can assist in finding relevant genes for psychopathology. In this regard, a special issue of the journal Psycho-
physiology was devoted to an extensive genomic analysis of 17 classic psychophysiological endophenotypes (eg, the P300
event-related potential, the startle reflex, and skin conductance) as recorded in a community twin sample of nearly 5000
subjects from the Minnesota Twin-Family Study (see summary article by Iacono, Vaidyanathan, Vrieze, and Malone
(2014)). Overall, a modest number of “hits” were found for the various measures, although biometric analyses confirmed
prior heritability estimates (Iacono et al., 2014). Among other aspects, these findings sound a clear cautionary note about
interpreting small-N molecular genetic studies assumed to be more robust owing to studying endophenotypes (Patrick,
2014). The extent of polygenicity for endophenotypes, and almost surely circuit-based RDoC constructs as well, seems
comparable to that for complex diseases and thus will require the same large samples as for GWAS studies of disorders if
significant numbers of associations are to be found (de Geus, 2014).

However, these considerations should not cast doubt on the use of endophenotypes for understanding mechanisms of
disorders. One supposition for RDoC is that endophenotypes will prove to be more useful when they are located within a
measurement system linked to their presumed functionality rather than to an empirical association with a heterogeneous
disorder entity. Thus, skin conductance should exhibit particular usefulness for indexing activation, prepulse inhibition for
assessing concepts of perceptual filtering, and fear-potentiated startle for evaluating variations in the nature of the fear
response, all of which are considered transdiagnostically and orthogonal to traditional disorder categories.

LOOSENING THE CONSTRAINTS OF RESEARCH

The intent of the RDoC initiative is to liberate investigators to pursue research questions of interest that cut across
traditional diagnostic boundaries, leading to new ideas regarding transdiagnostic disorder mechanisms that in turn prompt
novel treatments that are more homogeneous with respect to the treatment targets of interest (and thus offer greater
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possibilities for successful trials). Some anecdotal complaints have been heard that the RDoC project is a top-down NIMH
initiative that actually hinders investigators in their ability to conduct research. This concern represents a misconception,
which may be understandable in the context of previous constraints on psychiatric research. Both the DSM and its close
cousin, the International Classification of Diseases (ICD), were released as manuals for use in clinical diagnosis
(notwithstanding the stated role of the DSM in particular as a research instrument). Because of this, and because the
diagnoses became reified and quickly achieved the status of specific disease entities, contrary to their depiction in the
introduction to the DSM-III (Hyman, 2010), investigators have become accustomed to the idea that the diagnoses listed in
the manual were the only categories that can be included for study in research grant applications.

It is natural that investigators should assume that the same constraints hold true for the RDoC framework, but this is not
the case. This misunderstanding may stem in part from the fact that the initial RDoC funding calls required extant con-
structs, a step intended to create an initial bolus of applications built around the current matrix and to evaluate the
feasibility of the constructs in peer review. Overall, however, the growth of the RDoC framework depends on novel ideas
(or revisions to the current set), and so investigator-initiated applications framed around new constructs are strongly
encouraged.

What, then, is the distinction between extant constructs and proposed new entries? First, the constructs currently listed
in the matrix are considered to be exemplars of particularly promising constructs as vetted by the workshop process, for
which solid evidence is available in terms of their function and their neurobiology; as such, one of their functions is to
serve as models for other constructs that might be proposed in grant applications. Second, the extant constructs are
considered to be “prevetted” such that their inclusion in grant applications does not need to be justified. Obviously, because
evidence for both functional and biological aspects is required for a construct to be added to the matrix, it would be
impossible for any new constructs to be added if relevant research were not conducted. Thus, it is a high priority for both
basic and translational research to be supported to promote the growth of the entire framework.

Another aspect of opening up the research enterprise concerns the composition of independent and dependent variables
in study designs. In traditional clinical research, the independent variable typically consists of a DSM/ICD diagnosis factor,
with other measures as dependent variables. In RDoC, a measure from any unit of analysis can be used as an independent
variable, eg, task performance, circuit activation in a particular task, or factor scores resulting from a principal component
or similar analysis. (For more information regarding research designs in RDoC, see Cuthbert and Insel (2013), Cuthbert
and Kozak (2013), and Cuthbert (2014).)

One final aspect of the increased flexibility of study designs concerns the inclusion of factors regarding neuro-
development and/or effects of the environment. Some scientists have expressed concern that these factors are not explicitly
elaborated in the RDoC framework, and thus are perforce relegated to secondary status or even ignored. Again, this is a
misperception. The intent is to provide maximum flexibility for explicating the role of these factors in the context of
studying one or more functional constructs that can be reasonably applied to a designated clinical problem (Casey, Oliveri,
& Insel, 2014). Specifying particular stages of development, or particular types of environmental events, could be
interpreted to mean that these are the only such stages or types in which the Institute has interest, a misleading inference
that could hamper investigators in designing studies that are most appropriate for addressing their specific research
question. An equal percentage of RDoC-themed applications has been funded for adult- versus child-oriented proposals to
date, which suggests that development researchers are able to use this freedom to make a successful case for the age ranges
that they select.

Two hallmark features of prototypical RDoC designs are the emphasis on samples drawn from multiple DSM groups,
selected to achieve the distribution needed to explore the particular construct(s) of interest, and the inclusion of control
groups that represent a broader range of functioning than the “supernormal” control groups typical of “disorder group
versus control” DSM designs (Cuthbert, 2014). Whereas transdiagnostic samples are preferred as a general rule, studies
employing a single DSM/ICD disorder may be useful for investigators to establish the basis for a new dimension or
subgroup within one current disorder before extending the concept to other diagnoses; this is also an option for clinical
investigators who have access to only a single disorder category owing to the nature of their clinical setting, and who could
use the RDoC approach to deconstruct the diagnostic syndrome. (With respect to the latter circumstance, however, it
should be noted that in RDoC studies the inclusion of subjects who do not meet criteria for a particular disorder, or meet
criteria for multiple disorders, is encouraged.) Whatever the particulars of a given experimental design, it is important to
bear in mind that “The price for freedom from the DSM . is that scientists will have to describe the nature and logic of
their sampling criteria with great precision and clarity so that their work is replicable” (Hyman, in Casey et al., 2013,
p. 811).

The essence of all these considerations boils down to a question of peer review. The problem that RDoC was created to
solve was that, owing to the hegemony of the DSM/ICD system in study sections, applications intended to pursue
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promising findings of transdiagnostic mechanisms rarely received fundable scores, and so were rarely even attempted. On
the other hand, some standards for review are essential if study sections are to have reasonable criteria for subject inclusion
and other aspects of research designs. Merely creating an alternative set of fixed categories would fail to solve this problem
because of the rapid pace of advances in the science. What RDoC is intended to provide, then, is a set of criteria not tied to
a particular set of categories, but rather to flexible guidelines for evaluating the potential usefulness of emerging new ideas
about behavioral/cognitive functions, as related to their basis in neural systems, proposed by the applicant to advance the
understanding of particular features of psychopathology.

A preliminary evaluation of the progress of the RDoC project thus relates to its reception in NIMH and National
Institutes of Health (NIH) peer review committees. To date, 25 grants have been funded through the three NIMH RDoC
funding set-aside announcements (“Request for Applications,” [RFA]) from 2012 through 2014, with another set of
applications currently under consideration. The reviewers evaluating these applications (with considerable overlap across
the three meetings) have demonstrated increasing fluency and comfort with the nature and goals of the project over the
three years of review. Regarding the overall picture, a search of the NIH RePORTER public database in October 2014
revealed a total of 130 grants that included “Research Domain Criteria” in the title, abstract, or keywords. Subtracting the
RFA grants, this means that approximately 100 RDoCethemed grants have been funded through Center for Scientific
Review committees. This tally indicates that RDoC grant applications are viable for successfully passing NIH peer review,
and summary statements increasingly list the inclusion of RDoC constructs as “strength” in the Significance and Approach
sections.

RESEARCH DOMAIN CRITERIA AND GENETICS

Two major shifts in understanding and conceptualizing mental disorders have taken place, the first occurring gradually
over several decades and the second taking place more recently. Both shifts are relevant to the RDoC project and to
genetics.

The first is the accelerating interest in viewing mental disorders in terms of dimensional aspects of functioning
(Cuthbert, 2005). As recently noted, “Research that focuses on quantitative traitsdincluding the low and high ends of
normal distributionsdcould have far-reaching implications for the diagnosis, treatment, and prevention of the problematic
extremes of these traits” (Plomin, Haworth, & Davis, 2009, p. 782). One set of approaches has stemmed from psycho-
logical studies of normal dimensions of temperament and personality, and has been applied notably to mood/anxiety
disorders (Clark, Watson, & Mineka, 1994) and to personality disorders (Clark, 2005). A dimensional, personality-trait
approach was proposed for DSM-5 but was voted down shortly before the final version was released (Krueger &
Markon, 2014). Another major emphasis in dimensional research concerned the factor structure of the common mental
disorders (Krueger & Piasecki, 2002). Furthermore, accumulating evidence indicates that perceptual and cognitive
abnormalities related to psychosis also exist as a dimensional trait in the population (Johns & van Os, 2001).

RDoC implements such a dimensional orientation to psychopathology. As stated in one of the major subheadings in
Goal 1.4, one aim is to “Determine the full range of variation, from normal to abnormal, among the fundamental com-
ponents to improve understanding of what is typical versus pathological” (NIMH, 2008). This postulate is reflected
directly in the fact that evaluation of candidate constructs was based on evidence for a basic functional aspect of behavior,
as opposed to a clinical symptom. One marked advantage of this perspective is that the considerable amount of basic
research on motivational, cognitive, social, and regulatory systems that NIMH (among many other funders) has supported
over the years can be applied directly toward an understanding of psychopathology; in addition to behavioral neuroscience
studies, this work notably includes model animal studies of genetic factors (see Simmons and Quinn (2014) for a thorough
discussion of this aspect). Symptoms in this scheme (as in the earlier quotation by Plomin) are considered in terms of the
tails of distributions that are associated with dysfunction in behavior. This reflects a considered stance in studying
impairments and symptoms that is relatively straightforward in some instances (fear and working memory) but more
complex in others (hallucinations and social cognition); in either case, however, the goal is to work toward a mechanistic
understanding in terms of whatever combination of circuit-based functions is required to explain a specific aspect of
psychopathology.

A related advantage is that paradigms developed for studies with animals can be applied directly to their corresponding
constructs in humans (as opposed to the tenuous appeals to modeling DSM disorders, eg, the forced-swim test), speeding
the translation to an understanding of abnormal behavior (Glatt & Lee, 2016). An apt example of comprehensive trans-
lation comes from the Cambridge Neuropsychological Test Automated Battery created by Robbins and Sahakian, whose
developers have created touch-screen tasks for rodents that are as nearly identical as possible to the corresponding tasks
with humans (Barnett et al., 2010).
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Considering the RDoC matrix as a whole, many measures are available, particularly in the cognitive domain. However,
there is a paucity of instruments and paradigms for several of the constructs; even where some scales exist, they have often
been created either for basic research or for clinical studies, and thus lack sensitivity across “the full range of variation.”
Accordingly, measurement development is a high priority for RDoC.

As dimensional approaches expand in popularity, an important task in coming years will be to develop a better
understanding of the relationship of measurements along various dimensions of functioning to overt clinical symptoms.
In addition, it will be important to examine how developmental trajectories and environmental factors, both adverse and
protective, interact to move individuals in the direction of psychopathology or resilience. Explicating the transition zones
between high-risk states or mild psychopathology and marked dysfunction will be critical for prevention and early
treatment, and also contribute to the understanding of behavioral and biological differences between those with overt
illness and others (eg, first-degree relatives) who share many of the same measurable deficits on laboratory tasks but are
clinically intact. Genomics data will be a valuable component of these projects; for instance, polygene risk scores have
already begun to parse the clinical spectrum in serious mental disorders (Tesli et al., 2014).

The second major shift toward dimensionality has been the realization that many disorders fall along neuro-
developmental and affective spectra, and thus may be considered more appropriately as broad syndromes, each of which
represents part of the range of a larger spectrum rather than as discrete, punctate disease entities (Craddock & Owen, 2010;
Phelps, 2012). Genomics research, for which the past decade has been a watershed in proving its usefulness across all of
medicine, has been a strong driver of this second dimensional trend. GWAS studies have reported ever-greater numbers of
hits for common variants as sample sizes have increased (Schizophrenia Working Group of the Psychiatric Genetics
Consortium, 2014) and rare variants have provided insight both into the potential penetrance of large structural variations
and to some potential molecular mechanisms of disorder (Sullivan, Daly, & O’Donovan, 2012). Finally, and most relevant
for RDoC, data regarding genetic overlaps between and among disorders have become almost commonplace. These
include findings of common risk factors between autism and schizophrenia (Crespi, Stead, & Elliot, 2010), autism and
ADHD (Rommelse, Franke, Geurts, Harman, & Buitelaar, 2010), schizophrenia and bipolar disorder (International
Schizophrenia Consortium, 2009), and most recently, common overlaps among five major mental disorders
(Cross-Disorder Group of the Psychiatric Genomics Consortium, 2013; Network and Pathway Analysis Subgroup of the
Psychiatric Genomics Consortium, 2015).

This view was elaborated in a review of the overlaps in both genetic risk and clinical comorbidities: “. it is hard to
avoid the conclusion that these disorders represent a continuum of genetic and environmentally induced neuro-
developmental impairment, rather than a set of aetiologically discrete entities, with the major clinical syndromes reflecting
in part the severity and predominant pattern of abnormal brain development and resulting functional abnormalities as well
as the modifying effects of other genetic and environmental factors.. A simple conception of these findings is that severe
mental illnesses occupy a gradient with the syndromes ordered by decreasing severity of neurodevelopmental impairment
as follows: intellectual disability, autism, ADHD, schizophrenia, bipolar disorder” (Owen, O’Donovan, Thapar, &
Craddock, 2011, p. 174). This radically new view of disorders poses a challenge to all disciplines related to mental
disorders in testing hypotheses and pursuing the implications for new ideas about impairment and treatment development.

MEETING IN THE MIDDLE

Both single- and cross-disorder efforts are clearly making steady progress in elaborating the genetic architectures of mental
disorders. At the same time, however, these are still salad days for genomics research, and both the nature of the genomic
findings and their corresponding phenotypes fall at the outer bounds of resolution and specificity. On the genomic side,
only initial hints at the nature of various small- and large-scale neural systems are provided by either GWAS hits or
findings of structural alterations. There is a general consensus that gene pathways and functional gene groups are likely to
be a more promising route for understanding the disruptions in synapses and neural circuits associated with mental dis-
orders (Hyman, 2007) and thus for providing new intervention targets. Specification of these gene sets is slowly proceeding
as the functions of individual genes and geneegene interactions gradually emerge from the tedious processes of curation
and are applied to psychopathology (Lips et al., 2012).

On the phenotype side, a similarly slow and iterative pace must be anticipated. It is not simply that identifying genes of
very small effect requires large samples to find significance for a given disorder. In addition, the heterogeneity of syn-
dromes as currently defined means that yet larger samples must be gathered to overcome the problem that particular genes
are likely to exert even smaller (or null) effects in some subgroups compared with others. This reduces the power to find
relevant genes and will also complicate the coming efforts to untangle relevant differences in synaptic structure and
functioning across different subgroups. This is where a transdiagnostic framework such as RDoC comes in. The hope is

The NIMH Research Domain Criteria Project: Toward an Integrated Neuroscience of Mental Disorders Chapter | 26 403



that concentrating on intermediate phenotypes will provide more tractable opportunities for relating focused types of
impairments to relevant synaptic perturbations, disruptions in local and distal brain networks, and other systems with
putatively strong relationships to genetic variation. The need for such refined phenotypes is evident across all areas of
mental disorders: the psychotic disorder spectrum (Pearlson, 2015), autism (London, 2014), the mood/anxiety spectrum
(Vaidyanathan, Nelson, & Patrick, 2012), and ADHD (Fair, Bathula, Nikolas, & Nigg, 2012).

Of course, the challenge is complicated yet further by the fact that disorder heterogeneity is not determined simply by
varying genomic architectures. Transactions between the organism and its environment can be considered in terms of both
psychological phenomena such as learning, memory, and attachment and plasticity as observed at all levels of brain
systems. There is a pressing need to delineate the relationships between neuroplasticity at the synaptic level and that
observed in major brain systems, which can be observed not only as tonic changes consequent to extended environmental
challenge (Di Chiara, Loddo, & Tanda, 1999) but in real time during a stressful event (Reynolds & Berridge, 2008). As
aptly summarized in a review, “Our challenge is to integrate information coming from bottom-up sources such as genes,
with information coming top-down from the environment, and, at the point of integration, to understand how the
convergence of such information affects behavior” (Hyman, 2000, p. 272).

RESEARCH DOMAIN CRITERIA AND BIG DATA

It is apparent that exegesis of the four elements of the RDoC framework (constructs, units of analysis, neurodevelopmental
trajectories, and interactions with the environment) will require massively large data sets to generate sufficient statistical
power for analysis. The current set of genomics studies offers strong proof that such amalgamation is possible, but
extending the effort to other units of analysis will be much more difficult. The current variety of imaging methods,
behavioral tasks, and self-report instruments adds up to a welter of variables with an extensive covariance matrix to parse
and varying degrees of uncertainty as to whether putative measures of the same construct converge. The results of
individual studies with relatively small samples clearly cannot resolve these issues, and the only way forward will involve
data sets that eventually approach GWAS samples in size.

To this end, NIMH has established the NIMH Data Archive (NDA) to house the data sets from virtually all clinical
research that the Institute supports. Based on the National Database for Autism Research, which has accumulated data from
77,000 participants since its inception in 2008, the NDA includes a clinical trials database and the RDoC database
(RDoCdb). (The NIMH Genetics Repository will continue to be the resource for storing genetics data.) Investigators will
be strongly encouraged to deposit data into RDoCdb from clinical studies that do not involve autism or clinical trials,
whether designed around RDoC constructs or DSM diagnoses, because the intent is to mine data in a transdiagnostic
manner across multiple data sets. Importantly, such research will provide (among other aspects) greatly enriched
phenotypic data to analyze in conjunction with the next generation of genomics data (eg, more widely available
whole-genome sequencing and well-curated functional gene groups).

Exploratory analyses with these large data sets will necessitate extensive use of data-mining approaches devised to
identify dimensions and subgroups not yet known. Analyses are likely to require an iterative approach given the formidable
number of patterns that can be discovered in high-dimensional data sets, depending on the variables included in the
analysis and the particular statistical approaches that are used. Therefore, validation against other variables not included in
the original analysis, as well as cross-validation with other samples, will be essential. The eventual validity, however, will
of course constitute the extent to which the results prove to be of high clinical use in identifying cohesive subgroups or
dimensions that lead to enhanced clinical outcomes.

Although the first formal RDoC projects are in the initial stages, studies are appearing that exemplify the promise of
these new research approaches and provide exemplars of analytic strategies. Perhaps the largest project to date is the
Bipolar-Schizophrenia Network on Intermediate Phenotypes, which has explored the use of endophenotypic measures in
nearly 1000 patients across the psychotic spectrum (Pearlson et al., 2014). The researchers’ analysis began with a principal
components analysis to derive two major factors from their assessment battery, termed Cognitive Control and Sensorimotor
Reactivity. They then derived the factor scores for each subject on each factor and entered these data into a standard cluster
analysis. The result revealed three “biotypes” (clusters) that cut across the schizophreniaebipolar spectrum and have
shown strong relationships with other measures, such as resting-state fMRI, that are not present in a DSM-wise analysis
(Pearlson et al., 2014).

Using a smaller but comparable sample, highly compatible results have been reported with a similar set of measures
(Hall et al., 2012). Using an unsupervised cluster analysis, the authors reported finding three groups, again cutting across
the schizophreniaebipolar spectrum, that they termed “globally impaired,” “[enhanced] sensory processing,” and “high
cognitive”; as the authors concluded, “We hypothesize that each neurophysiology subgroup may share similar genetic
profiles, which may increase statistical power to detect genetic risk factors” (Hall et al., 2012, p. 272).

404 SECTION | III Clinical Phenomenologie

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



Another study used an innovative statistical approach to parse heterogeneity in a single DSM disorder, ADHD (Fair
et al., 2012). The authors first factor-analyzed their extensive neuropsychological battery to derive seven main factors, and
then applied these scores to a “community [network] detection analysis” based on graph theory followed by a multivariate
pattern analysis using a supervised classification algorithm (support vector machine). The results returned complex pat-
terns, with four distinct groups in typically developing children and six related groups in the ADHD cohort. Whereas the
data are obviously relevant for efforts to link phenotypes to neurophysiological systems and genetics in ADHD, two other
aspects have broader relevance. First, the investigators point out that in contrast to usual assumptions that “normal” control
groups are homogeneous, typically developing children may be divided into reliable subgroups, with the important cor-
ollary that some of the heterogeneity in a clinical group (here, ADHD) may be nested within the normal variation. As a
second (and related) point in terms of data mining, the authors conclude that “. it should be noted that at times heritable
diversity might form along a continuous dimension (i.e., unimodal dimension), whereas at other times it may form as
multiple discrete strategies (i.e., multimodal distributions)” (Fair et al., 2012, p. 6772). Clearly, data-mining explorations
for heterogeneity in clinical (or normal) samples need to provide appropriate analyses in this regard, which have clear
implications for genetics analyses as well as other units of analysis (Wiecki, Poland, & Frank, 2015).

Another study in the same clinical area extended the analysis of heterogeneity to a transdiagnostic sample of children
with ADHD, bipolar disorder, or both disorders (and also including healthy control subjects) as examined with the Conners
Continuous Performance Test (Kleinman et al., 2014). A K-means clustering analysis was used, and returned two groups
with high classification accuracy that differed primarily on response variability and deficits in sustained attention. Subjects
with ADHD or comorbid ADHD plus bipolar disorder were split about equally between the two groups, whereas normal
control subjects and bipolar-only subjects aggregated in the cluster with less severe deficits, an outcome that the
investigators discussed in terms of the proximal implications for tailoring clinical treatment.

These studies provide examples of the different kinds of statistical analyses that will become common practice in
uncovering new dimensions and subgroups (whether within or across traditional disorder categories). An additional point is
underscored by the fact that the measures used in the studies by Fair et al. (2012) and Kleinman et al. (2014) differ
substantially, which greatly complicates attempts to include the combined data in mega-analyses seeking to discover or
validate subtypes or dimensions. Such divergence is, of course, common across the entire range of mental disorders
research, and exemplifies the need for carefully thought-out common data elements to facilitate combined analyses.
However, as the contemporary transdiagnostic research scene shows, these measures must be carefully chosen to represent
wide swaths of disorder spectra (possibly the entire gamut of psychopathology) rather than being focused upon a single,
presumptive DSM/ICD disorder. Obviously, balancing the extent of common data elements versus measures planned for
any specific study poses a critical issue because of concerns of overall subject burden and feasibility, and will be a key
concern for RDoC measurement systems moving forward.

In tandem with these important efforts to parse the current disorder spectrum, refining the RDoC constructs and relating
them to traditional clinical symptoms are high-priority aspects of data mining. RDoC involves a set of intermediate
phenotypes that are denoted as constructs to represent the fact that they are empirically based concepts subject to continual
revision and refinement on the basis of new data. Much of the effort in revising a construct (or adding a new one) consists
of a search for the appropriate “grain size,” ie, the breadth of its functional aspects and neural circuitry. Grain size is
important to reflect the best current understanding of complex behavioral functions and their implementing neural systems
but also for the extension to symptoms in a way that proves optimal for understanding pertinent clinical problems. For
instance, “anhedonia” is a traditional clinical concept characterized as an inability to experience pleasure, classically related
to depression and often invoked as a transdiagnostic construct for RDoC studies of deficits in reward circuit activity.
However, it is well known that the anhedonia concept is composed of several different components such as experiencing
reward, exerting energy to seek rewards, and learning to associate particular situations with reward (Treadway & Zald,
2011). Thus, it is not yet clear how relatively broad or narrow the “anhedonia” concept ought to be for optimal diagnosis
and treatment (and whether this may vary for different clinical purposes).

As another example, the term “anxiety” is still frequently invoked as though it were a unitary and cohesive clinical
construct that can be reliably differentiated from other aversive states. However, anxiety is often not clearly distinguished
from acute threat, and even granted this distinction, the cohesiveness of phenomenological anxiety per se is not clear. For
instance, in one study, undergraduates carefully selected for two distinct types of self-reported anxiety, “anxious appre-
hension” as opposed to “anxious arousal,” participated in an emotional Stroop task (naming the color of a printed word
with distracting emotional content) while fMRI signals were acquired. Responses of the two groups were distinguished by
activation in a left inferior frontal area (associated with speech production) as opposed to a right inferior temporal area,
respectively (Engels et al., 2007). Whereas high-anxious subjects typically are elevated to some extent on both subtypes,
the point is that studies validating relevant subdimensions within an RDoC construct (in this case, “potential threat”) and
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within a traditional phenomenologically defined clinical concept such as diffuse anxiety may simultaneously advance basic
knowledge and prove valuable for optimizing assessment and potential treatment.

Finally, the number and type of the units of analysis may well require several rounds of iteration to reach the optimal set
for working out a given clinical problem. As one example, an unusually comprehensive series of studies conducted with
patients across virtually all of the anxiety disorders has indicated that the fear-potentiated startle reflex is inversely related,
in a transdiagnostic manner, to the extent of self-reported severity on mood and anxiety instruments; in other words, higher
distress is related to blunted fear-potentiated startle response across all anxiety disorders (McTeague & Lang, 2012). By
inference, a proximal clinical application would involve establishing the psychometric adequacy of the startle measure
followed by clinical trials to test the predictive validity of the new biomarker (eg, that patients with a robust startle reflex
indicative of strong fear circuit activity would respond optimally to exposure therapies whereas those with blunted startle
might require an alternative treatment such as pharmacotherapy or mindfulness meditation). However, it might turn out that
such an advance necessitates several additional steps before clinical utility can be established. These might include such
aspects as additional measures (eg, fMRI of other motivational circuits), additional stimulus conditions (eg,
positive-valence stimuli), or yet more refined assessment (eg, the anxious apprehensioneanxious arousal distinction noted
previously).

It is apparent that the RDoC project is rapidly expanding from a conceptual exercise to a burgeoning “Big Data”
activity. There is certainly cause for circumspection moving forward, given the likelihood of unforeseen complications that
will need to be overcome. However, the research results that have already emerged, along with the rapidly growing corpus
of new studies and commentaries, provides ample grounds for optimism that an approach based on empirical foundations
of behavioral and brain science can lead to more effective clinical applications at an accelerating rate (Doherty & Owen,
2014).

SUMMARY AND CONCLUSIONS

The purpose of this chapter has been to provide a summary of the RDoC project and the way in which it is structured to
contribute to the next generation of research on mental disorders. The RDoC concept provides a framework for trans-
lational research that fosters integrative studies of behavioral/cognitive dimensions, associated brain systems, and related
symptoms or impairments of mental disorders. The focus is on mechanisms that cut across traditional disorder categories or
comprise subgroups within categories, with an intention to form more homogeneous clinical groups that represent
promising targets for treatment development and clinical trials. The specific tactical aim of the project is to introduce a
research classification system into the grant review process, providing the opportunity for investigators to exploit
immediately and directly such emerging new concepts as default and salience networks, regulatory coding regions in the
genome, and the nature of complex behaviors. To avoid the problem of having a system that becomes “stuck in time,”
RDoC eschews fixed disorder entities and instead provides criteria for evaluating the extent to which translational research
designs are based on a promising foundation of current translational neuroscience and behavioral research.

A salient feature of the project is the focus on etiological processes, as reflected in the emphasis in the framework on
neurodevelopment and environmental influences. To this end, emphasis is placed on the relationship between functional
constructs (with their implementing neural systems) and the specific clinical impairments to which they are most likely to
contribute, rather than to broad syndromes where such links are blurred. Because of the rapid pace of advances in all areas
of the science, the constructs serve as a compendium of current knowledge and as exemplars for research, but are always
subject to refinement as research progresses.

A perhaps underappreciated facet of the RDoC project is the need for quantitative measurement across all areas of the
research matrix (including symptomatic assessments), as opposed to the relatively subjective and qualitative determination
of current diagnostic categories; this is a direct consequence of the normal-to-pathological dimensional perspective.
Analyses across a large number of high-dimension measurement systems pose many challenges, including the develop-
ment of new tasks and assessments tailored for the constructs, exploring the covariance among measurements, and working
out the best combinations of measures for effective application to actual clinical practice.

One need not belabor the significance of these various considerations as they relate to the contributions of genetics. The
current generation of studies has established the salience of genomics for mental disorders. However, the success of
next-generation efforts will almost certainly be related to the quality of the phenotypes with which they are compared,
which in turn depends on the adequacy of measurement across various units of analysis. As the field transitions toward a
nosology that is built on research into fundamental behavioral and biological systems, the extent to which advances in each
area are mutually informative with the others will have a key role in determining how quickly the field can generate
palpable progress toward precision medicine for mental disorders.
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Chapter 27

Schizophrenia

Aiden Corvin
Trinity College Dublin, Dublin, Ireland

INTRODUCTION

Schizophrenia (SCZ) is an enigmatic but heritable brain disorder that poses remarkable challenges because it forces
patients to confront their perception and understanding of the world around them. The experience for the individual is
highly variable: Patients can have different clinical symptom profiles and functional outcomes ranging from recovery to
persistent symptoms and cognitive deficits. About 80% of patients experience multiple relapses within the first 5 years of
treatment, and the long-term course is typically characterized by an episodic or continuous illness with significant func-
tional impairment (Andreasen et al., 2005; Bleuler, 1980; Hegarty et al., 1994). Despite interindividual variation, for the
almost 1% of the affected adults, SCZ is associated with significant morbidity and mortality: studies indicate that average
life expectancy is reduced by more than 15 years (Tiihonen et al., 2009; World Health Organization, 1992).

Since the 19th century, the entity that we call “schizophrenia” has been conceptually defined by the work of key
researchers. Their work (reviewed in Kendler (2014)) has molded the two operationalized classifications systems
commonly used today, the American Psychiatric Association’s Diagnostic and Statistical Manual of Mental Disorders,
Fifth Edition and the World Health Organization’s International Statistical Classification of Diseases and Related Health
Problems, 10th Revision. Both systems produce highly similar, reliable diagnostic results based on the presence and
endurance (for at least 6 months) of characteristic clinical symptoms and behaviors that generally emerge in early
adulthood. Conceptually the symptoms are grouped to represent core domains involving “reality distortion” (delusions and
hallucinations, also termed psychosis), “disorganization” affecting speech and self-monitoring of behavior (eg, catatonic
behavior), and “negative” symptoms representing restrictions in emotional expression, in the fluency and productivity of
thought and speech (alogia), and in the initiation of purposeful activity (avolition). Many people who later develop SCZ
have subtle neurodevelopmental anomalies in childhood affecting motor, cognitive, and social functioning. The emergence
of the syndrome is often preceded by a “prodromal” period of attenuated psychotic symptoms, anxiety, mood disturbance,
and social withdrawal.

The modern conceptualization of SCZ is rooted in the work of Emil Kraepelin, who postulated a unifying patho-
physiological process to explain the psychopathology that he observed in patients. He identified this process as a disease,
dementia praecox, and made a distinction between this and manic-depressive disease. This dichotomy has since been
central to the classification of the major psychotic disorders but is increasingly challenged. His concept of this disease
entity was shared and shaped by Eugene Bleuler, who coined the term “schizophrenia,” but also described SCZ as a
syndroma diagnosis capturing more than one disease by referring to “the group of schizophrenias.” An alternative view,
based on observation of psychotic experience in the general population, suggests that there is a continuum of symp-
tomatology requiring dimensional rather than categorical classification of the core symptoms or behaviors across the
population rather than conceptualizing SCZ as one or more discrete diseases (van Os et al., 2009; Strauss, 1969).

A century of research has taught us that SCZ is likely to be of neurodevelopmental etiology in many (if not most) cases;
that the syndrome is largely heritable but that social factors (eg, childhood adversity and migration) also contribute to risk;
and that the condition is associated with structural, functional, and neurochemical brain changes particularly involving the
dopaminergic system (Tandon, Keshavan, & Nasrallah, 2008). Current pharmacotherapies, first introduced in the 1950s,
are thought to act primarily through blockage of the type 2 dopamine (DA) receptor. The original DA hypothesis has
evolved to identify overactivity of mesolimbic DA circuitry as the basis of positive symptoms, and diminished

Genomics, Circuits, and Pathways in Clinical Neuropsychiatry. http://dx.doi.org/10.1016/B978-0-12-800105-9.00027-5
Copyright © 2016 Elsevier Inc. All rights reserved.

411

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/

http://dx.doi.org/10.1016/B978-0-12-800105-9.00027-5


mesocortical DA function as the cause of negative and cognitive symptoms. More recently, it has been argued that altered
DA is a consequence of N-methyl-D-aspartate glutamate (NMDA) receptor hypofunction involving NMDA receptors
located on gamma aminobutyric acid (GABA) interneurons (Schwartz, Sachdeva, & Stahl, 2012). With greater appreci-
ation of the complex, dynamic nature of neural network function and better investigative tools, SCZ has also been
conceptualized as a disorder of connectivity in which DA or glutamate dysfunction may be an end result of neural circuit
dysfunction (Bernardinelli, Nikonenko, & Muller, 2014; Friston & Frith, 1995).

Despite this progress, a cohesive understanding of pathophysiology sufficient to improve patient care is lacking.
Antipsychotic medications have proven effective for treating positive symptoms but they have little impact on debilitating
negative symptoms or cognitive deficits, which may explain why illness outcomes have not improved substantially since
their introduction (Leucht et al., 2013). Reaching beyond a clinically defined syndrome to grasp disease etiology may
require dissecting a number of different disease mechanisms with an appreciation of how these mechanisms overlap across
current clinical diagnostic entities and, on a deeper level, an understanding of how these mechanisms contribute to normal
development and function of the complex human brain.

HERITABILITY AND GENETIC ARCHITECTURE

Kraepelin recognized that SCZ clustered within the families that he studied and identified a general hereditary predis-
position to mental disorders in about 70% of the cases he described. This was first formally investigated by Heron in 1907
in his study of 331 pedigrees, in which he concluded that: “The insane diathesis is inherited with at least as great an
intensity as any physical or mental character in man.” Such early studies identified familial clustering of SCZ but failed to
address to what extent this reflected a contribution from shared genetic or environmental effects, or some combination of
both. The significance of genetics was confirmed by a series of pivotal twin and adoption studies beginning in the 1960s
(Cardno & Gottesman, 2000; Ingraham & Kety, 2000) and discussed in chapter “Contribution of Genetic Epidemiology to
Our Understanding of Psychiatric Disorders.” Beyond confirming that SCZ was heritable, from twin studies, the herita-
bility could be estimated. The data have been remarkably consistent in the estimates generated by individual twin studies
and meta-analyses (80e85%) (Sullivan, Kendler, & Neale, 2003). With heritability confirmed, speculation moved to the
genetic architecture involved: how many genomic loci contributing to risk, their population frequencies, their effect sizes,
and their interactions with each other and with environmental risk.

In the pregenomic research era, two rival theories emerged as the genetic etiology of SCZ. The first, based on model
fitting to risk data from relatives of affected probands, proposed that a large proportion of cases were polygenic involving
many common genetic variants of small effect. The second, stemming from work by Rubin and others to identify
Mendelian segregation ratios in SCZ, proposed a single major locus, or a number of rare high-penetrance risk loci. In the
absence of tools to identify the genes involved, the pregenomics era of molecular genetics was ill-equipped to resolve this
debate. As molecular genetics evolved, linkage analysis methods were powered to identify large genetic effects and
localize them to relatively large genomic regions (Ng et al., 2009). Such studies resolved that SCZ was not a single gene
disorder and provided a small number of signals from meta-analytic efforts. Association studies, limited by the number of
markers that could be tested, investigated hundreds of potential functional or positional candidate genes. As described in
the SZGene resource (http://www.szgene.org/), these studies established definitively that SCZ was a polygenic rather than
Mendelian disorder but had limited power to identify definitively the common, small genetic effects that were their focus
(Sullivan, Daly, & O’Donovan, 2012).

A secondary question, recognized early in the history of the field, related to the boundaries of the SCZ syndrome. In his
work, Kraepelin acknowledged cases of “latent schizophrenia” within family members of affected probands and described
work by Rudin identifying an increased prevalence of what we now call bipolar disorder, and what he termed “eccentric
personalities” among the relatives of affected probands. Investigating this concept of “latent” SCZ, Kendler and colleagues
identified a familial predisposition to a spectrum of clinical syndromes in relatives of SCZ probands including schizo-
affective disorder, other nonaffective psychosis, schizotypal personality disorder, and psychotic affective illness (Kendler
et al., 1993a, 1993b). This work did not support overlap with affective disorders (Kendler et al., 1993c) but others studies
did (Maier et al., 1993). The debate remained open until a large, register-based investigation from Sweden was reported in
2009. This study of more than two million nuclear families found that first-degree relatives of probands with either SCZ
(n ¼ 35,985) or bipolar disorder (n ¼ 40,487) were at substantially increased risk of both these disorders and the
comorbidity between disorders mostly (63%) resulted from the additive genetic effects common to both disorders
(Lichtenstein et al., 2009).

Prompted by this study but also by the findings of studies of structural genomic variants (discussed subsequently), there
has been renewed interest in examining genetic overlap between SCZ and other brain disorders. Inevitably, Kraepelin was
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the first to note an overlap between SCZ and intellectual disability (ID). He presciently estimated that ID formed the basis
for at least 3.5% of cases of SCZ (Kraepelin, 1919): studies indicate a three- to fivefold increased risk of ID in SCZ
populations (Hemmings, 2006; Morgan et al., 2008). An almost threefold increased risk of autism spectrum disorder
(ASD) in offspring who have one parent affected with SCZ has been reported in data from four different cohorts (Larsson
et al., 2005; Sullivan et al., 2012). Finally, individuals with a parental history of epilepsy also have a twofold increase in
the risk of developing a psychotic disorder, and individuals with a parental history of psychosis have a 2.7-fold increased
risk of epilepsy (Clarke et al., 2012). Genetic liability to SCZ is not straightforward but overlaps significantly with risk for
other psychiatric and developmental disorders including, but possibly not limited to, ID, ASD, and epilepsy.

THE GENOMICS ERA

The development of high-throughput array technologies, genome sequencing, and unprecedented collaborative research in
the past decade has facilitated empirical studies to map the genetic architecture of SCZ. In the vanguard, genome-wide
association studies (GWAS) (discussed in chapter: Natural Selection and Neuropsychiatric Disease: Theory, Observa-
tion, and Emerging Genetic Findings) test common genetic risk variants of small effect and have defined a substantial
contribution (30e50%) to SCZ risk. This may involve thousands of loci of which more than 100 have been confirmed.
Studies on a similar scale have also confirmed structural risk variants [copy number variants (CNVs)] of large effect, which
are rare and so make a smaller cumulative contribution to population risk (< 5%) (see chapter: Genome Tools and
Methods: Rare Genetic Variation). Through exome sequencing studies, a wider spectrum of variants is being assayed, but
studies reported to date are an order of magnitude smaller than the largest GWAS analysis. The contribution from rare
sequence mutations is unclear because we have yet to reach a point at which the full spectrum of exomic variation is being
systematically investigated in well-powered studies. In addition, the protein-coding genome represents a very small
fraction (1.5%) of all human genetic variation and few whole-genome data have been published (Hoischen, Krumm, &
Eichler, 2014). Achieving a complete picture of architecture will also require careful analysis of geneegene (epistasis) and
geneeenvironment interaction. Therefore, being mindful of these limitations, what have we learned thus far?

GENOME-WIDE ASSOCIATION STUDIES

The advent of arrays capturing most common single-nucleotide polymorphism (SNP) variations [minor allele frequency
(MAF) > 5%] in the genome provided a framework for systematic GWAS. Notable successes for other common disorders
(eg, diabetes, inflammatory bowel disease) spurred international collaborative efforts to generate the large sample sizes
required to perform studies in SCZ (Corvin, Craddock, & Sullivan, 2010). In 2009, three GWAS reported robust, replicable
association signals in a 5.5-megabase region around the major histocompatibility complex (MHC) on chromosome 6p
(Purcell et al., 2009; Shi et al., 2009; Stefansson et al., 2009). This locus, one of the most of the most complex, genetically
diverse genomic regions, encodes about 250 genes including the classical and transplantation human leukocyte antigen
alleles, but also many immune and nonimmune genes. Subsequent studies have provided further association evidence
while highlighting the challenge this complex locus poses (Corvin & Morris, 2014). Most profoundly, these studies proved
that collaborative efforts successfully applied elsewhere in human genetics could fruitfully translate to psychiatric dis-
orders. This gave impetus to the Psychiatric GWAS Consortium (PGC), an even larger collaborative effort to combine all
available GWAS data for five psychiatric disorders, with the largest sample size being for SCZ (Schizophrenia Working
Group of the Psychiatric Genomics Consortium, 2014; World Health Organization, 1992).

The Schizophrenia Working Group of the PGC has seen a trajectory of discovery similar to that of other common
disorders, with seven significant loci being identified by PGC1 in a sample of 9394 cases published in 2011 (Ripke et al.,
2011) and increasing to 108 loci in an analysis of 36,989 cases and 113,075 controls. This was published in 2014 by the
then renamed Psychiatric Genomics Consortium (PGC2) (Schizophrenia Working Group of the Psychiatric Genomics
Consortium, 2014) (Fig. 27.1). Taken together, the GWAS analyses of SNP data yielded a number of major insights into
the genetic basis of SCZ.

Genetic Architecture of Schizophrenia

GWAS arrays made hypothesis-free SNP association analysis feasible and allowed empirical testing of the hypothetical
role of polygenic inheritance in SCZ risk. This was achieved using a “polygene score” method that summed variation
across a large number of nominally associated loci into quantitative scores to ask whether these scores could predict disease
state in independent samples (Wray, Goddard, & Visscher, 2007). From such analysis, up to a third of total variation in
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genetic liability could be explained by common risk variants. A subsequent analysis using a different approach (Genome-
wide Complex Trait Analysis) provided further evidence that polygenic inheritance contributes to SCZ (Lee et al., 2012).
By examining GWAS data from 9087 affected individuals and 12,171 control subjects from the PGC1 data set, the authors
quantified the lower limit of the genetic contribution to SCZ from common variants as being 23% based on the GWAS
platforms of the time. They showed that the variance explained per chromosome was linearly related to the length of the
chromosome, another expected feature of polygenic disorders. More recently, a larger study, including additional Swedish
samples (16,245 cases and 31,829 controls) applied approximate Bayesian polygenic analysis and estimated that 8300
independent common loci explain up to 50% of the variance in genetic risk of SCZ (Ripke et al., 2013).

Overlap Across Disorders

A second important observation from the International Schizophrenia Consortium was that the polygenic common risk
variant contribution is shared with bipolar disorder but not with six common nonpsychiatric diseases, which provides
molecular validation for the epidemiological evidence of overlap reported from the Swedish cohort (Lichtenstein et al.,
2009; Purcell et al., 2009). Furthermore, the availability of the PGC data set made it possible to investigate to what extent
genetic variation is unique to individual disorders or is shared across SCZ, bipolar disorder, major depressive disorder
(MDD), ASD, and attention-deficit hyperactivity disorder. In addition to the expected substantial covariance in liability to
SCZ and bipolar disorder, this identified moderate levels of covariance between SCZ and MDD, with modest overlap
between SCZ and childhood-onset disorders such as ASD (Fig. 27.2) (Lee et al., 2013).

Distinctions between these disorders are based on clinical classification mask overlapping molecular etiology. With the
substantially expanded number of associated GWAS loci identified in PGC2, it has been possible to test for relationships
between SCZ and more severe neurodevelopmental phenotypes at individual loci. Here, the key finding is that SCZ GWAS
loci significantly overlap with genes having nonsynonymous mutations in ID (P ¼ 0.00024) and ASD (P ¼ 0.035);
specific examples are at CACNA1C (Timothy syndrome), TCF4 (PitteHopkins syndrome), EP300 (RubensteineTaybi
syndrome), AKT3 (a megaloencephalic syndrome), SATB2 (cleft palate and mental retardation), and the CNTN4 and
NLGN4X ASD loci. One potential explanation is that certain genes have critical “hub” functions in the development and

FIGURE 27.1 Manhattan plot of the discovery GWAS meta-analysis of 34,241 cases and 45,604 controls, where the x-axis is chromosome position and
the y-axis is the significance of association. The red line (dark gray in print versions) represents the threshold for genome-wide significant levels of
association (5 � 10�8).
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function of brain networks, and thus their disruption is more likely to have an impact at the level of phenotype. The clinical
consequences of perturbation of function of these hub genes may depend on the nature of the genetic variant [from subtle
common SNP effects to loss-of-function (LOF) mutation], its developmental timing, and the impact of environmental
exposures.

Localizing Risk Genes

Examining the loci implicated by the PGC2 analysis, many findings support existing or emerging hypotheses relevant to
SCZ etiology. The best example is association at the DRD2 receptor gene (the target for current antipsychotic drug
treatments). A robust literature implicates glutamatergic neurotransmission in SCZ, and the GWAS data implicate genes
involved in the structure (GRIA1, GRM3, and GRIN2A) and function (SRR, CLCN3, and SLC38A7) of glutamatergic
synapses (Kantrowitz & Javitt, 2012). Associations at the genes CACNA1C, CACNA1I, and CACNB2 extend findings from
earlier GWAS analyses, implicating voltage-gated calcium channel subunits in SCZ and other psychiatric disorders (Cross-
Disorder Group of the Psychiatric Genomics Consortium, 2013). Other candidate genes have more general roles in immune
function (eg, MHC locus), synaptic plasticity (eg, NLGN4X, IGSF9B, CNTN4, and PTN), or neurodevelopmental
mechanisms (eg, FXR1, SATB2, and TLE1). However, the role of most loci is far from clear, and even for the examples
provided, additional work is required to understand the functional mechanism involved at individual loci or how risk genes
might relate at the level of gene networks.

Functional Effects of Common Variants

Of the 108 conservatively defined association loci confirmed by the PGC2 study (Schizophrenia Working Group of the
Psychiatric Genomics Consortium, 2014), 25 had been previously reported but 83 were novel or had not previously
received robust support. Scattered through the genome, most overlapped with genic regions: 75% included protein-coding
genes and a further 8% were within 20 kb of a gene. Examining the loci in more detail, 40% intersected a single gene but
almost 10% of loci included five or more genes (Fig. 27.3).

It is a formidable task to refine which genes are involved. Of the 108 SCZ loci identified, in only 10 cases could an
association signal be attributed to probable nonsynonymous exonic polymorphisms at specific genes (PRRG2, FAM5B,
WBP2NL, EP300, LRRC48, MYO15A, ITIH3, ADAMTSL3, SLC39A8, and ATXN7). This accords with the results of
GWAS for other complex traits and it is likely that most common risk variants have subtle, regulatory effects on the
function rather than the structure of proteins (Maurano et al., 2012; Schork et al., 2013). In SCZ, risk variants identified by
polygene score methods are significantly enriched among genic elements, particularly the 50 untranslated region (UTR),
exon, and 30 UTR compared with intergenic SNPs, which suggests that associated loci are likely to affect gene function.
This pool of variants is enriched for expression quantitative trait loci, specifically loci that affect gene expression in the
human brain (Richards et al., 2012). Disambiguating how individual common risk variants contribute to molecular risk
mechanisms as part of biological systems will be a major challenge for the field. Even where association peaks

FIGURE 27.2 Proportion of variance in liability (SNP-based heritability) and proportion of covariance in liability between disorders (SNP-based
coheritability) for five major psychiatric disorders. The 95% error bars represent the estimates �1.96 standard error. SCZ, schizophrenia; MDD, major
depressive disorder; BPD, bipolar disorder.

Schizophrenia Chapter | 27 415

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



unambiguously suggest localization to a particular gene, in some cases the functional effects will not be local to the gene
(Smemo et al., 2014).

Risk Prediction

Risk profile scores (RPS) based on alleles that are statistically confirmed as associated with a standard genome-wide
correction explain 3.4% of the variance in SCZ; this doubles (to 7%) when less rigorous evidence for association is
included. By grouping individuals into deciles and estimating the odds ratio (OR) for affected status at each decile
compared with the lowest decile, the PGC2 group evaluated the capacity of RPS to predict caseecontrol status in a number
of different populations. The ORs increased to maximum for the 10th decile in all samples, which indicated that carrying
more risk loci was associated with a demonstrable and progressive increase in risk. This was largest for a Swedish sample
based only on individuals who had been hospitalized (OR, 15; 95% confidence interval (CI), 12.1e18.7) and least for a
population-based Danish sample (from inpatient and outpatient facilities) (OR, 7.8; 95% CI, 4.4e13.9) (Fig. 27.4). Even in
the Swedish sample, the sensitivity and specificity of RPS does not support its use as a predictive test. Taking the standard
method to evaluate clinical efficacy of risk scores, the area under the receiver operator characteristic curve (AUC) is greater
than 0.7. To put this in context, random prediction corresponds to an AUC value of 0.5, values greater than 0.75 can
usefully identify high-risk groups for screening, but values of 0.99 can reliability diagnose a disease in the general
population (Janssens et al., 2007). The AUC value can be (modestly) boosted by including family history information and
the RPS may be useful in stratifying individuals in epidemiological research: for example, in prospective studies of “at
risk” patient groups (Chatterjee et al., 2013; Iyegbe et al., 2014).

STRUCTURAL VARIATION STUDIES

CNVs are chromosomal rearrangements involving the deletion, duplication, inversion, or translocation of segments of
DNA from 1000 to several million base pairs in length. By the 1990s, using cytogenetic methods, deletions involving the
chr22q11.2 locus (velocardiofacial syndrome) and a reciprocal chromosomal t(1:11) translocation disrupting the DISC1
locus had been implicated in the etiology of SCZ. Both were rare events; the former occurred at a rate of 1 in 4000 live
births and the latter was identified in a single pedigree. The working assumption in the field was that CNVs were unlikely
to contribute significantly to SCZ etiology. This view changed after it was demonstrated that not only could submicro-
scopic variations (<500 kb in size) be successfully assayed using array based methods but these were widespread in
normal human genomes (Iafrate et al., 2004; Sebat et al., 2004). In the first of a series of SCZ studies, by examining CNVs
greater than 100 kb in size, Walsh and colleagues (Walsh et al., 2008) identified an excess of CNV events in patients,
particularly those with childhood onset, compared with control populations. Two much larger studies confirmed an excess
burden of CNVs in SCZ, but were also powered to identify specific loci that were significantly associated with disease. In
doing so, they confirmed the known association with chr22q11.2 deletions and identified novel associations with deletions

FIGURE 27.3 Breakdown of significant loci from the PGC2 GWAS based on their location to functional genomic regions (from GENCODE ref
genome (v17)).
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at 1q21.1, 15q11.2, and 15q13.3 (International Schizophrenia Consortium, 2008; Stefansson et al., 2008). Since then
further studies have extended the list to include more than a dozen loci including duplications (WilliamseBuren syndrome
region, Angelman/PraedereWilli syndrome region, at VIPR2, at PAK7, and at 16p13.11) and deletions at 3q29, 16p11.2,
17q2, and 17p12 but also evidence that the reciprocal duplication at the 22q11.2 region may be a protective mutation for
SCZ (see table in Rees et al., 2014a).

Structurally, most implicated CNVs are events that recur in the population at the same genomic locations mediated
through nonallelic homologous recombination (NAHR). This is because of the local genomic features of these loci,
specifically that the rearrangement region is flanked by repeat sequences, which makes the region prone to repeated CNVs
in unrelated individuals. Although rare, such events can be identified by association analysis of large cohorts. However,
this is only one of a number of proposed mechanisms for genome rearrangements (reviewed in Liu et al. (2012) and
discussed further in chapter “Genome Tools and Methods: Rare Genetic Variation”). The genes NRXN1 and VIPR2 have
demonstrated evidence of association based on disruption by different CNV events with different breakpoints in individual

FIGURE 27.4 Odds ratio for schizophrenia by risk profile score (RPS) decile in the Sweden (SW1e6), Denmark (Aarhus), and Molecular Genetics of
Schizophrenia (MGS) studies. Odds ratios and 95% confidence intervals (bars) were estimated using logistic regression with principal components to
control for population stratification.
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carriers rather than a more universal mechanism. CNVs at chr20p12.2 (PAK7) and chr22q11.22 (TOP3B) are examples in
which there is a likely common founder mutation shared by all carrier individuals (Morris et al., 2014; Stoll et al., 2013).
These data suggest that a number of different mechanisms, including complex rearrangements, may contribute to SCZ
etiology, with the NAHR mechanism being the most accessible for discovery using association analysis across large
populations. A large-scale CNV association analysis of the PGC2 data set is currently under way.

Individually the CNVs identified are of moderate penetrance for SCZ (OR, 2e30) (Malhotra & Sebat, 2012; Morris
et al., 2014; Rees et al., 2014b; Rujescu et al., 2009; Vacic et al., 2011). However, this does not directly address the
question of their pathogenicity. In almost all cases these mutations confer risk across diagnostic boundaries for devel-
opmental phenotypes including ASD, ID, epilepsy, and other congenital malformations. In most cases the risk for
developing any significant developmental phenotype is high (ranging from 10% to 100%) with most of the risk being for
the development of an early-onset disorder (eg, ID, ASD, developmental delay) rather than SCZ (Kirov et al., 2014), and
with lower risk again in bipolar disorder and the position less clear for other psychiatric disorders (Georgieva et al., 2014).
Investigation of risk CNVs in individuals defined as control subjects indicate that carriers perform at a level between
patients with SCZ and population controls, but the CNV events do not all affect the same cognitive domains. For example,
control subjects with the chr15q11.2 deletion have increased the rates of dyslexia and dyscalculia, even after adjusting for
IQ, with relative preservation of other cognitive functions. By contrast, the same study found that 10 carriers of the 1q21.1
duplication in 10 control subjects did not have significant neurocognitive impairment or learning difficulties (Stefansson
et al., 2014). This has important implications. Understanding the phenotypic impact and penetrance of identified CNVs is
likely to require detailed clinical assessment of all carriers, not just clinically defined patients. As such, the CNV findings
represent the first high-penetrance genetic findings for SCZ and represent useful genetic models for understanding the
disorder. Because most CNVs have pleiotropic neurodevelopmental effects, this may be important in investigating etio-
logical overlap between SCZ and other clinical syndromes and how phenotypic outcomes are determined.

SEQUENCING STUDIES

Exome and genome sequencing makes it possible to assay rare coding point mutations and small insertions and deletions: a
huge reservoir of rare or even private sequence mutations in the human genome (MacArthur et al., 2012). Such mutations
are strongly selected against and represent de novo events or have recent founders. As a class, rare mutations may have a
more direct impact on function and phenotype (higher penetrance) than the subtle regulatory effects being elucidated for
common risk variants. This makes them potentially important in informing models for functional follow-up in animal and
cellular systems. Defining convergent pathophysiological mechanisms across a small (Karayiorgou et al., 2012) or large
(McCarthy, McCombie, & Corvin, 2014) number of mutant models based on these rare mutations could be a critical step in
dissecting the molecular etiology of SCZ. Sequencing is accelerating the discovery of contributory genes for other neu-
rodevelopmental disorders such as ID (de Ligt et al, 2012; Rauch et al., 2012), autism (De Rubeis et al., 2014; O’Roak
et al., 2012), and epilepsy (Allen et al., 2013). Progress has been most evident where the underlying genetic architecture is
less complex, with mutations being spread across a small number of risk genes (Hoischen et al., 2014; Samocha et al.,
2014) or where disorders can be subtyped into component etiologies based on syndromal features, such as macrocephaly
for CHD8 mutations (Zaidi et al., 2013) and facial dysmorphology for PACS1 mutations (Helsmoortel et al., 2014). Such
assumptions may not apply in most cases of SCZ. However, results from other neurodevelopmental disorders that help us
to understand critical molecular processes underlying neuronal migration (KIF2A and TUBA1A) or brain growth (eg,
microcephaly with WDR62 mutations) may offer a framework to interpret emergent genetic findings in SCZ (Hu,
Chahrour, & Walsh, 2014).

In SCZ, risk mutations may be accumulated across hundreds of genes, which makes it difficult to draw statistical
inference from a small number of rare observed events. Only very large sample sizes or the use of familial relationship data
in homogeneous populations (to identify founder effects) are likely to yield sufficient observations to implicate individual
genes reliably in disease (Bahlo et al., 2014; Zuk et al., 2014). Both approaches are being applied by large studies within
the field.

Early reported studies were generally small; they took as their focus the total mutational burden in SCZ or performed
analyses at a pathway level to identify mutation enrichment, rather than to test specific candidate genes. After smaller,
inconclusive studies, increased rates of de novo mutation (DNMs) were reported in the largest SCZ study (Fromer et al.,
2014), as has been identified for other neurodevelopmental disorders (de Ligt et al, 2012). This accords with the epide-
miological evidence that increased paternal age is a risk factor for ASD, ID, and SCZ, presumably owing to greater number
of cell divisions in the male germ line lineage, because 75e80% of DNMs arise paternally and higher mutation rates are
evident in older males (Kong et al., 2012). In this study, LOF DNMs were significantly more common in patients with
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relatively poor school performance, but across the whole population, and in a meta-analysis including previous studies, the
overall rate was the same as that reported in control populations. An interesting aspect was that the sample population
included only patients who had successfully graduated from mainstream schools, so the effect cannot be exclusively
attributed to misclassification of individuals with severe ID in the study. A similar association between LOF DNMs and
lower cognitive function has also been reported in patients with ASD (Samocha et al., 2014). This suggests that IQ or
general cognitive function may mediate differences in genetic architecture within patients with these disorders.

More relevant than the total burden of mutations are the location and genes affected by mutation. In their analysis,
Purcell and colleagues evaluated rare coding variants from 2546 genes selected for prior involvement in SCZ etiology
based on unbiased GWAS, CNV, and earlier exome sequencing studies (Purcell et al., 2014). In more than 2500 patients
and a matching number of control subjects, they observed a significantly higher number of rare (MAF < 0.1%) disruptive
mutations in patients compared to control subjects (P ¼ 10�4). Breaking this down, they observed similar results for the
most rare mutations (singletons), and the total count for mutations was 1527 in patients versus 1383 in control subjects.
Observing recurrent events in patients but not in control subjects represent better evidence, and it has been suggested that
observing at least three recurrent de novo LOF events at a given gene only in patients is unlikely to occur by chance (Neale
et al., 2012). However, this will depend not only on the number of observations (from patients and control subjects) but
also on the length and local sequence content of the gene, which will determine the mutation rate at that gene. In the Purcell
study, there was evidence for association at the KYNU (kynureninase) locus, in which the authors reported 10 disruptive
variants in patients and none in control subjects (Purcell et al., 2014). A novel nonsense mutation at chr2: 143,713,804 was
also observed in seven patients but was not seen in control data from the Exome Variant Server (http://evs.gs.washington.
edu/EVS/) and 1000 Genomes Project (http://www.1000genomes.org/). Across the published studies to date, there are
other examples of genes in which at least two de novo LOF mutations have been observed, but more data will be required
to confirm pathogenicity (eg, at TAF13, INADL, DST, SETD1A, SLC1A2, KL, EP, PITPNM, and CACNA1C) (Fromer
et al., 2014; Gulsuner et al., 2013; McCarthy et al., 2014; Need et al., 2012; Purcell et al., 2014; Xu et al., 2012).
Prioritizing loci with higher prior probability of involvement in SCZ may facilitate mutation discovery using cheaper
targeted sequencing strategies perhaps targeting known SCZ loci from GWAS or CNV studies (eg, LOF mutations have
been reported at DPYD [2], ESAM, ZDHHC5, and LRP1). By extension, one could also prioritize mutations in genes
already implicated in other neurodevelopmental disorders, such as ID or ASD (eg, SCN2A, POGZ, DLG2, SHANK1,
CHD8, AUTS2, and MLL2). An alternative approach is to focus analytical effort on genes that are under processes of
selective constraint, meaning that they have reduced rates of functional variation and consequently, mutations detected are
more likely to be deleterious (Petrovski et al., 2013; Samocha et al., 2014).

NEXT STEPS IN GENE DISCOVERY

The coming decade will see well-powered studies to test the full spectrum of genetic variation contributing to SCZ. Based
on the experience of other disorders, further GWAS analysis, particularly capturing wider ethnic diversity, will yield many
more common risk loci. Low-cost custom array analysis in large sample numbers, currently being conducted as part of the
Psych Chip initiative (http://www.med.unc.edu/pgc/psychchip), may be informative on less frequent risk variants not well
captured by GWAS platforms. This will be the prequel to exome and whole-genome studies of many thousands of patients.
Gaps will still remain. Many, possibly even most, common small effects will elude detection even as case numbers
approach 100,000, and very rare or private mutations, even of large effect, may be difficult to confirm statistically because
of similar study power issues. At a greater level of complexity, the genetic architecture of SCZ is also likely to involve the
concerted action of many risk variants, interaction with environmental risk factors, and a potential contribution from other
poorly captured genomic mechanisms.

It is unclear to what extent risk variants act independently or have effects dependent on other variants. Epistasis can be
functionally defined by the observation that the effect of one risk variant depends on the genotype at another variant, or
may statistically refer to the interaction variance that can be explained by a combination of risk variants that does not result
from their additive, individual effects. Evidence from other complex disorders, as well as in SCZ, suggests that epistasis
contributes to risk. However, testing for statistical interaction between all pairs of genome-wide significant autosomal SNPs
in the PGC2 failed to identify interactions that were significant after correction for multiple comparisons. This finding could
not exclude such effects between other loci or the presence of higher-order interactions and may reflect limited study
power. Numerous parametric and nonparametric approaches have been proposed to identify geneegene interactions (Wei,
Hemani, & Haley, 2014) and are currently being applied to investigate large SCZ data sets in more detail.

The effect of risk genotypes may depend on exposure to environmental risk factors, or such exposures may contribute
to disease only in individuals with a particular genetic architecture. Studies taking family history as a proxy measure
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support gene (G) � environment (E) effects for prenatal infection, trauma exposure, urbanicity, and cannabis use in SCZ.
A number of G � E studies have been reported with a particular focus on individual small genetic effects mostly emergent
from the candidate gene association study era with inconsistent evidence of replication (Modinos et al., 2013; Duncan &
Keller, 2011). Success in SCZ genomics has prompted international collaborative efforts to achieve progress in this field
(van Os et al., 2014). Large sample sizes with consistent validated measurement of environmental risk factors will be
required. The analytical challenges are considerable. If thousands of common risk variants contribute to disease, how
important are the interactions with individual SNPs likely to be to risk and how to you select which SNPs to investigate?
Genome-wide G � E methods have been developed and may be useful in identifying the most significant interactive
effects. For example, a study identified a novel association between a gene at the CTNNA3 locus and maternal cyto-
megalovirus infection in SCZ (Borglum et al., 2014). For rare, highly penetrant mutations (eg, CNVs), identifying suf-
ficient carrier numbers for G � E analysis is similarly problematic. An area of great potential is the ability to derive
continuous reliable measures for genetic (eg, polygenic RPS) and environmental (eg, cannabis exposure and dose) risk at
an individual level to investigate G � E relationships. This could be tailored to test specific hypotheses: for example, to
model RPS for immune dysfunction pathways (including common and rare gene effects) in patients with specific envi-
ronmental exposures (eg, infection exposures) (McGrath et al., 2013).

New discoveries continue to challenge our understanding of the genome, even how we define “the genome.” Implicit in
the studies discussed is the assumption that the genetic risk variants, and in particular mutations, are present from
fertilization. Some de novo mutations are known to occur after fertilization, during the mitotic cell divisions of early
embryonic development. As such, these will be present in clones of cells in only selected tissues, and this can include the
brain. Examples from the neurogenetics literature include somatic mutations in which equivalent mutations in the germ line
would be lethal (eg, hemimegalencephaly) or in which they have less severe phenotypic manifestations of diseases than
equivalent germ line mutations (eg, tuberous sclerosis). How frequent these somatic mutations are and their relevance to
the etiology of neurodevelopmental disorders without gross structural malformations, including SCZ, is unknown (Jamuar
& Walsh, 2014) but is further discussed in chapter “The Molecular Landscape of the Developing Human Central Nervous
System.”

CIRCUITS AND PATHWAYS

Ultimately, the goal of genomics research is to use gene discovery as a tool to understand pathophysiological processes.
With an understanding that most of the pathway exploration is based on a relatively small number of confirmed risk genes,
two interesting themes are emerging. First is that some risk loci may be of substantial etiological importance through their
role in influencing function of other genes. An example from another complex brain disorder is the Fragile X mental
retardation protein (FMRP), in which LOF mutations represented the first link between RNA regulation and human
cognitive dysfunction (Verkerk et al., 1991). This RNA binding protein is involved in translational regulation, which
underpins the protein synthesis required for the formation and persistence of memory (Malenka & Bear, 2004). By
identifying FMRPemessenger RNA (mRNA) interactions initially in mouse brain, it has been possible to annotate a list of
FMRP targets (Darnell et al., 2011). Sequencing studies have shown that this list captures a network of genes enriched for
mutations in ASD but also SCZ (Fromer et al., 2014; Iossifov et al., 2014; Purcell et al., 2014). Expression data from
human brains reveals different subgroups of FMRP targets with distinct spatiotemporal patterns of expression and bio-
logical functions, a possible explanation for differences in phenotypic outcomes across these overlapping neuro-
developmental disorders (Steinberg & Webber, 2013). Several other examples have emerged from the SCZ GWAS data.
One of the strongest findings reported by the PGC2 group was evidence of association at a locus for the gene encoding the
microRNA miR-137. By overexpressing miR-137 in human neural stem cell lines, Collins et al. (2014) reported that the
157 genes downregulated after analysis at 48 hours were significantly enriched for genes implicated in SCZ GWAS data
sets. Another of the earliest confirmed GWAS loci is a risk allele at the zinc finger protein 804A gene (O’Donovan et al.,
2008). This brain-expressed gene encodes a protein with a C2H2 domain, which suggests that it, too, may have a role in
regulating gene expression through DNA and/or RNA binding.

A second, related hypothesis is that the many risk genes implicated will converge on some number of defined molecular
pathways rather than individual regulatory “hub” genes. This acknowledges the complexity of the regulation of brain
processes and suggests that disruption at many parts of a complex network may lead to illness. This is supported, in the
broadest sense, by analysis of large numbers of unconfirmed genetic markers contributing to SCZ genetic variance and
captured by the “polygene” score method. Although not determining specific pathways, it has been shown that the genes
contributing to RPS are more likely to affect gene expression in adult brain than would be expected by chance (Richards
et al., 2012) and are disproportionately attributable to 2725 genes expressed in the central nervous system (CNS)
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(P ¼ 7.6 � 10�8) (Lee et al., 2012). More direct approaches to hypothesis-free pathway testing in GWAS data sets have
also been applied (Weng et al., 2011). The results have not been particularly consistent, with the possible exception of
evidence for enrichment of association in cell adhesion molecular pathway genes based on data from experimentally
validated pathway databases (Lips et al., 2012; O’Dushlaine et al., 2011) and protein interaction networks (Yu et al., 2014)
and in pathways defined by transcriptome sequencing (Zhao et al., 2014). Systematic hypothesis-free pathway-based
methods are being applied to the PGC2 data set, but the absence of consensus methodology or established significance
thresholds for including loci and the variable quality of pathway annotation have proved challenging.

With PGC2 analysis, a subset of confirmed genetic findings is supportive of existing hypotheses: for example,
implicating dopaminergic and glutamatergic circuitry in SCZ risk. Although most identified risk variants have emerged
from GWAS, evidence from CNV and sequencing studies also supports convergence of single-gene hits on a number of
molecular mechanisms. Broadly these can be grouped as genes involved in:

1. Plasticity and synaptic function including neurotransmitter receptors and ion channels, secondary messenger systems,
and scaffolding proteins

2. Immune function including, but not exclusive to, the MHC region
3. Chromatin remodeling and gene transcription functions.

The evidence and potential mechanisms are considered more fully subsequently. The current data capture a small
fraction of total variance and are far from a complete representation of molecular etiology. In addition, these three groups
are not independent and may represent many overlapping or independent molecular processes that impair the development
and function of neural circuitry dynamically through development and the lifespan.

Dopaminergic Signaling

PGC2 analysis provided strong evidence that common variation of small effect at the DRD2 receptor gene is associated
with SCZ. Neuronal activity, including that regulated by the DRD2 receptor, is developmentally important in regulating
axonal projections and establishing connectivity between different brain regions (Cazorla et al., 2014). Once established,
dopaminergic neurotransmission is critical to normal motivation, cognition, and learning. Antagonism of the D2 receptor is
a common feature of all current antipsychotic medications, and this is thought to act by lowering the firing and activity
level of the mesolimbic dopamine pathway. This circuit is vulnerable to developmental insults with persistently increased
striatal DA release, increased behavioral response to amphetamine, and a greater DA response to stress, all of which are
reported in developmental models relevant to SCZ (eg, of perinatal hypoxia) (Howes & Murray, 2014). Increased pre-
synaptic DA synthesis and release, possibly coupled to postsynaptic hypersensitivity to DA, remain the most likely
explanations for this dysfunction.

Mesolimbic DA firing and circuit development does not occur in isolation but is a dynamic process with opposing or
coordinated function across neurotransmitter systems. In the simplest model of this system, increasing the tone of glu-
tamatergic neurons from the frontal cortex increases mesolimbic DA firing and this effect is dampened by the action of
GABAergic interneuron tone. That this may be an important molecular risk mechanism is supported by the fact that genes
involved in the formation of GABAergic interneurons (IGSF9B), the formation of glutamatergic and GABAergic pre-
synapses (NLGN4X), and the function of GABAergic interneurons (CLCN3) represent the most likely candidate genes at
three of the loci identified by the PGC2 GWAS. Questions remain as to the role and extent of genetic vulnerability present
within this circuitry in patient populations and the molecular mechanisms underpinning circuit dysfunction.

Calcium Channel Genes

Voltage-gated calcium channels are formed as a complex of subunits (a1, a2d, b1-4, and g) in which the a1 subunit forms
the ion-conducting pore and the other, associated subunits, have modulatory functions. Calcium channels can be divided
into high voltage-activated (HVA), intermediate, and low voltage-activated (LVA) subgroups in which the most common
form of the HVA channel is the long-lasting (L-type), and the LVA group represents transient opening (T-type) channels.
With the NMDA receptor (NMDAR), they have an important role in synaptic function by regulating neuronal firing and
neurotransmitter release and are also involved in gene transcription, neurite outgrowth, and activation of calcium-
dependent enzymes (eg, calmodulin-dependent protein kinase II and protein kinase C) (Clapham, 2007). The diversity
of channel subtypes allows for highly specialized functions in particular neuronal cell types. For example, T-type calcium
channels are particularly important for repetitive firing of action potentials in thalamic neurons involved in regulating
arousal and sleep/wake patterns.
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The genes mostly strongly implicated in SCZ by GWAS data encode a1 subunits of an L-type (CACNA1C, Cav1.2) and
a T-type (CACNA1I, Cav3.3 subunit) calcium channel and an isoform of the b subunit (CACNB2) involved in trafficking
a1 subunits to the cell membrane and modulating their electrophysiological properties. Other implicated genes tether
calcium channels at synapses (RIMS1), maintain low cytosolic calcium (ATP2A2), and regulate calmodulin availability and
function in neurons (NRGN and CAMKK2) (Luo et al., 2014). The largest reported sequencing study identified significant
enrichment for potentially damaging mutations among the 26 voltage-gated calcium ion channel genes, including two
mutations in CACNA1C (Purcell et al., 2014). These data suggest a general role for calcium dysfunction in neuro-
developmental disorder pathogenesis rather than a highly specialized single etiological mechanism in SCZ. The role of
calcium channel function in neurodevelopment has been poorly studied, but this is changing. Induced pluripotent stem cells
(iPS) from patients with the severe neurodevelopmental disorder, Timothy syndrome, have facilitated studies of the
developmental effects of CACNA1C mutations. Here, it has been reported that mutant Cav1.2 channels produce activity-
dependent retraction of neuronal processes, which suggests that Cav1.2 channels are critical for the development of normal
neuronal circuitry (Krey et al., 2013; Pasca et al., 2011). Furthermore, investigation of transcriptional networks in a similar
CACNA1C iPS model is beginning to identify the molecular mechanisms involved (Tian et al., 2014). This approach
represents a model for investigation of other calcium channel mutations in patient carriers to refine the etiology involved.

Glutamatergic Signaling

PGC2 analysis reported the association of genes involved in both the structure (GRIA1, GRM3, and GRIN2A) and function
(SRR, CLCN3, and SLC38A7) of glutamatergic synapses (Harrison, 2014; Kantrowitz & Javitt, 2012). The role of the
NMDAR is more than just its functional interactions with G proteinecoupled receptors such as the DA receptors. Through
its interactions with intracellular and extracellular proteins and other membrane receptors, it is critical to many CNS
functions involved in diverse processes from neurodevelopment to synaptic plasticity and learning, and to cell survival
(Glasgow, Siegler Retchless, & Johnson, 2015). In a gene-set analysis of CNV data, Kirov and colleagues examined
whether 34 confirmed de novo risk CNV events were enriched for genes identified from proteomic data as corresponding to
particular neuronal cellular components (Kirov et al., 2012). They found that compared with controls, de novo CNVs from
patients were significantly enriched for the postsynaptic density (PSD) proteome. Trying to localize this enrichment, they
found that the signal was largely explained by the NMDAR signaling complex and a smaller set of synaptic protein
interactors of the activity-regulated, cytoskeleton-associated (ARC) protein. Looking further, these gene sets overlap but
are partially independent of each other. Interestingly, the NMDAR and ARC gene sets showed significant enrichment for
nonsynonymous or predicted damaging mutations in the two largest SCZ exome studies reported to date, albeit not in a
pathway analysis of the common variant GWAS data. This raises the possibility that Arc represents one, but not the only,
mechanism by which the integration of signaling cascades could be disrupted to affect brain function deleteriously in SCZ.

Activity-Regulated, Cytoskeleton-Associated Protein Regulation

ARC is found in the postsynaptic density of glutamatergic neurons in the hippocampus and neocortex. The protein is
rapidly expressed as learning and information are encoded in neuronal circuitry and acts as an effector protein for multiple
neuronal signaling pathways (Shepherd & Bear, 2011). Transcription of the ARC gene may be important in reshaping
synapse function to maintain changes in long-term potentiation, long-term depression, and associative memory processes
(Guzowski et al., 1999; Plath et al., 2006). This transcription is regulated by calcium influx through voltage-sensitive
calcium channels (discussed subsequently) and the group I metabotropic glutamate receptors (mGluRs), but the mecha-
nisms involved are poorly understood and represent a compelling target for future study in model systems informed by
emerging genetic findings. A promising point of intersection emerging from the genetic findings is the gene CYFIP1 at the
15q11.2 CNV risk locus. This is because CYFIP1 is a key regulator of F-actin assembly, which is an important down-
stream function in regulating dendrite morphology. CYFIP1 is also a protein-binding partner of FMRP and is a negative
regulator of ARC translation (Park et al., 2008).

Fragile X Mental Retardation Protein Interactors

An expansion of CGG repeats at the gene encoding FMRP (FMR1) is causative in most cases of Fragile X syndrome and
the functions of this RNA-binding protein have been subject to much scrutiny. It has been estimated that FMRP binds to
about 4% of all mRNAs in the brain, representing a list of more than 800 targets (derived from mouse brain data),
inevitably overlapping with PSD genes including members of the NMDAR and ARC complexes. FMRP generally
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suppresses the translation of target mRNAs and is implicated in neurodevelopment and adult neurogenesis. It is also
required for normal synaptic function and plasticity through mGluR1/5 signaling. In addition, it is emerging that FMRP is
involved in upregulating protein synthesis and regulating of proteineprotein interactions and non-mGluR1/5erelated
mechanisms of synaptic plasticity. To disambiguate the functions of FMRP, specific subpopulations of targets have been
identified with distinct spatiotemporal expression and functional biases (Steinberg & Webber, 2013). These data suggest
that the two largest subpopulations cluster separately into modules: (1) upregulated during fetal development and (2) in
adolescence/adulthood, respectively. Targets of FMRP are enriched for de novo mutations in autism, and a model has been
proposed for a “single-hit” etiology for mutations of module 1 genes, whereas a “multiple-hit” etiology is implicated for
module 2 genes. Both of the largest SCZ sequencing studies published to date found evidence for enrichment of non-
synonymous mutations (de novo mutations and disruptive singletons) in FMRP targets (Fromer et al., 2014; Purcell et al.,
2014). In both studies, this enrichment was still evident when overlapping PSD genes were removed, which indicates that
the role of FMRP targets is partially independent of PSD function. Pathway analysis of the PGC2 data set identified
significant enrichment for common variant association in the FMRP set using two different methodological approaches:
ALIGATOR (P ¼ 0.0066) and INRICH (P ¼ 5 � 10�5).

Immune Function

It has long been suspected that the involvement of immune dysfunction in SCZ is based on evidence of increased markers
of infection (eg, cytokines) and association with specific pathogens in SCZ and the more identification of phenocopies
caused by autoimmunity (eg, NMDAR autoantibody encephalitis) (Carter, Bullmore, & Harrison, 2014). The most sig-
nificant common variation signal for SCZ is at the MHC locus, but there is also evidence of involvement of immune genes
outside this locus. One analysis performed by the PGC2 group was to determine whether SCZ-associated common variants
are concentrated in regulatory elements marked as activating gene expression in particular tissues or cell lines. Importantly,
though largely as predicted, associations were enriched in these regulatory elements in various brain tissues and in genes
showing high expression in neurons/interneurons. A more novel and potentially important finding was that they were also
enriched in these regulatory elements in the immune system, particularly B-lymphocyte cell lineages. This provides strong
support for a role of immune dysfunction at a time when there is a growing appreciation that neurons and microglia express
MHC molecules and immune-related molecules have an important role in neurodevelopment and activity-dependent
synaptic plasticity. At a mechanistic level, the pathways involved have not been elucidated, but this may be mediated
at least in part by NMDAR signaling, which could be experimentally modeled (Fourgeaud et al., 2010; Nelson et al., 2013;
Shatz, 2009).

Chromatin Regulators

Chromatin regulators provide both the stability and flexibility required for normal brain development. They provide the
heritable states of gene expression necessary to allow the programmed development of neural circuitry and contribute to
dynamic changes in gene expression required for plasticity and learning. This is achieved through chromatin remodeling or
modification. The former is an adenosine triphosphateedependent process that physically alters chromatin by moving
nucleosomes or exchanging them into or out of DNA. The latter are enzymes that alter the tails of histones projecting from
nucleosomes, making DNA more or less accessible to regulatory mechanisms including chromatin remodelers or other
proteins. In SCZ, predicted LOF mutations have been reported for both chromatin remodelers (eg, CHD8) and modifiers of
histone function (eg, MLL2, HUWE)/DNA methylation (eg, MECP2) in genes previously implicated in severe Mendelian
neurodevelopmental disorders (McCarthy et al., 2014). Consequently some of these mechanisms have been reasonably
well investigated. Two other studies have identified enrichment of mutations implicating other chromatin remodelers
(Gilman et al., 2012; Takata et al., 2014). Much is still to be learned about the role of chromatin regulators in facilitating
the development of stable neural circuitry and the flexibility implicit in synaptic plasticity. For example, it would be
interesting to know whether modifiers converge on regulating expression of the same signaling pathways or are themselves
regulated by the function of other proteins (eg, FMRP).

FUTURE DIRECTIONS

Advances in genomics promise models of SCZ rooted in molecular etiology. However, SCZ is a clinical syndrome.
Bridging this gap between descriptive phenomenology and molecular etiology is a major, but not insurmountable, chal-
lenge. Conceptual mechanisms such as “neural circuit dysfunction” have meaning in the real world and can be usefully
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assayed. Reduced beta and gamma oscillations and synchronization have been reported in patients with SCZ from elec-
troencephalography or magnetoencephalography studies (Uhlhaas & Singer, 2010). These assays translate into animal
model research more directly than do human symptoms or behaviors and can be used to refine different etiological
mechanisms; they are also informative for drug trials. Similarly, genes or mechanisms relevant to synaptic plasticity can be
assayed at the level of cognitive function in patients with risk mutations and in mouse models (Nithianantharajah et al.,
2013). Advancing methods for electrophysiological measurement and imaging of circuits are discussed more fully in
chapters “Resting-State Functional MRI: a Novel Tool for Understanding Brain Networks in Neuropsychiatric Disorders”
and “Neuroimaging Advances in Alzheimer Disease,” respectively.

Some elements of the syndrome may require other approaches. The Research Domain Criteria framework may prove
useful in integrating different levels of data to identify specific pathophysiological mechanisms in human studies (Insel,
2014); this is discussed further in chapter “The Emergence and Underlying Neurobiology of Psychosis.” For example, the
construct of “agency” may be important in investigating patients with delusions of control, because this is known to be
correlated with function in the right parietal, right insula, and right inferior frontal areas. Coupling clinical symptoms,
structural/functional neuroimaging, and molecular pathway information may be powerful in dissecting such etiology.

As more is understood about the genetic architecture of SCZ, it will be important to incorporate information from other
sources (eg, methlome or transcriptome) to define and refine the mechanisms involved (Kumar et al., 2014). Cataloging
risk variation is a beginning. We need to understand how genes are expressed and how this is functionally orchestrated to
cause disease. Having an understanding of dynamic epigenetic regulation of gene expression would be incredibly infor-
mative, and large-scale epigenomics studies are beginning to happen (Dempster et al., 2013). Transcriptome databases of
the human brain have become more sophisticated, making it possible to examine how potential candidate genes cluster and
are coexpressed spatially and temporally during neurodevelopment. This could provide a deeper understanding of the
currently known genes in addressing whether SCZ patients can be differentiated or grouped based on early developmental
or later synaptic etiological mechanisms. Similar questions could be asked at the level of the molecular risk pathways, as
described previously in the FMRP modular analysis of ASD (Steinberg & Webber, 2013). In one of the first such reports in
SCZ, identifying a modest enrichment of DNMs in patients with SCZ compared with control subjects, Gulsuner and
colleagues reported that the DNMs in patients were significantly more likely to cluster in proteineprotein interaction
networks. The DNMs in patients were more likely to be coexpressed in fetal frontal cortex (Gulsuner et al., 2013). The
overlapping network of interacting and coexpressed genes had known functions including neuronal migration, synaptic
transmission, signaling, transcriptional regulation, and transport.

In future analyses it will be important to understand overlapping etiology with other developmental disorders. Pathway
analysis across the PGC SCZ, bipolar disorder, and major depression phenotypes found strong evidence of a common risk
pathway involving histone methylation, but also that synapse and downstream signaling mechanisms had a more prom-
inent role in SCZ than in the other two disorders. Analysis of coexpression relationships between the genes in the histone
methylation pathway found that these genes had on average threefold higher expression during early prenatal development,
which suggests a particular role in neuronal differentiation and cell-fate commitment. There may be common etiological
mechanisms that put the brain at risk of neurodevelopmental disorder, but later molecular events may determine the
development of SCZ.

Through these approaches we can begin to learn when, where, and how aberrant network function happens and model
how this contributes to disease pathogenesis. This work is happening against the backdrop of efforts to understand the
genetic mechanisms that shape the interaction between cortical and subcortical brain regions. Improved methods of
defining molecular circuitry (eg, with CLARITY) (Chung & Deisseroth, 2013) coupled with new methods of recording and
manipulating neural activity, are revolutionizing understanding of the molecular mechanisms of normal circuit develop-
ment and function (Akil et al., 2010). Optogenetics methods have been applied to study mesolimbic dopamine circuitry
during behavioral tasks in rodents and would add substantial value to studies of mutant models, but they could also be
applied to study signal transduction in iPS models (Saddoris et al., 2014; Steinberg et al., 2015; Yan et al., 2014). The
intersection of genomics and new experimental methods offers the promise that this emerging biology of SCZ can lead us
to more informed diagnostics, treatment, or prevention for future generations.
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Chapter 28

The Emergence and Underlying
Neurobiology of Psychosis

Raquel E. Gur and Ruben C. Gur
University of Pennsylvania, Philadelphia, PA, United States

INTRODUCTION

A successful effort in elucidating the pathophysiology of a disorder culminates in identifying genes that affect specific
pathways producing manifested symptomatology. Molecular biology and genomics are transforming medicine from
symptom-based disease models to “precision medicine” in which mechanistic elucidation of molecular pathways permits
early identification, prevention, and intervention. This transformation is fueled by large genomic and medical databases
with information on “biomarkers” of disease vulnerability.

Psychiatry and behavioral neuroscience disciplines, whose organ is the nervous system and whose outcome measures
are “behavior,” are hampered by limited information on behavioral parameters including symptoms and neurocognitive
performance. The paucity of such data in electronic medical databases is especially apparent for age ranges that span
adolescence, a critical period for brain maturation and the emergence of psychopathology including psychosis. As
highlighted in other chapters in the book, progress in genomic research in schizophrenia has been achieved with integration
of large samples. Thus far, schizophrenia genomic research has capitalized predominantly on established phenotypic
diagnosis that is dichotomous: namely, participants met clinical categorical diagnostic criteria requiring a constellation of
significant symptoms present for a specified duration and affecting functioning. The identification of common variants
across several disorders such as bipolar, autism spectrum disorders, and intellectual disability exposes the limitation of the
categorical approach. If different disorders share genomic variance, the mechanistic explanation requires genomic pa-
rameters to be linked to behavioral measures related to dysfunction in brain circuitries that span disorders. Thus, the field is
turning its attention to examining brain circuitry and quantitative dimensional measures of liability rather than arbitrarily
thresholded disease diagnostic classifications. A dimensional approach is more likely to reveal links between brain systems
and adaptive behavioral domains that are genetically modulated ones. It also makes better methodological sense because of
the improved power of continuous measures (Royston, Altman, & Sauerbrei, 2006). Such measures are proposed in the
Research Domain Criteria approach (Insel et al., 2010).

The investigation of schizophrenia as a brain disorder began with studies that evaluated patients who had the disease for
a long time, establishing neurocognitive deficits associated with abnormalities in parameters of brain structure and
function. With the increased availability of noninvasive neuroimaging methodology and neurocognitive testing, studies of
younger patients became feasible and this work indicated that the neurocognitive deficits and brain abnormalities are
already evident in first-episode individuals. This work has produced two shifts of emphasis in the study of psychosis that
can advance understanding of the underlying neurobiology. The first is a shift to study earlier phases of psychosis, the
clinical risk stage; the second is a shift from dichotomous symptom categorization to quantitative dimensional endo-
phenotypes. In some ways the first shift necessitated the second, because at initial symptom presentation the intensity may
hover below the clinical threshold, and boundaries between developmentally appropriate upheavals and worrisome signs of
psychosis are more challenging to discern clinically. This development will benefit genomic investigations because such
vulnerability indices are heritable brain and neurobehavioral parameters that are trait markers related to illness (Braff,
Freedman, Schork, & Gottesman, 2007; Glahn et al., 2014).
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In this chapter, we will begin by highlighting the study of the emergence of psychosis. We will then summarize
progress in research efforts that examine neurocognitive and neuroimaging measures in individuals at clinical risk for
psychosis and the underlying neurobiological pathways. We will conclude by considering how the study of clinical risk
may be integrated with progress in genomics.

THE CLINICAL EMERGENCE OF PSYCHOSIS

Similar to other fields in medicine that emphasize the identification of disease liability, there has been an increased effort to
identify individuals at risk for psychosis (Cannon et al., 2008; Fusar-Poli, Bonoldi, et al., 2012; Goulding et al., 2013; Gur,
2013; Kelleher et al., 2012; Miller et al., 2003; Ruhrmann et al., 2010). The literature on early antecedents of schizophrenia
documented premorbid features in retrospective studies and prospective longitudinal studies (Addington & Heinssen,
2012; Walker et al., 2013). It is hoped that the increased emphasis on identifying people at clinical high risk and examining
endophenotypic measures will contribute to improved detection, inform on the underlying neurobiology, and facilitate
early intervention (Heinssen & Insel, 2014; McGorry, 2011).

Psychosis is a process that commonly emerges in adolescence and early adulthood, a pivotal period in brain maturation
characterized predominantly by axonal myelination and neuronal pruning (Giedd et al., 1996; Huttenlocher, de Courten,
Garey, & Van Der Loos, 1982; Jernigan & Tallal, 1990; Yakovlev & Lecours, 1967). The traditional clinical diagnostic
approach relies solely on a constellation of symptoms and evaluates the duration, severity, and impact of aberrations in
behavior that disrupt functioning (American Psychiatric Association, 2013). This system of classification is not
“brain-based” and therefore is unable to contribute to elucidating how the effects of myelination and pruning on behavior
relate to the emergence of symptoms. By the time diagnostic criteria are met, the underlying process has likely been in
progress and irreversible loss of function has already occurred.

Early detection of psychotic symptoms is commonly challenging because early presentation includes subtle changes in
several domains (Miller et al., 2003) and frequently such changes are attributed to transitions of the developmental stage:
adolescence and young adulthood. A person may seem perplexed, with decreased concentration or motivation and dif-
ficulties performing in school or at work. A mood component typically is evident at the early stage, manifested as
decreased social engagement and diminished interest in previous activities and hobbies. Anxiety, misperception, and
suspiciousness are associated with increased guardedness. Thus, the core features of psychosisddelusions, hallucinations,
and disorganized thinkingdare present but in a mild subthreshold form. They may increase in frequency and severity,
causing distress and impairment, or in some individuals they may stay at the subthreshold level or diminish and even abate
(Fusar-Poli, Bonoldi, et al., 2012).

In the psychosis continuum, this clinical risk stage or prodromal phase has become incorporated into the Diagnostic
and Statistical Manual of Mental Disorders, Fifth Edition (Section III: Emerging Measures and Models) as Attenuated
Psychosis Syndrome, which indicates that further study is required to determine whether it should be included as a
diagnostic category in future revisions (Fusar-Poli, Carpenter, Woods, & McGlashan, 2014; Tsuang et al., 2013). Multiple
considerations guided the decision, such as the lack of certainty of progression to schizophrenia and the stigma associated
with the diagnosis. Fig. 28.1 provides a schematic illustration of the evolution of psychosis.

Paralleling the shift in interest in phenomenological research on early stages of psychosis, the study of brain and
behavior in schizophrenia has moved from investigating chronically ill individuals to those with shorter illness duration,
first episode (Andreasen et al., 2011; Gur, Cowell, et al., 2000; Gur, Turetsky, et al., 2000), and now prodromal
(Fusar-Poli, Bonoldi, et al., 2012; Giuliano et al., 2012). This has been a lengthy scientific journey that required grappling
with potential confounding effects of multiple factors such as psychoactive medications, limited functioning, and social
isolation of patients. Furthermore, as noted earlier, symptoms emerge during a dynamic period of brain maturation,
resulting in a fluid clinical presentation. Advances and availability of tools to examine brain and behavior have stimulated
the integration of such measures into the study of clinical risk.

CLINICAL PHENOTYPE TO ENDOPHENOTYPE

An extensive literature has documented the nature and extent of neurobehavioral deficits in schizophrenia (Gur et al., 2015;
Heinrichs & Zakzanis, 1998; Kahn & Keefe, 2013; Saykin et al., 1991) and abnormal brain parameters (Andreasen et al.,
2011; Gur, Cowell, et al., 2000; Gur, Turetsky, et al., 2000). Against a background of diffuse impairment, some neuro-
cognitive domains and brain regions and systems have shown greater vulnerability (Gur & Gur, 2013). Notably, as studies
shifted to patients who have had a first episode of schizophrenia, including neuroleptic-naïve participants, it became
evident that the pattern of cognitive deficits (Saykin et al., 1994) and brain dysfunction that was observed in patients who
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have had the disease for a long time was present early in the disease (Gur, Cowell, et al., 2000; Gur, Turetsky, et al., 2000;
Ho, Mola, & Andreasen, 2004). This consistency supports the application of quantitative measures in clinical risk samples
as potential vulnerability markers. Furthermore, when such endophenotypic measures (Gottesman & Gould, 2003) are
administered to family members, they demonstrate heritability and intermediate impairment compared with healthy
participants with no family history of psychosis (Calkins et al., 2010; Greenwood et al., 2007, 2013; Gur et al., 2007).
Thus, with established paradigms that documented the nature and extent of brain abnormalities in schizophrenia, a growing
literature examines individuals at clinical high risk during the prodromal phase of illness. The goal of such efforts is to
evaluate whether the predictability of the future course of psychosis can be enhanced with multimodal brain behavior
measures. Here we will highlight lines of research and summarize emerging findings pertinent to circuitry.

NEUROCOGNITION

Neurocognitive deficits are a hallmark of schizophrenia (Barch & Ceaser, 2012; Kahn & Keefe, 2013) and various tests
that have been applied in schizophrenia research gauge the presence, pattern, and extent of deficits in clinical risk studies as
psychosis emerges. The rapidly growing literature (Dickson, Laurens, Cullen, & Hodgins, 2012), although different in
sample sizes, rigor of reporting inclusion and exclusion criteria, and tests administered, affords quantitative meta-analyses
that examine neurocognitive domains.

In a meta-analysis of 14 studies, 1214 individuals at risk for psychosis were compared with 851 healthy control subjects
(Giuliano et al., 2012). Small to medium effect sizes of neurocognitive impairment in the psychosis risk group were
observed. Significant deficits were noted in general cognitive abilities, attention, working memory, episodic memory,
language functions and visuospatial abilities. The only domain that did not differ between groups was motor skills. Seven
of these studies conducted longitudinal follow-up, demonstrating that participants in the psychosis risk group, who
transitioned to psychosis at follow-up, had medium to large effect sizes of neurocognitive deficits at baseline compared
with healthy participants, which supported the utility of neurocognitive assessment.

Another meta-analysis (Fusar-Poli, Deste, et al., 2012) included 19 studies with a sample of 1188 participants at clinical
risk and 1029 healthy comparison participants. The clinical risk group manifested lower general intelligence and deficits in
several domains were observed: executive functions, attention, working memory, verbal fluency, verbal and spatial
memory and social cognition. Processing speed was not different between the groups. Transition to psychosis was
examined in a subset of seven longitudinal studies with 19 months’ mean follow-up (Becker et al., 2010; Brewer et al.,
2005; Koutsouleris et al., 2012; Pukrop et al., 2007; Riecher-Rossler et al., 2009; Seidman et al., 2010; Woodberry et al.,
2010). Findings indicated that individuals who transitioned to schizophrenia, compared with those who did not develop
psychosis at follow-up, were more impaired at baseline. They had lower general intelligence and poorer performance in
verbal fluency, verbal and visual memory, and working memory.

FIGURE 28.1 Schematic of psychosis vulnerability and progression. CHR, Clinical high risk.
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Most studies on clinical risk for psychosis have examined “cold” cognition and relatively few have focused on social
cognition. Impaired social functioning has long been evident in people with schizophrenia, including premorbidly. Sys-
tematic studies evaluating affective processes have been more limited. The development of measures that relate to the
perception, interpretation, and response to display of emotions is a relatively recent addition to the range of neuro-
behavioral probes available to evaluate this capacity. The first meta-analysis summarized earlier (Giuliano et al., 2012)
included three studies that examined social cognition. Deficits in emotion processing and “theory of mind” tasks were
noted in the group at clinical risk (Addington, Penn, Woods, Addington, & Perkins, 2008; Chung, Kang, Shin, Yoo, &
Kwon, 2008; Pinkham, Perkins, Graham, & Siegel, 2007). In the second meta-analysis (Fusar-Poli, Deste, et al., 2012),
data from six studies, some overlapping, with measures of the social cognition were included (Addington et al., 2008; An
et al., 2010; Chung et al., 2008; Green et al., 2012; van Rijn et al., 2011; Szily & Keri, 2009). Significant impairment in
clinical risk participants compared with healthy control subjects was noted. This literature is growing (Kohler et al., 2014),
which indicates that the domain of social cognition is important in transitioning to schizophrenia and is related to the level
of functioning.

NEUROIMAGING

Extensive research using MRI has documented aberrations in brain structure and function in schizophrenia, already evident
in patients who have experienced a first episode (Fusar-Poli, McGuire, & Borgwardt, 2012). With the shift to studying
earlier stages in the psychosis process, this technology has been applied to people at risk for psychosis, enabling exam-
ination of brain integrity as psychosis unfolds. Measures obtained include structural parameters such as gray matter and
white matter volumes, cortical thickness and diffusion tensor imaging (DTI) measures of structural connectivity, as well as
functional parameters including functional connectivity and activation in response to neurobehavioral tasks designed to
probe a specific circuitry. The neuroimaging literature on clinical risk for psychosis is growing, although it is still relatively
limited in size of samples examined and follow-up (Fusar-Poli, Bonoldi, et al., 2012). The largest body of studies has
examined structural MRI focusing on gray matter (Brent et al., 2013).

A meta-analysis of 14 voxel-based morphometry studies, most using a 1.5-T scanner, compared patients who were at
risk for psychosis and had experienced their first episode of schizophrenia with healthy control subjects (Fusar-Poli,
McGuire, et al., 2012). The clinical risk group had lower gray matter volume in several regions including the right
temporal, limbic, and prefrontal cortex whereas the group who had had a first episode had lower volumes in the temporal
insular cortex and cerebellum. Notably, the onset of psychosis was associated with decreased gray matter volume in
temporal, anterior cingulate, cerebellar, and insular regions. These regions are implicated in cognitive and emotion pro-
cessing functions that are aberrant in schizophrenia, and volume reduction in these regions has likewise been reported in
multiple studies of schizophrenia.

There are several points to consider when evaluating the highlighted finding, such as methodological limitations
involved in MRI meta-analytic approaches and the cross-sectional nature of most studies. Indeed, most participants at
clinical risk did not yet transition to psychosis. Nonetheless, it is informative that brain regions that show a reduction in
volume in schizophrenia also show abnormalities in those at risk for psychosis (Fusar-Poli, McGuire, et al., 2012). Larger
samples in a longitudinal design will be important to advance the understanding of underlying neuroanatomical differences
between groups.

Other brain parameters have been evaluated in fewer studies. Thus, white matter abnormalities have been reported in
schizophrenia early in the course of illness, as well as in individuals at risk for psychosis (Carletti et al., 2012; Fusar-Poli,
Borgwardt, et al., 2011).

The resting blood oxygenation leveledependent (BOLD) signal in functional MRI (fMRI) paradigms provides a
measure of connectivity, reflecting “cross-talk” integration among brain regions. It examines the timeeseries correlations
among brain regions, indicating which regions show synchronized activation. Aberrations in schizophrenia in fronto-
temporal connectivity have been reported and have also been seen in those at clinical risk (Crossley et al., 2009). This
literature is preliminary and limited.

DTI quantifies restricted water diffusivity in white matter, enabling noninvasive detection of subtle white matter ab-
normalities and facilitating the understanding of complex large-scale brain networks. Abnormalities in DTI have been
reported in schizophrenia, both in patients who have had the disease for a long time and in first-episode presentation (Peters
& Karlsgodt, 2014; Roalf et al., 2013), with reduced white matter integrity in frontotemporal tracts. The literature on
psychosis risk is limited to several cross-sectional studies, with differing findings such as reduced fractional anisotropy in
frontal lobe (Bloemen et al., 2010) and in the superior longitudinal fasciculus (Borgwardt, McGuire, & Fusar-Poli, 2011).
In a longitudinal study (Carletti et al., 2012), individuals at risk for psychosis (n ¼ 32) were compared with healthy control
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subjects (n ¼ 32) and patients who had had a first episode of schizophrenia (n ¼ 15), on a 1.5-T scanner. The psychosis
risk and control participants were rescanned after 28 months. At baseline, the first-episode group had decreased fractional
anisotropy and increased diffusivity relative to control subjects, and the psychosis risk group was intermediate between the
other two groups. At follow-up, further reduction in fractional anisotropy was evident in left frontal region only in those
individuals at risk for psychosis (n ¼ 8) who transitioned to psychosis. This suggests that progressive changes occur at
disease onset, which has been reported before for gray matter (Andreasen et al., 2011; Borgwardt et al., 2007; Gur, Cowell,
et al., 2000; Gur, Turetsky, et al., 2000; Smeiskova et al., 2010). Again, however, the available data are meager and
preliminary.

fMRI has been applied to individuals at risk for psychosis, commonly in small samples with neurobehavioral probes
that have shown differences between patients with schizophrenia and control subjects. Neurobehavioral domains
examined include working memory, using the n-back paradigm. Overall, psychosis risk groups show decreased acti-
vation in the BOLD response in dorsolateral and medial prefrontal regions (Fusar-Poli, McGuire, et al., 2012). The
pattern of activity is similar to that seen early in the course of schizophrenia, but less pronounced abnormalities are
observed. To evaluate activation changes with disease progression, longitudinal designs are necessary. Such designs
have been applied in several fMRI studies (Smieskova et al., 2010). This small literature suggests that individuals who
transition to psychosis differ from those who do not, with the latter group showing normalization. Thus, the application
of fMRI holds promise as a tool that may facilitate elucidating the brain circuitry dysfunction underlying the psychotic
process.

Several neurotransmitters that have been related to the pathophysiology of schizophrenia have been examined in those
at risk for psychosis. Dopamine dysregulation has been linked to psychosis (Bonoldi & Howes, 2013), and positron
emission tomography studies have shown increased dopamine striatal activity in schizophrenia (Fusar-Poli &
Meyer-Lindenberg, 2013; Howes et al., 2009). Striatal 6-fluoro-L-dopa F18-dopa was also elevated in individuals who
were at risk for psychosis and was related to symptom severity (Tibbo, Valiakalayil, & Allen, 2004).

Glutamatergic abnormalities have been implicated in the pathophysiology of schizophrenia, and some studies have
examined the parameters of glutamate function in individuals at genetic risk for psychosis using magnetic resonance
spectroscopy (MRS). An increased glutamine/glutamate ratio in medial frontal cortex was reported in adolescents at ge-
netic risk (Tibbo et al., 2004). In a study integrating fMRI and MRS, 24 individuals at risk for psychosis were compared
with 17 healthy control subjects (Fusar-Poli, Howes, et al., 2011). BOLD response to a verbal fluency task showed that the
psychosis risk group had greater bilateral activation than did control subjects in midfrontal gyrus. Glutamate levels in the
thalamus were lower in individuals at risk for psychosis. Furthermore, the pattern of correlations with activation suggests
that prefrontal, hippocampal, and temporal lobe functioning is related to thalamic glutamate levels and differentiates those
at risk from control subjects.

NEURODEVELOPMENTAL PERSPECTIVE

Converging lines of evidence indicate that schizophrenia spectrum disorders are neurodevelopmental, most likely a result
of combined genetic vulnerability and environmental insult that may occur prenatally, perinatally, or during early
development. Regardless of the timing of the insult, the symptoms commonly evolve during adolescence and therefore
brain behavior measures need to be acquired at that time. A difficulty that arises in interpreting such endophenotypes is that
normative values are highly age-dependent in youth. When studying an adult population, neurocognitive performance and
neuroimaging parameters are stable until the onset of senescence. However, neurocognitive performance shows substantial
improvement in both accuracy and speed between childhood and early adulthood. During the same developmental epoch,
some brain parameters show a linear decline with increased age and other show an increase. For example, the volume of
gray matter decreases whereas white matter volume and fractional anisotropy show age-related increases, presumably
reflecting pruning and myelination. Furthermore, there are sex differences in neurocognitive performance and regional
brain parameters, as well as sex differences in the predicted trajectories of age-related changes during this period. To link
brain behavior parameters to genomic data, it is necessary to take these effects into account both conceptually and
statistically.

These effects can be illustrated in our efforts to examine neurocognitive and neuroimaging parameters related to
psychosis risk in a large-scale prospective community-based sample of youths. The Philadelphia Neurodevelopmental
Cohort (PNC) was designed to address the gap in brain behavior data available on genotyped youths aged 8e21 years.
Clinical phenotyping and a computerized neurocognitive battery (CNB) (Gur et al., 2010) were administered to about 9500
participants and multimodal neuroimaging was performed on a subsample of about 1600 individuals (Gur et al., 2012;
Satterthwaite et al., 2014).
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It became evident from examining the data that nearly all measures showed sex and age-related differences. Among
about 5000 medically healthy youths, 3.7% reported threshold psychotic symptoms (delusions or hallucinations). An
additional 12.3% reported significant subpsychotic positive symptoms. Odd or unusual thoughts and auditory mis-
perceptions, followed by reality confusion, were the most discriminating and widely endorsed attenuated symptoms. A
minority of youths (2.3%) endorsed subclinical negative or disorganized symptoms in the absence of positive symptoms.
Male gender, younger age, and non-Caucasian ethnicity were significant predictors of psychosis spectrum status. Youths
with spectrum symptoms had reduced performance accuracy on the CNB across neurocognitive domains, reduced global
functioning, and increased odds of depression, anxiety, behavioral disorders, substance use, and suicidal ideation (Calkins
et al., 2014). Thus, a dimensional clinical phenotype will need to be interpreted relative to age and sex in such devel-
opmental cohorts.

The neurocognitive measures likewise showed marked sex differences and age effects in this sample (Gur et al., 2012).
Males and females differed in the accuracy and speed of performance of different neurocognitive domains (Fig. 28.2). For
example, males outperformed females on both accuracy and speed of spatial processing and in motor speed, whereas
females were more accurate and faster in word and face memory and all social cognition tests.

FIGURE 28.2 Means (� standard error of the mean (SEM)) of age-adjusted z-scores for accuracy (A) and speed (B) in females (filled bars) and males
(open bars) across the entire sample (n ¼ 9010) on executive control, episodic memory, complex cognition, social cognition, and sensorimotor speed.
Sample sizes vary by task: females (4437e4679); males (4146e4322). ABF, abstraction and mental flexibility; ATT, attention; WM, working memory;
VMEM, verbal; FMEM, facial; SMEM, spatial; LAN, language reasoning; NVR, nonverbal (matrix) reasoning; SPA, spatial ability; EMI, emotion iden-
tification; EMD, emotion differentiation; AGD, age differentiation; SM, sensorimotor speed; MOT, simple motor speed. From Roalf, D. R., Gur, R. E.,
Ruparel, K., Calkins, M. E., Satterthwaite, T. D., Bilker, W. B., . Gur, R. C. (2014). Within-individual variability in neurocognitive performance: age-
and sex-related differences in children and youths from ages 8 to 21. Neuropsychology, 28(4), 506e518.
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The sex differences were prominent not only in the profile of scores but also in the trajectory of age-related differences,
with females reaching plateau earlier than males (Fig. 28.3). Another measure that showed robust sex differences and
age-related effects was the variability of neurocognitive performance (Roalf et al., 2014). Developmental investigators
have long observed the uneven characteristics of maturation: some abilities showed precocious evolution in specific in-
dividuals although eventually abilities even out. This feature of cognitive development can be operationalized in the CNB
data by examining the within-individual variability (WIV) in performance, as reflected in the standard deviation of an
individual’s z-scores on the neurocognitive domains. As expected, WIV showed a steep age-associated decline in both
accuracy and speed between ages 8 and 14, which indicates that older cohorts had more even within-individual perfor-
mance across domains. Unexpectedly, subsequent to that age, older cohorts showed an increase within individual vari-
ability, which is reflected more strongly in speed than in accuracy (Fig. 28.4). Also of note, across all age cohorts and for
both accuracy and speed, males had higher WIV than did females. This finding indicates that males are cognitive spe-
cialists whereas females, on average, are cognitive generalists.

These age effects and sex differences need to be kept in mind when examining neurocognitive deficits in clinical risk
samples. When age effects and sex differences were statistically controlled, the sample of participants who reported
psychotic symptoms showed neurocognitive deficits in performance accuracy across domains, which implicate fronto-
temporal dysfunction (Fig. 28.5). Whether the at-risk group also has significantly higher WIV, needs to be determined.
Increased WIV in cognitive performance has been reported in schizophrenia (Roalf et al., 2013) and in developmental
transitions as well as in association with brain insult.

The importance of considering age in this developmental epoch has been recognized since the inception of psycho-
metric testing, and IQ tests have long permitted conversion of normative scores to “mental age.” Such conversion permits
analysis across measurement domains and would offer a convenient parameter for gauging developmental precocity or
delay. The PNC sample size permitted robust calculation of “neurocognitive age” based on regressing performance on
chronological age (Gur et al., 2014). This procedure generated growth charts showing normative development of general
performance and for specific domains such as executive functions, memory, complex cognition, social cognition, and
sensorimotor speed. Notably, these growth charts demonstrated the normative sex difference in development of general and
specific neurocognitive domains (Fig. 28.6).

FIGURE 28.3 Means (� SEM) global neurocognitive score (GNP) for accuracy (A) and speed (B) in females (filled bars) and males (open bars) across
the entire sample (n ¼ 9010). As expected, GNP accuracy and speed improved with age. Overall, females had higher GNP for accuracy and speed scores
than did males. Females reached mature performance earlier; however, young adult males outperformed females in accuracy but not speed. Asterisks
denote age-specific sex differences. From Roalf, D. R., Gur, R. E., Ruparel, K., Calkins, M. E., Satterthwaite, T. D., Bilker, W. B., . Gur, R. C. (2014).
Within-individual variability in neurocognitive performance: age- and sex-related differences in children and youths from ages 8 to 21. Neuropsychology,
28(4), 506e518.
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FIGURE 28.4 Means (� SEM) for across-test WIV for accuracy (A) and speed (B) in females (filled bars) and males (open bars) across the entire
sample (n ¼ 9010). As expected, males had higher accuracy and speed WIV compared with females. In general, accuracy WIV decreases with age and
younger males (aged 8 years) show the highest variability. For speed WIV, early-adolescent females (aged 11e12 years) are more variable (speed) than
males; however, this pattern reverses by age 15 years. WIV is dramatically higher in late-adolescent/early adult males compared with females. Higher
values represent higher variability. Asterisks denote age-specific sex differences. Scale begins at 0.7. From Roalf, D. R., Gur, R. E., Ruparel, K., Calkins,
M. E., Satterthwaite, T. D., Bilker, W. B., . Gur, R. C. (2014). Within-individual variability in neurocognitive performance: age- and sex-related
differences in children and youths from ages 8 to 21. Neuropsychology, 28(4), 506e518.
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FIGURE 28.5 CNB profiles of youth diagnosed as being on the psychosis spectrum and those who are not on the spectrum and are physically healthy.
ABF, abstraction/mental flexibility; ATT, attention; WM, working memory; VME, verbal memory; FME, face memory; SME, spatial memory; LAN,
language; NVR, nonverbal reasoning; SPA, spatial processing; EMI, emotion identification; EMD, emotion differentiation; AGD, age differentiation;MOT,
motor; SM, sensorimotor. From Calkins, M. E., Moore, T. M., Merikangas, K. R., Burstein, M., Satterthwaite, T. D., Bilker, W. B., . Gur, R.E. (2014).
The psychosis spectrum in a young U.S. community sample: findings from the Philadelphia Neurodevelopmental Cohort. World Psychiatry, 13(3),
296e305.
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Considering these growth charts can help identify at-risk individuals potentially at an early age. Thus, when comparing
predicted age relative to chronological age in PNC participants who endorsed psychotic symptoms and typically devel-
oping participants, the former showed a developmental lag already in the age 8 to 9 cohort. This group lagged behind
across the age cohorts, with the differences widening in the oldest age groups. Furthermore, the delay was more pro-
nounced for executive and social cognition domains and least pronounced for sensorimotor speed, a pattern similar to that
observed in help-seeking clinical risk samples. Importantly, the lag was wider across the age cohorts for the group of
participants reporting more severe and distressing psychotic symptoms compared with that reporting milder subthreshold
symptomatology (Fig. 28.7).

LINKS TO GENOMICS: CHALLENGES AND FUTURE DIRECTIONS

The genomic architecture of schizophrenia has been investigated in large samples that have relied on the clinical
phenotype, with more recent efforts including endophenotypes. As detailed in other chapters, it has become increasingly
clear that this heritable, heterogeneous disorder does not have shared genetic contributions of relatively few genes. Thus, in
samples of over 20,000 cases and controls per group, Ripke et al. (2013) reported on 13 risk alleles estimating that about
6000 to 10,000 independent and largely common single-nucleotide polymorphisms (SNPs) contribute to the heritability
and etiology of schizophrenia. Further efforts by the Schizophrenia Working Group of the Psychiatric Genomics Con-
sortium identified 108 loci with small effects associated with the disorder (Fromer et al., 2014) and 128 established and

FIGURE 28.6 Chronological age compared with predicted neurocognitive age for female and male participants on the psychosis spectrum and typically
developing participants. (A) All domains, (B) executive, (C) memory, (D) complex cognition, (E) social cognition, and (F) sensorimotor. From Gur, R. C.,
Calkins, M. E., Satterthwaite, T. D., Ruparel, K., Bilker, W. B., Moore, T. M.,. Gur, R. E. (2014). Neurocognitive growth charting in psychosis spectrum
youths. JAMA Psychiatry, 71(4), 366e374.
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novel loci have been identified (Schizophrenia Working Group of the Psychiatric Genomics Consortium, 2014). Increased
sample size has added power to detect genes with small effect sizes. Notably, common variants between schizophrenia,
bipolar disorder, autism spectrum disorders, and intellectual disability were observed. Especially early in the course of the
emergence of psychosis, as highlighted earlier, the presenting clinical features may be less distinct and suggest several
possible pathways. Longitudinal efforts are necessary to obtain data on developmental trajectories of dimensional endo-
phenotypic parameters.

Efforts to link genomics to neurocognitive parameters will require a better understanding of the genetic architecture of
cognitive abilities. We need to know the magnitude of common genetic effects across and within these abilities as well as
the patterns of shared and unique genetic influences. Robinson et al. (2014) examined the PNC using genome-wide
complex trait analysis to estimate the SNP-based heritability of each neurocognitive domain as well as the genetic cor-
relation between all domains showing a significant genetic influence. Several of the individual domains indicated a strong
influence of common genetic variance. The genetic correlations highlighted neurocognitive domains that are candidates for
joint interrogation in future genetic studies. For example, complex reasoning, language and spatial, showed r(g) > 0.7.
These results can be used to structure future genomic investigation of complex traits.

As efforts at early identification with convergence of endophenotypic measures are under way, larger samples of in-
dividuals at clinical risk become available for genomic studies. Applying tools established in the large-scale schizophrenia
consortium, such as the polygenic risk score (Purcell et al., 2014), to these samples will extend the approach to the full

FIGURE 28.7 Chronological age compared with predicted neurocognitive age in years for typically developing (TD), psychosis spectrum (PS), and
psychosis limited (PL) groups. Growth charts are provided for predicted age based on all scores (all domains) (A) and based on tests grouped by each of
the five domains, including executive (B), memory (C), complex cognition (D), social cognition (E), and sensorimotor (F). From Gur, R. C., Calkins, M.
E., Satterthwaite, T. D., Ruparel, K., Bilker, W. B., Moore, T. M., . Gur, R. E. (2014). Neurocognitive growth charting in psychosis spectrum youths.
JAMA Psychiatry, 71(4), 366e374.
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spectrum of psychosis. As clinical risk samples are collecting endophenotypic measures, the use of neurocognitive,
neuroimaging, and neurophysiologic parameters can be examined in efforts to create gene networks explicating the un-
derlying neurobiology of schizophrenia. Many genes implicated (for example, GRM3, GRIN2A, SRR, and GRIA1) are
involved in glutamatergic neurotransmission and synaptic plasticity, which corroborates a growing literature on underlying
aberrations in schizophrenia. Both genome-wide association investigations of common variants and rare genetic variation
studies converge in providing a mechanistic understanding of the etiology of schizophrenia (Fromer et al., 2014; Gulsuner
et al., 2013; Owen, Craddock, & O’Donovan, 2010).

The extension of genomic research to earlier phases of the psychotic process also can contribute to investigations of
geneeenvironment interactions. Multiple environmental risk factors contribute to schizophrenia (Iyegbe, Desmond
Campbell, Butler, Ajnakina, & Sham, 2014; van Os, Linscott, Myin-Germeys, Delespaul, & Krabbendam, 2009; Walker
et al., 2013). The study of large samples of youths, in informative and integrated epidemiological, genomic, and
endophenotypic paradigms, can advance the field and elucidate the pathophysiology of the disorder. Such advances will
facilitate the development of interventions that can affect the developmental trajectory of individuals as psychosis
emerges.
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INTRODUCTION

Similar to other psychiatric conditions, the diagnosis of autism spectrum disorder (ASD) is behavioral and carries all of the
limitations associated with the absence of highly reliable biomarkers. Despite this, there has been a sea change in the
genetics and genomics of ASD over the past decade. The field has transitioned from a preoccupation with identifying even
a single definitive risk gene to accumulating dozens of reliable loci and genes, thus elaborating the genomic architecture of
ASD, and moving forward in the process of characterizing the underlying biology and pathophysiology. Although there are
considerable obstacles ahead (including tremendous genetic heterogeneity, the biological pleiotropy of risk genes, a wide
range of diagnostic outcomes emerging from seemingly identical mutations, and the obvious challenges of understanding
the developing human brain) the future of ASD genomic and neurobiological research has never been brighter. Gene
discovery has provided and continues to provide a solid foundation for functional studies that reveal a surprising degree of
convergence with regard to vulnerable molecular mechanisms, anatomical regions, and developmental epochs, and making
plausible the development of novel and more effective treatments.

Phenomenology

Children displaying symptoms consistent with a modern-day conception of autism were initially described independently
by Leo Kanner and Hans Asperger in 1943 and 1944, respectively (Kanner, 1943; Wing, 1981). These descriptions of
largely male cohorts who manifested social difficulties, odd and restricted interests with inflexibility of thought, and poorly
developed executive function and motor skills are remarkably consistent with the current conceptualizations of ASD.
Moreover, Kanner noted the congenital absence of social interest during infancy, suggesting a disorder with origins early in
development; Asperger and later Wing presaged the contemporary notions of familial transmission as well as the concept
of the broader autism phenotype (Constantino, 2011; Pickles et al., 2000; Piven, Palmer, Jacobi, Childress, & Arndt, 1997)
by describing similarly odd but less severe behavioral traits in the parents of affected individuals.

ASD is a syndrome encompassing an unknown number of etiologically diverse developmental conditions and defined
by distinctive abnormalities of the central nervous system. Cardinal signs and symptoms include reduced social
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communication, recognizable in early childhood, characterized by atypical, delayed, or absent social communication with
unusually restricted interests and repetitive behaviors (Diagnostic and Statistical Manual of Mental Disorders, 2013). Early
signs of atypical development suggestive of ASD include, but are not limited to, decreased eye contact, absent social
smiling (Zwaigenbaum et al., 2005), reduced interest in faces, and reduced response to one’s name (Dawson et al., 2002;
Johnson et al., 2005; Osterling & Dawson, 1994; Osterling, Dawson, & Munson, 2002). As children with ASD progress
through infancy and toddlerhood, they may have impaired imitative behaviors and delayed verbal communication (with no
compensatory increase in nonverbal communication such as gestures), and engage in less pretend play (Ozonoff et al.,
2010; Wan et al., 2013). More mildly affected children may not be diagnosed until school age, at which time impairments
in pragmatic speech, decreased number and quality of peer relationships, decreased social and emotional reciprocity, and
deficits in adaptive functioning, compared with peers, are the most typical presenting problems (Volkmar et al., 2014).

The earliest versions of the Diagnostic and Statistic Manual of Mental Disorders (DSM) did not distinguish autism
from childhood-onset psychoses (Rapoport, Chavez, Greenstein, Addington, & Gogtay, 2009). It was not until DSM-III in
1980 that the contemporary diagnostic framework began to differentiate childhood-onset schizophrenia from ASD, almost
a half century after the initial clinical descriptions were first published. At that time, diagnostic criteria specified that there
must be impairment of social development, insistence on sameness, and onset before 30 months (Spitzer & Statistics,
1987). Subsequent revisions grouped classical or infantile autism, Asperger disorder, childhood disintegrative disorder,
Rett syndrome, and pervasive developmental disorder not otherwise specified (PDD-NOS) under the heading of pervasive
developmental disorders (PDD) (Association, 2000). In 2013, the American Psychiatric Association published DSM-5
(Diagnostic and Statistical Manual of Mental Disorders, 2013), and the diagnoses of classical autism, Asperger disor-
der, childhood disintegrative disorder, and PDD-NOS were subsumed under a single diagnosis of ASD. Rett syndrome, a
monogenic syndrome caused by mutations in the gene Methyl CpG Binding Protein 2, which can present with symptoms
of autism, was not maintained as a separate category but may be added as a clinical specifier based on known genetic
etiology. Support for the change in diagnostic criteria increased after evidence that the individual PDD diagnoses shared
core symptoms at presentation, were subject to interrater variability, and were unreliable predictors of future diagnosis
(Lord & Jones, 2012).

In the DSM-5, ASD is defined by the current or prior history of disturbances in two domains: (1) social-communication
ability and (2) repetitive behaviors and restricted interests. Under the current diagnostic scheme, individuals must meet all
three criteria of the Social Communication domain, such that the individual has difficulty with social-emotional reciprocity,
nonverbal communication, and starting, maintaining, or understanding relationships (Diagnostic and Statistical Manual of
Mental Disorders, 2013). Whereas the DSM-IV-TR included language delay as a criterion of classical autism, this was
reconceptualized in the DSM-5 to reflect the view that social communication deficits did not require a delay of language.

The second diagnostic domain reflects a combination of symptoms, including motor (repetitive behaviors), behavioral
inflexibility, insistence on sameness, and sensory sensitivity (either increased or decreased). A decrease in mental flexi-
bility is evident in resistance to change and difficulties in disengaging focused attention, and has been conceptualized as a
reduced ability to attend to the environment in flexible ways, such that focus may be restricted to one object of interest to
the exclusion of much or all else (Mottron, Dawson, Soulières, Hubert, & Burack, 2006). A significant proportion of
individuals with ASD exhibit hyper- or hyposensitivities to visual, tactile, auditory, or gustatory stimuli (Marco, Hinkley,
Hill, & Nagarajan, 2011), which can lead to abnormalities of multisensory integration (Lane, Molloy, & Bishop, 2014).
Hypersensitivity to visual or auditory stimuli may lead to avoidance of harsh light or sounds, whereas understimulation of
vestibular systems may manifest in self-stimulatory stereotyped behaviors such as spinning and rocking (Martínez-Sanchis,
2014).

In DSM-5, clinical specifiers are intended to add dimensionality to the ASD diagnosis. The severity of functional
impairment may be noted in each domain, whereas associated features (such as intellectual disability [ID], language
impairment, or known genetic etiology) may be added to permit the tailoring of specific criteria to the individual
(Grzadzinski, Huerta, & Lord, 2013). Although challenges remain in routinely distinguishing frank regression from
developmental plateaus, current evidence suggests that approximately one-third or fewer cases of “typical autism” have a
loss of previously acquired verbal or adaptive skills (Goldberg et al., 2003). In addition, a separate category of social
communication disorder (SCD) was included in DSM-5 to capture those individuals with functionally impairing pragmatic
social communication skills but without a significant history of repetitive behaviors, restricted interests, or sensory
sensitivities.

As with all common psychiatric disorders, diagnosis relies on a combination of clinical observation and patient and/or
caregiver reports. Reference standard diagnostic tests for ASD at present include the Autism Diagnostic Observation
Schedule (ADOS) (Lord et al., 1989), in which the patient is assessed for the ability to perform various standardized social
and communication tasks, and the Autism Diagnostic IntervieweRevised (Lord, Rutter, & Le Couteur, 1994), a structured
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interview designed for caregiver(s). The Social Responsiveness Scale (SRS) (Constantino & Todd, 2005)) and the Social
Communication Questionnaire (Berument, Rutter, Lord, Pickles, & Bailey, 1999) are increasingly part of a standard
diagnostic assessment. The SRS is a questionnaire that provides a quantitative measure of aspects of social behavior and
may be useful, in particular, to assess social deficits in affected individuals as well as more subtle impairments in cate-
gorically unaffected relatives. The Vineland Adaptive Behavior Scale (Sparrow, Balla, & Cicchetti, 2005; Sparrow &
Cicchetti, 1985) is a standard measure of the individual’s daily life skills, which has importance both for diagnosis as well
as treatment planning. Cognitive (IQ) testing, along with adaptive functioning are essential components of a thorough
diagnostic assessment. Testing to assess speech and language, executive functioning, and impulsivity are similarly
important aspects of a comprehensive evaluation.

Associated Psychiatric and Medical Features

In addition to these core diagnostic features, a range of additional psychiatric and medical findings often accompany an
ASD diagnosis. Physical stigmata may include syndactyly, skin findings such as hypomelanic patches, subcutaneous
nodules, and neurofibromas and other characteristic features suggesting a specific genetic syndrome. An abnormal increase
in head circumference (HC) has been postulated by some to be a general characteristic of autism (Amaral, Schumann, &
Nordahl, 2008). However, analyses that control well for parental head circumference have not supported this generalization
(Chaste et al., 2013; Raznahan et al., 2013). At the same time, there are many examples of both micro- and macrocephaly
in otherwise “idiopathic” patients with ASD, as well as autism-associated genetic syndromes with pathognomonic HC
findings. Therefore a careful assessment of HC should be part of the assessment of affected children, with outliers
potentially indicating specific genetic causes (van Bon et al., 2015; Sanders et al., 2015; Varga, Pastore, Prior, Herman, &
McBride, 2009).

Studies have shown that individuals with autism may have as much as a 30-fold increase in risk for seizures (Robinson,
2012; Tuchman & Rapin, 2002) above the general population prevalence of approximately 1% (Jokiranta et al., 2014;
Kurtz, Tookey, & Ross, 1998). Notably these estimates likely include monogenic ASD syndromes with a higher risk of
seizures (such as Rett syndrome) (Bolton et al., 2011). Girls and individuals with lower IQ are more likely to develop
epilepsy (Amiet et al., 2008). Researchers have reported a bimodal age of onset, such that a significant subset of children
are affected before 5 years of age, whereas others have the first seizure in their teens (Nomura, Nagao, Kimura, Hachimori,
& Segawa, 2010). Seizures may be generalized tonic-clonic seizures or complex partial seizures that can be difficult to
distinguish from nonepileptiform repetitive behaviors of ASD.

“Neurological” symptoms apart from epilepsy include motor abnormalities, such as lack of coordination, hypotonia,
and motor delay. These are common, with estimates of up to about 80% of patients (Lai, Lombardo, & Baron-Cohen,
2014; Shetreat-Klein, Shinnar, & Rapin, 2014). Sleep disruption/abnormal sleep architecture are also extremely common.
Initial insomnia is reported by parents of 53e78% of children with autism, and may cause significant family distress owing
to the need to monitor continually for the individual’s safety (Malow et al., 2012). Poor sleep correlates with worse
behavioral impairments during the day and may therefore aggravate preexisting behavioral and psychiatric comorbidities
(Goldman et al., 2009; Kotagal & Broomall, 2012). Gastrointestinal difficulties are also extremely common problems
ranging from constipation to esophageal reflux and persistent diarrhea (McElhanon, McCracken, Karpen, & Sharp, 2014).

Psychiatric Comorbidities

Psychiatric and behavioral difficulties are highly prevalent in individuals with autism. Elevated rates of lifetime psychiatric
comorbidities have been reported in adults and children with ASD, with rates greater than 70% in population-derived
samples (Salazar et al., 2015; Simonoff et al., 2008) and even higher rates in clinically referred samples (Gillberg,
Helles, Billstedt, & Gillberg, 2015; Hofvander et al., 2009; Joshi et al., 2013; Lugnegård, Hallerbäck, & Gillberg, 2011).
Although the previous DSM-IV-TR criteria did not allow for comorbid diagnoses such as anxiety or attention-deficit
hyperactivity disorder (ADHD), current DSM-5 criteria no longer specify that a diagnosis of ASD exclude other psy-
chiatric comorbidities (Association, 2013).

Common comorbid conditions apparent early in development include tic disorders (present in 11e50% of individuals
with ASD) and ADHD, present in approximately one-quarter to three-quarters of individuals with ASD (Developmental
Disabilities Monitoring Network Surveillance Year 2010 Principal InvestigatorsCenters for Disease Control and Pre-
vention (CDC), 2014; Lai et al., 2014). Symptoms and presentation of ADHD were found to be similar in those with or
without ASD, but fewer individuals with ASD were receiving pharmacologic management for ADHD than were children
with ADHD alone (Joshi, Faraone, Wozniak, Tarko, et al., 2014). Symptoms of poor attention and impulsivity in
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individuals with autism respond to stimulant medications, but these medications may be less effective in individuals with
ASD and cause more intolerable side effects such as irritability and difficulty with sleep (Mahajan et al., 2012).

Obsessive compulsive disorder (OCD) is diagnosed in up to one-quarter of clinically referred patients (Gillberg et al.,
2015; Hofvander et al., 2009; Joshi, Faraone, Wozniak, Petty, et al., 2014; Joshi et al., 2013) but requires that clinicians
differentiate autism-related motor stereotypies from the repetitive behaviors and compulsions characteristic of OCD.

Rates of schizophrenia are not markedly elevated in the ASD population, but psychotic spectrum disorders have been
identified in up to 20% of affected individuals (Billstedt, Gillberg, Gillberg, & Gillberg, 2005; Bakken et al., 2010;
Gillberg et al., 2015; Hofvander et al., 2009; Joshi, Faraone, Wozniak, Tarko, et al., 2014; Joshi et al., 2010; Joshi et al.,
2013; Lugnegård et al., 2011; Stahlberg, Soderstrom, Rastam, & Gillberg, 2004). Fewer studies have examined individuals
with psychotic spectrum disorders for comorbid ASD, and a wide range of rates has been reported, from at least 3.6% of a
large sample drawn from an early intervention psychosis clinic (based on case review and subject interview) (Davidson,
Greenwood, Stansfield, & Wright, 2014), to 40.6% of a sample of individuals with diagnosed schizophrenia spectrum and
bipolar disorders (based on parent interview and case records) (Unenge Hallerbäck, Lugnegård, & Gillberg, 2012).

A caseecontrol study of over 9000 individuals diagnosed with ASD without ID before age 16 age-matched with over
90,000 control individuals demonstrated an increased odds ratio (OR) for the development of nonaffective psychosis (OR,
5.6; 95% confidence interval [CI], 3.3e8.5) and bipolar disorder (OR, 5.8; 95% CI, 3.9e8.7) compared with their un-
affected full siblings (OR, 1.8; 95% CI, 1.1e2.7, and OR, 1.7; 95% CI, 1.1e2.6, respectively) (Selten, Lundberg, Rai, &
Magnusson, 2015). In addition, parents of individuals with autism showed rates of bipolar and psychotic disorders higher
than those of parents of the control population, which suggest a possible heritable factor contributing to the risk for bipolar
and psychotic spectrum disorders.

Electronic medical record data mining is being used in much larger patient samples than are commonly enrolled in
clinical trials (Kohane et al., 2012) to evaluate comorbidities and clinical outcomes. Research has confirmed the previously
mentioned association of ASD with seizures and sleep disorders, and has highlighted comorbidities such as type I diabetes
mellitus (2.08% after age 18 years) and inflammatory bowel disease (1.99% after age 18 years). The ability to track in-
dividuals longitudinally through the lifespan has enabled the subclassification of individuals into distinct groups: those
with elevated rates of seizures, those with a tendency for immunologic comorbidities, and those with increased rates of
neurobehavioral comorbidities such as ADHD or anxiety (Kohane, 2015). These results point to the possibility that either
genetic or phenotypic variables in very large patient cohorts may eventually be used as classifiers to predict prognosis or
response to specific treatments.

Prevalence

Prevalence estimates of 8-year-olds with ASD in the United States have reached 1 in 68 in Centers for Disease Control and
Prevention surveys (MMWR Surveill Summ, 2002), with rates approaching 1% noted in adult population screens (Brugha
et al., 2011). This constitutes a marked increase over the past several decades, almost certainly owing to multiple factors
including improved ascertainment, changes in diagnostic criteria, diagnostic substitution, greater public awareness, the
increasing identification of autism as a special education classification, and the interplay of genetic and environmental
factors that may increase true incidence (as discussed subsequently) (Fombonne, 2009; Iossifov et al., 2012; King &
Bearman, 2009; Neale et al., 2012; O’Roak, Vives, Girirajan, et al., 2012; Sanders et al., 2012).

Importantly, these prevalence figures clearly overestimate the rate of increase in the population over the past 40 years
(owing, as noted, to some combination of markedly different diagnostic criteria, diagnostic substitution, increased
awareness, and variable access to services that favor ASD diagnoses). At the same time, they likely underestimate the true
prevalence of individuals meeting contemporary diagnostic criteria across the entire autism spectrum, at least in part
because of incomplete ascertainment. For example, Kim et al. conducted a rigorous epidemiological study in South Korea
that evaluated more than 50,000 children aged 7e12 years, first with an initial screening questionnaire and then using
direct patient assessment and reference standard diagnostic tools. The initial survey using DSM-IV-TR criteria found
prevalence rates of 2.64% in the total population sample. Interestingly, the rates of children previously ascertained as
having social difficulties were similar to previously documented rates. However, most individuals ascertained in the study
were in fact undiagnosed at the time of screening (Kim et al., 2011), which suggests that careful population-based
ascertainment will lead to uniformly higher rates.

Moreover, with regard to the changing diagnostic criteria in DSM-5, the authors reevaluated the same population
based on the revised diagnostic criteria for ASD and SCD, and although most (2.2% of 2.6%) retained the diagnosis of
ASD, individuals who would have previously qualified for a diagnosis of PDD-NOS under DSM IV criteria were less
likely to retain the ASD diagnosis (71% of those with a PDD-NOS diagnosis compared with 98% of individuals with
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autistic disorder and 92% with Asperger disorder). Of those who did not meet criteria for ASD under DSM-5 criteria, 76%
met criteria for SCD and the remainder showed evidence of other developmental psychopathologies such as
attention-deficit disorder or anxiety (Kim et al., 2014).

Importantly, ASD is found worldwide, with only negligible differences in documented prevalence when similar
ascertainment approaches and diagnostic criteria are used (Baxter et al., 2014). Families with higher socioeconomic status
have been found to be more likely to seek an evaluation for children exhibiting delayed development, and therefore may
show higher prevalence rates (Rai et al., 2012; Sun, Allison, Auyeung, Baron-Cohen, & Brayne, 2014). Similarly, in the
United States there are marked differences in the age of ascertainment of ASD that correspond to ethnicity, with under-
represented minorities typically coming to attention years later. This is likely the result of a combination of cultural and
socioeconomic factors and limited access to care (Developmental Disabilities Monitoring Network Surveillance Year 2010
Principal InvestigatorsCenters for Disease Control and Prevention (CDC), 2014).

Irrespective of the somewhat variable estimates of prevalence rates among studies, ASD is consistently found more
often in males than in females. This overrepresentation is generally apparent among individuals with higher IQ and
remains, but is less pronounced, in lower-IQ cohorts (Lai et al., 2014). There are important factors to consider when
interpreting these data: for example, higher-functioning females may be diagnosed at later ages (Giarelli et al., 2010),
they may have fewer externalizing symptoms (such as verbal or physical aggression), and they may present with
relatively intact social communication skills compared with community-matched boys (Hiller, Young, & Weber, 2014).
A bias toward male ascertainment is likely exacerbated by the fact that screening tools have been validated predomi-
nantly in male cohorts. Nonetheless, the totality of population-based as well as clinical studies continues to support the
notion of a bona fide male predominance, a finding supported in part by molecular discoveries, as described in the
ensuing section.

GENETICS AND GENOMICS

The past several years have witnessed dramatic progress in elucidating the allelic architecture of ASD and clarifying
specific genes and genomic loci carrying substantial risks. This progress has been the result of a combination of rapidly
advancing genomic technologies; a particularly productive effort at gene discovery leveraging rare and de novo mutations;
the consolidation of large patient and family cohorts of sufficient size to power systematic discovery efforts; highly
productive partnerships among governmental agencies, advocacy groups, and philanthropy to support research; and an
early and sustained commitment to data sharing within the ASD genomics community.

These factors have yielded, and are continuing to yield, a harvest of specific risk genes that offer important clues to the
molecular, cellular, and circuit-level pathophysiology of ASD. At the same time, studies have highlighted an extraordinary
degree of genetic heterogeneity and biological complexity underlying ASD and a range of related neurodevelopmental
syndromes, prompting at least a partial reconceptualization of the challenges for translational neuroscience. The ensuing
sections address what is currently known regarding the genetics and genomics of ASD, focusing particularly on more
recent findings, and present an assessment of evolving approaches that aim to move the field from gene discovery to an
actionable understanding of pathophysiological mechanisms, including pathways and circuits.

Genes and Environment in Autism Spectrum Disorder

Twin studies have uniformly supported the contention that autism is heritable (Folstein & Rutter, 1977; Lichtenstein,
Carlström, Råstam, Gillberg, & Anckarsäter, 2010; Ritvo, Freeman, Mason-Brothers, Mo, & Ritvo, 1985; Rosenberg et al.,
2009). Not surprisingly, there has been variability in estimates of heritability reflecting differences in ascertainment
strategies, diagnostic formulations, and sample sizes. Monozygotic concordance rates have ranged from a low of slightly
less than 40% to greater than 90% and dizygotic rates have ranged from 0% to 30% (Bailey et al., 1995; Bernier, Gerdts,
Munson, Dawson, & Estes, 2012; Colvert et al., 2015; Hallmayer et al., 2011; Ritvo et al., 1985; Rosenberg et al., 2009;
Sandin et al., 2014). Importantly, most of these studies indicate that genes contribute a greater proportion of the overall
population risk for ASD than environmental factors and all agree that both genes and environment have a contributory role
in etiology.

Family studies also support a strong genetic contribution, with recurrence risks of up to 26% in contemporary studies of
siblings of individuals affected with autism (Bolton et al., 1994; Constantino et al., 2013; Jorde et al., 1991; Ozonoff et al.,
2010; Ritvo et al., 1989; Rogers, 2009; Sandin et al., 2014; Zhao et al., 2007). These studies have also generally found that
female siblings of individuals with autism are less likely to carry an ASD diagnosis than male siblings or twins (Ozonoff
et al., 2011; Rosenberg et al., 2009; Werling & Geschwind, 2015). The findings may be partly explained by the diagnostic
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confounds noted earlier but also suggest that females require greater overall genetic risks to manifest ASD symptoms, a
result that has garnered additional empirical support from molecular genetic studies (De Rubeis et al., 2014; Dong et al.,
2014; Iossifov et al., 2014, 2012; Levy et al., 2011; Neale et al., 2012; O’Roak, Vives, Girirajan, et al., 2012; Sanders et al.,
2011, 2015, 2012).

Although this chapter focuses on genetic risks and their implications for understanding molecular, cellular, and circuit
mechanisms, in the long run, studies of environmental factors have the potential not only to illuminate risks but also to
highlight particularly tractable opportunities for prevention. For instance, whereas exposure to thalidomide, valproic acid,
or rubella infection accounted for only a tiny fraction of ASD risk, elimination of these agents in pregnant women and
vaccination have proven to be effective prevention strategies (Ornoy, Weinstein-Fudim, & Ergaz, 2015). Similarly, a study
demonstrated that well-accepted interventions such as supplementation with folate during pregnancy may significantly
reduce the risk for ASD (Surén et al., 2013).

A caseecontrol study of several hundred affected individuals and their parents (Croen, Grether, Yoshida, Odouli, &
Hendrick, 2011) pointed to a twofold increase in risk for ASD for mothers (N ¼ 15) who used selective serotonin reuptake
inhibitors (SSRIs) during pregnancy, with a reported threefold increase in risk for children exposed during the first
trimester. Because of the widespread use of SSRIs, the finding received considerable public attention; however, a sub-
sequent study of a large Danish epidemiological cohort involving more than twice the number of children exposed during
pregnancy found no association (Hviid, Melbye, & Pasternak, 2013). Based on the raw data, the Danish study suggested
such a risk, yet when the authors controlled for relevant confounds, the association was no longer present. Specifically, a
significant risk for ASD was found for a range of maternal psychiatric diagnoses including depression, as well as for
medication use, before but not during pregnancy, which pointed to the likelihood of “confound by indication,” an
important consideration in these types of analyses.

Finally, because of the societal impact of fears regarding vaccine exposure and ASD, the issue deserves mention here.
Although there clearly remains concern among segments of the general public, the weight of the now considerable sci-
entific evidence does not support this. As has been widely noted, much of the initial consternation was generated by a
fatally flawed publication that has subsequently been retracted (The Editors of The Lancet, 2010; Murch et al., 2004).
Regardless, multiple subsequent rigorous investigations have pursued the question with no credible suggestion of an
association. The multiple negative studies in humans and in primates (Gadad et al., 2015) are beyond the scope of this
chapter. However, it is worth highlighting that a meta-analysis of studies totaling more than a million children found no
increase in ASD risk associated either with measles, mumps, and rubella vaccine or vaccines containing the mercury
derivative thimerosal (Taylor, Swerdfeger, & Eslick, 2014).

Early Efforts at Gene Discovery in Autism Spectrum Disorder

The evidence that genetics has a role in the etiology of ASD is incontrovertible, but until recently the process of identifying
specific genes has been challenging. In the 1990s, attempts to leverage linkage analyses using multiple affected pedigrees
led to the hypothesis that 5 to 15 genes would be found to contribute most liability (Risch et al., 1999). These estimates
were a product of the best methods available at the time; however, starting around the turn of the millennium, with the
maturation of approaches to study complex human disease genomics, it became clear that these estimates of locus het-
erogeneity were off by as much as two orders of magnitude. Moreover, throughout the 1990s and early 2000s, a host of
studies sought to test ASD association for common variations in selected candidate genes. These are now appreciated to
have vastly overestimated the plausible effect sizes of such variants and were consequently profoundly limited by a lack of
power. This miscalculation, along with a host of now well-appreciated technical and methodological challenges, led
candidate gene studies of ASD to be generally unreliable (Altshuler, Daly, & Lander, 2008) (refer to chapter: Association
Strategies), as has been demonstrated for nearly all of human disease genetics.

In retrospect, it is now clear that the earliest successes in ASD gene discovery were a consequence of efforts that were
not explicitly aimed at understanding autism or social disability. The study of monogenic ID syndromes yielded the very
first ASD loci (see chapter: Neurodevelopmental Disorders, Causes and Consequences) including, for example, the genes
responsible for fragile X, tuberous sclerosis complex, neurofibromatosis, and Rett syndromes. These monogenic disorders
all have been show to carry increased risk for social disability in addition to ID. Moreover, collectively they have been an
important harbinger of subsequent findings in nonsyndromic (also called idiopathic or typical) ASD. For example, from as
early as the 1990s, gene discovery in monogenic syndromes pointed to the potential contribution of RNA binding proteins,
synaptic function, the mammalian target of the rapamycin pathway, abnormal protein synthesis, and chromatin modifi-
cation to the pathophysiology of ASD. As discussed subsequently, these hypotheses are now strongly supported by
findings from microarray and next-generation sequencing studies of typical ASD cohorts.
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Importantly, work in model systems focused on these monogenic ID/ASD syndromes have offered up promising results
with regard to the plausibility of moving from an understanding of mechanism to developing somatic treatments. It is now
widely accepted that at least partial rescue of the phenotypes resulting from these mutations is possible even in adult
animals (Ghosh, Michalon, Lindemann, Fontoura, & Santarelli, 2013; Krueger & Bear, 2011; Silverman & Crawley,
2014). These results have prompted an important debate regarding the fundamental nature of ASD: The phenotypic rescue
observed in adult knockouts via genetic and pharmacological manipulations (Dansie et al., 2013; Ehninger et al., 2008;
Garg et al., 2013; Michalon et al., 2012) raises the question of whether autism is at its core an ongoing “cell biology”
problem in which the molecular and cellular mechanisms of pathology are largely constant over time, or conversely,
whether ASD is a bonafide disorder of development, necessitating an understanding of the temporal and anatomical
sequencing of etiological events and compensatory responses to truly capture and ultimately address the underlying
pathophysiology. Although this remains a subject of active debate, several lines of evidence, including data from gene
discovery efforts, suggest that ASD reflects both ongoing functional deficits and altered neurodevelopmental processes, as
discussed in more detail in the ensuing sections.

Genome-Wide Association Strategies

Tremendous advances have been made in understanding the contribution of common variation to common human disease
using genome-wide association strategies (GWAS) (see chapter: Association Strategies). The emergence of these approaches
ushered in an era of reliable and systematic identification of common risk alleles for disorders that previously appeared to be
largely intractable. Studies of schizophrenia and bipolar disorders (Mühleisen et al., 2014; Schizophrenia Working Group of
the Psychiatric Genomics Consortium, 2014) provided striking examples with regard to neurodevelopmental and psychiatric
disorders. Successes for these syndromes also underscore the individually small allelic effects carried by transmitted
common variants and the large magnitude of the cohorts necessary to identify and replicate risk loci reliably.

To date, GWAS of populations with ASD have not been as successful as in these examples. A handful of common
polymorphisms (and nearby genes) have been reported to reach widely accepted thresholds for significance (Wang et al.,
2009; Weiss, Arking, Gene Discovery Project of Johns Hopkins & the Autism Consortium, Daly, & Chakravarti, 2009).
However, as larger cohorts have been consolidated and studied, these loci have not yet been replicated (Anney et al., 2012).

At the same time, multiple studies have confirmed the overall contribution of common variations to population risk for
ASD. Indeed these investigations have demonstrated that the lion’s share of population risk is attributable to common
polymorphisms (Gaugler et al., 2014; Klei et al., 2012). This apparent disconnect between evidence for the contribution of
common variation (writ large) and the difficulty in establishing replicable specific loci is almost certainly the result of still
underpowered study samples. Although cohorts have now reached into the thousands, these studies of schizophrenia and
bipolar disorder required tens of thousands of individuals to make substantial progress. Given the early onset of ASD and
the well-appreciated reduction in fecundity (Power et al., 2013) (see chapter: Natural Selection and Neuropsychiatric
Disease: Theory, Observation, and Emerging Genetic Findings) it is unsurprising that the anticipated effect sizes for in-
dividual common alleles carrying ASD risk are now as small or are smaller than those seen for these other psychiatric
conditions, which reinforces the need for larger samples to power common variant discovery cohorts.

De Novo and Rare Variation in Autism Spectrum Disorder

Whereas studies of common variation have not yet led to a harvest of risk alleles, studies of rare and de novo mutations
have been extremely productive not only in the study of monogenic forms of ASD but in investigations of typical or
nonsyndromic ASD. Some of the first hints that this might be the case emerged as early as the 1990s via cytogenetic
studies. Several case series found that large-scale rearrangements, duplications, and deletions (observable by light mi-
croscope) could be detected in approximately 1e5% of cases (Lauritsen, Mors, Mortensen, & Ewald, 1999; Li, Chen, Lai,
Hsu, & Wang, 1993; Wassink, Piven, & Patil, 2001; Weidmer-Mikhail, Sheldon, & Ghaziuddin, 1998).

Although these studies collectively pointed to the importance of structural variation in ASD, through the early part of
the current millennium they did not lead to the identification of a specific risk ASD gene, largely owing to the limited
resolution allowed by traditional cytogenetics and the rarity of the observed events. However in 2003, Jamain et al. (Jamain
et al., 2003) investigated a region on the X chromosome (Xp23) that had previously been observed to have recurrent de
novo deletions in three females with ASD (Thomas et al., 1999). The authors undertook Sanger sequencing in 158 families
with ASD and identified a nonsense mutation in the gene Neuroligin 4 (NLGN4) originating de novo in the unaffected
mother and segregating to two affected children with ASD, which was not present in 350 control subjects. Similarly, the
article also reported a missense mutation at a highly conserved amino acid in the gene Neuroligin 3 in a second family with
two affected siblings that was not present in control subjects.
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In hindsight, this brief report was remarkably prescient in that it noted the role of a likely gene disrupting de novo rare
structural and sequence variation in typical ASD, suggested female protective factors, and focused attention on synaptic
proteins. Moreover, a subsequent article published less than a year later reporting a nearly identical protein-disrupting
mutation in NLGN4 in a family segregating ASD and ID, highlighted the phenotypic variability now commonly attrib-
uted to ASD mutations (Laumonnier et al., 2004). Although not widely appreciated at the time, these findings ushered in
the modern era of gene discovery in ASD.

The simultaneous development of higher-resolution cytogenetic tools, in particular microarrays, and methods to query
complex genomic DNA led to a second critical leap in ASD gene discovery. In 2006e2007, these approaches revealed that
submicroscopic deletions and duplications (copy number variations [CNVs]) were a part of the spectrum of normal human
genetic variation and that de novo events were overrepresented in individuals with ASD. Several groups in 2006 and 2007
seized on the opportunity afforded by CNV detection to study ASD and ID and provided the first evidence that this would
be a highly productive approach to establishing ASD loci (Autism Genome Project Consortium et al., 2007; Jacquemont
et al., 2006; Sebat et al., 2007).

Sebat and colleagues published a particularly influential article that focused specifically on de novo CNVs in typical
ASD. They compared the rates of de novo CNVs in 118 families with only a single affected offspring (sporadic or simplex
patients) with 77 families with multiple affected individuals and 198 control families (Sebat et al., 2007). They detected de
novo CNVs in 10% of probands from simplex families (significantly different from controls; p ¼ 0.0005), and in 2.6% of
probands from multiplex families (not statistically different from control subjects). Two of 196 control subjects (1.0%) also
showed de novo CNVs. A higher proportion of affected females harbored de novo mutations than did males with autism.

These findings were quickly followed by the important observation that just as with de novo gross cytogenetic ab-
normalities, de novo CNVs in some cases could be found to cluster in specific regions of the genome, a phenomenon that
could be used to assess and confirm the association of specific regions to risk (Kumar et al., 2008; Marshall et al., 2008;
Weiss et al., 2008). Subsequently, multiple studies confirmed that de novo CNVs are present in individuals with autism at
rates of 5e10%, consistently higher than those detected in unaffected siblings or control subjects (<1e2%), and that these
variants point to specific risk regions (Autism Genome Project Consortium et al., 2007; Itsara et al., 2010; Levy et al.,
2011; Marshall et al., 2008; Pinto et al., 2014, 2010; Sanders et al., 2011, 2015).

Beginning in 2008, a dedicated effort to leverage de novo mutation in the hunt for autism risk loci was undertaken by
the Simons Foundation, through the creation of the Simons Simplex Collection (SSC). This cohort is composed of more
than 2500 carefully phenotyped simplex families consisting predominantly of quartets (two unaffected parents, a proband,
and at least one unaffected sibling) and a minority of trios (two unaffected parents and a proband) (Fischbach & Lord,
2010). In 2011, two studies reported on the first approximately 1000 SSC families for which microarray data were
available (Levy et al., 2011; Sanders et al., 2011). Consistent with prior findings, de novo CNVs were found in 5.9e8% of
probands and in 1.7e2% of siblings, and large, multigenic CNVs were found to be more likely associated with ASD risk.

Sanders et al. (2011) focused specifically on developing a framework for the assessment of genome-wide significant
association using the probability of recurrence of a de novo event within a given locus and reported two CNV loci that
reached this threshold (16p11.2 and 7q11.23). Moreover, as in prior, smaller studies, girls were found to carry a greater
number of large de novo CNVs than were boys and to have more genes within these CNVs by a wide margin, a result that
was interpreted to support the notion of an ASD protective effect associated with female sex.

In addition, both studies found a downward (or leftward) shift in the distribution of IQ associated with having a large de
novo CNV, but also observed that a substantial proportion of affected individuals with a putative risk mutation had IQ
above 70. Moreover, there was no association between ADOS severity scores and the presence or absence of a de novo
CNV in either males or females. Thus neither ID nor increased severity in typical autism was a reliable indicator of the
presence or absence of a de novo CNV (Sanders et al., 2011). These findings provided an important counterpoint to the
widespread practice at the time of restricting CNV studies in the clinical population to affected individuals with ID and/or
dysmorphology. Finally, both studies calculated that several hundred distinct genomic regions would ultimately be found
to contribute to autism risk. An analysis of CNVs in the entire SSC cohort replicated all of these findings, including the
association of ASD with de novo CNVs, the relationship to IQ, and the excess mutation burden in female versus male
probands, in both the newly analyzed group (N ¼ 1226) as well as in a combined analysis (N ¼ 2100) (Sanders et al.,
2015).

De Novo Single-Nucleotide Variants and InsertioneDeletions in ASD

Although these efforts to characterize structural variation offered the first reliably systematic approach to identifying ASD
loci, they remained suboptimal for gene discovery owing to their size. Only a small proportion of recurrent de novo CNV
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pointed to a single specific risk gene: eg, genic deletions in the region corresponding to the gene Neurexin 1 (NRXN1).
Most recurrent CNVs associated with risk contained many genes in addition to noncoding sequences, which made the
process of identifying and pursuing a single ASD gene challenging.

The development of next-generation sequencing offered an avenue to overcome this obstacle by allowing for the
analysis of most coding bases in the human genome at high throughput and reasonable cost. The first published report of
exome sequencing in 20 individuals with ASD (O’Roak et al., 2011) was quickly followed by a series of four studies
published contemporaneously (Iossifov et al., 2012; Neale et al., 2012; O’Roak, Vives, Girirajan, et al., 2012; Sanders
et al., 2012) that completed exome sequencing on a combined total of 752 trio and quartet families from the SSC and 175
trio and quartet families from the Boston Autism Consortium. Both individually and collectively, these studies found that
the rate of rare de novo single-nucleotide variants (SNVs) predicted to disrupt protein function (stop codons, canonical
splice sites, and frame-shift mutations) was higher in affected individuals than in siblings (or compared with expectation).
Moreover, through the observation of multiple rare de novo point mutations clustering in the same gene, they identified five
genes reaching genome-wide significance: CHD8, SCN2A, KATNAL2, POGZ, and DYRK1A. In addition, the studies
showed that older parents, fathers in particular, contributed a larger number of de novo variants than did younger parents
(Iossifov et al., 2012; Neale et al., 2012; O’Roak, Vives, Girirajan, et al., 2012; Sanders et al., 2012), a finding later
replicated in whole-genome sequencing data (Kong et al., 2012). O’Roak, Vives, Girirajan, et al. (2012) pursued this
finding in greatest detail, showing that the vast majority of de novo mutations in patients with ASD were present on the
paternal chromosome.

Expanded exome sequencing studies have now dramatically expanded the number of genes confidently associated with
ASD. Iossifov and colleagues (Iossifov et al., 2014) reported completion of the sequencing of the SSC (N ¼ 2508 families)
and replicated the significant excess of gene-disrupting SNVs in probands compared with siblings (p ¼ 2 � 10�5). A total
of 27 genes were found to have de novo likely gene-disrupting (LGD) mutations in unrelated affected individuals, and six
of these were in the highest confidence group because they were found more than twice: CHD8, DYRK1A, ANK2, GRIN2B,
DSCAM, and CHD2. Simultaneously, the Autism Sequencing Consortium (Buxbaum et al., 2012) reported on a total of
4083 subjects with ASD, including 2410 trios (De Rubeis et al., 2014) (825 were from the SSC and consequently
overlapped with the subject from Iossifov et al.). These authors used a recently developed statistical test that allowed for
the integration of evidence from both rare transmitted as well as de novo variation. The approach (transmitted and de novo
association [TADA]) calculates a gene-specific false discovery rate (FDR) that assesses the overall likelihood of associ-
ation (He et al., 2013). The authors reported a total of 33 genes with an FDR of <0.1. Thirteen of these were very high
confidence genes, with an FDR of <0.01; ADNP, ANK2, ARID1B, CHD8, CUL3, DYRK1A, GRIN2B, KATNAL2, POGZ,
SCN2A, SUV420H1, SYNGAP1, and TBR1.

Sanders et al. (2015) integrated new CNV data from a further 1500 SSC families with the published data on de novo
CNVs (Levy et al., 2011; Pinto et al., 2014) and de novo point mutations from both of these investigations. Using an
extended version of TADA (He et al., 2013) that allowed for the integration of data from small de novo CNVs as well as
SNVs, they confirmed a total of 71 risk loci, including 65 genes (Table 29.1) and six CNVs (Table 29.2). A total of 28
genes had an FDR of <0.01. This added the following genes to those listed previously: ASHL1, KDM5B, KMT2C,
NCKAP1, NRXN1, PTEN, SETD5, SHANK2, SHANK3, TCF7L2, TNRC6B, TRIP12, and WAC. Proteineprotein inter-
action (PPI) analysis of these 65 genes generated a network composed of two subnetworks: one enriched for gene ontology
terms of chromatin regulation and transcription and the other for synaptic and neuronal development terms (Fig. 29.1).
Moreover, the study demonstrated an inverse correlation between the size of a given CNV and the likelihood of overlap
with de novo point mutations. This suggested that small de novo CNVs are likely to carry a single large effect risk gene,
whereas large CNVs appear to carry multiple risk genes of modest effect. The data help in retrospect to explain the historic
difficulties in fine-mapping multigenic ASD risk CNVs and support the overall finding that the risk associated with a de
novo highly disruptive sequence mutation carries the same scale of risk as a CNV disrupting many genes.

Overall, the contribution of de novo mutations to all types of ASD is considerable. De Rubeis et al. (De Rubeis
et al., 2014) calculated that the genes identified in their highest confidence group increase risk by 20-fold, which points
to the very large biological effects accompanying some, but certainly not all, of these rare de novo mutations. Sanders
et al. (2015) calculated that 10% of all clinically ascertained ASD cases carry a de novo sequence or structural mutation
contributing to ASD, with an even higher rate (16.6%) in girls. Other groups have predicted that as many as 30% or
more of individuals with ASD will ultimately be found to carry a contributing de novo LGD or missense
mutation (Ronemus, Iossifov, Levy, & Wigler, 2014). Finally, predictive modeling of all of the large-scale sequencing
studies concluded that several hundred to over 1000 genes will ultimately be found to contribute to autism risk through
de novo point mutations (De Rubeis et al., 2014; Iossifov et al., 2014, 2012; Neale et al., 2012; O’Roak, Vives,
Girirajan, et al., 2012).
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Recessive Alleles and Autism Spectrum Disorder

The productivity of studies of rare de novo mutations, the continued challenges associated with identifying common risk
alleles, and the reduction in fecundity of individuals with a diagnosis of ASD have been interpreted to highlight the role of
natural selection in the genetics of ASD (Power et al., 2013). New mutation largely, though not entirely, escapes the
selective pressures that would be expected to eliminate large-effect common ASD alleles from the general population (see
chapter: Natural Selection and Neuropsychiatric Disease: Theory, Observation, and Emerging Genetic Findings). Based on

TABLE 29.1 Statistical Evidence for Association of Autism Spectrum Disorder Genes Based on Rare De Novo and

Transmitted Sequence Variation and De Novo Small Copy Number Variations

DN

Loss-of-

Function FDR £ 0.01 0.01 < FDR £ 0.05 0.05 < FDR £ 0.1

2 ADNP, ANK2, ARID1B, ASH1L,
CHD2, CHD8, CUL3, DSCAM,
DYRK1A, GRIN2B, KATNAL2,
KDM5B, KMT2C, NCKAP1, POGZ,
SCN2A, SUV420H1, SYNGAP1, TBR1,
TCF7L2, TNRC6B, WAC

BCL11A, FOXP1, GIGYF1, ILF2,
KDM6B, PHF2, RANBP17,
SPAST, WDFY3

DIP2A, KMT2E

1 NRXN1, PTEN, SETD5, SHANK2,
SHANK3, TRIP12

DNMT3A, GABRB3, KAT2B,
MFRP, MYT1L, P2RX5

AKAP9, APH1A, CTTNBP2, ERB-
B2IP, ETFB, INTS6, IRF2BPL, MBD5,
NAA15, NINL, OR52M1, PTK7,
TRIO, USP45

0 MIB1, SLC6A1, ZNF559 ACHE, CAPN12, NLGN3

False discovery rates (FDRs) are calculated using transmitted and de novo association (TADA) from He, X., Sanders, S. J., Liu, L., De Rubeis, S., Lim, E. T.,
Sutcliffe, J. S., . Roeder, K. (2013). Integrated model of de novo and inherited genetic variants yields greater power to identify risk genes. PLoS
Genetics, 9(8), e1003671. http://dx.doi.org/10.1371/journal.pgen.1003671; Modified to incorporate structural variation from Sanders, S. J., He, X.,
Willsey, A. J., Ercan-Sencicek, A. G., Samocha, K. E., Cicek, A. E., . State, M. W. (2015). Insights into autism spectrum disorder genomic architecture
and biology from 71 risk loci. Neuron, 87(6), 1215e1233. http://dx.doi.org/10.1016/j.neuron.2015.09.016.

TABLE 29.2 Recurrent De Novo Copy Number Variations Found in Simons Simplex Collection and

Autism Genome Project Cohorts

Band Location (hg19)

De novo

Single-Nucleotide

Variants

Del/

Dup

q Value

(false

discovery rate)

Schizophrenia

Riska

1q21.1 chr1:146,467,203e147,801,691 9 1/8 2 � 10�9 Y (Del/Dup)

2p16.3
(NRXN1)

chr2:50,145,643e51,259,674 8 7/1 4 � 10�8 Y (Del)

3q29 chr3:195,747,398e196,191,434 4 4/0 0.02 Y (Del)

7q11.23 chr7:72,773,570e74,144,177 5 1/4 0.0008 Y (Dup)

15q11.2-13.1 chr15:23,683,783e28,446,765 10 0/10 <1 � 10�10 Y (Del/Dup)

15q13.2-13.3 chr15:30,943,512e32,515,849 5 3/2 0.0008 Y (Del)

16p11.2 chr16:29,655,864e30,195,048 19 12/7 <1 � 10�10 Y (Dup)

22q11.21 chr22:18,889,490e21,463,730 8 4/4 1 � 10�7 Y (Del)

22q13.33
(SHANK3)

chr22:51,123,505e51,174,548 4 4/0 0.02

Del/Dup, deletion/duplication.
aOverlap with schizophrenia risk is based on analyses by Rees et al. (2014). Variations listed have a q value of <0.1.
Adapted from Sanders, S. J., He, X., Willsey, A. J., Ercan-Sencicek, A. G., Samocha, K. E., Cicek, A. E., . State, M. W. (2015). Insights into autism
spectrum disorder genomic architecture and biology from 71 risk loci. Neuron, 87(6), 1215e1233. http://dx.doi.org/10.1016/j.neuron.2015.09.016.
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this logic, one would also expect that rare recessive mutations in extended pedigrees, population isolates, and even outbred
populations could be found carrying relatively large effects. Indeed several studies have found highly deleterious recessive
mutations in rare families and point to a role for these types of mutation in idiopathic ASD more broadly.

In 2006, a study leveraging traditional linkage analysis followed by Sanger sequencing identified rare recessive
apparent loss-of-function homozygous mutations in the gene Contactin Associated Protein 2 in members of the Old
Amish population who had cortical dysplasia-focal epilepsy syndrome (Strauss et al., 2006). Subsequent studies of
this gene have confirmed its role in central nervous system function and development. The question of whether other
rare heterozygous mutations also carry measurable risk remains uncertain (Bakkaloglu et al., 2008; Murdoch et al.,
2015).

An extensive molecular study of consanguineous ASD families was published in 2008 (Morrow et al., 2008). The
researchers reported on more than 200 families ascertained and carefully phenotyped from across the Middle East and
reported on the association of the genes PCDH10 and NHE9A with ASD risk. Subsequently, the search for homozygous
recessive mutations became increasingly tractable with the advent of next-generation sequencing: For example, using this
approach, homozygous LGD mutations were identified in the gene Branched Chain Ketoacid Dehydrogenase Kinase
(BCKDK) in multiple affected members of unrelated Middle Eastern pedigrees presenting with epilepsy, ID, and autism
(Novarino et al., 2012). The BCKDK protein product catalyzes the rate-limiting step in the synthesis of branched chain
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FIGURE 29.1 PPI network of ASD risk genes. The 65 ASD risk genes (Table 29.1) (large gray circles) form a single PPI network. The network has a
clear division into two subnetworks (shown by large ovals). The genes in the left subnetwork are enriched for gene ontology terms associated with
chromatin and transcriptional regulation. The genes in the right subnetwork are enriched for synaptic and neuronal development terms. Adapted from
Sanders, S. J., He, X., Willsey, A. J., Ercan-Sencicek, A. G., Samocha, K. E., Cicek, A. E., . State, M. W. (2015). Insights into autism spectrum disorder
genomic architecture and biology from 71 risk loci. Neuron, 87(6), 1215e1233. http://dx.doi.org/10.1016/j.neuron.2015.09.016.
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amino acids. Homozygous LGD mutations in BCKDK lead to reduced serum levels of branched chain amino acids
(BCAAs), and supplementation of BCAAs ameliorates the neurologic phenotype in the mouse model (Novarino et al.,
2012). Studying consanguineous pedigrees, Yu et al. (2013) found recessive risk alleles in the genes AMT, PEX7, SYNE1,
VPS13B, PAH, and POMGNT1 with additional mutations in VPS13B observed among about 600 outbred simplex families
from the SSC. Consistent with these findings, a study of exome sequencing data from more than 900 nonconsanguineous
ASD families found a twofold enrichment of rare complete knockouts (either homozygous or compound heterozygous loss
of function mutations) compared with control subjects. Combining these types of mutations on autosomes and the X
chromosome, the authors estimated that approximately 5% of the risk for ASD will be explained via rare “complete
knockouts” (Lim et al., 2013).

FROM GENES TO BIOLOGY IN AUTISM SPECTRUM DISORDER

The rapidly increasing number of reproducible risk genes forms a critical foundation for “bottom-up” approaches to
illuminating the pathophysiology of ASD. High-confidence ASD mutations, particularly those mapping to coding regions
of the genome, provide considerable traction for examining risk at the molecular and cellular levels. Moreover, germ-line
variation is highly valuable in establishing cause versus effect, given the presence of the perturbation from the earliest cell
divisions in the embryo.

However, it is clear that navigating the path from genes to an actionable understanding of biology is shaping up to be a
formidable task. Certainly, the high degree of locus heterogeneity presents logistical challenges, even in the CRISPR/Cas
genome-editing era. The combination of extraordinary variability in clinical outcome that has been widely observed for
ASD risk loci (De Rubeis & Buxbaum, 2015; Malhotra & Sebat, 2012), coupled with the biological pleiotropy of many of
the genes so far implicated, adds to the difficulty of linking any particular observation in an ASD model with the specific
pathophysiological mechanisms relevant to human social disability. Moreover, the likelihood that neurodevelopmental
disorders involve circuit level dysfunction suggests that in some if not many cases, direct translation from a mutation to a
cell-autonomous phenotype, and to a drug target, as has been so central to progress in fields such as oncology, is likely to
be the exception and not the rule for ASD.

Of course, the most difficult aspect of the undertaking arises as a consequence simply of studying human brain. It is a
tremendously complex, relatively poorly understood, and largely inaccessible organ that shows extensive cellular diversity
and developmental dynamism. Placing the functional consequences of any mutation into a meaningful context is a challenge
made more formidable by the differences between the human brain and the brains of the most widely used model systems.

Functional Convergence

Despite these challenges, there has been significant progress in moving from gene discovery to at least a preliminary
understanding of relevant biological mechanisms. Given the totality of findings from ASD genomic studies, the field has
increasingly been focused on the notion of convergence, specifically what function(s) or mechanism(s) tie disparate ASD
genes together. Of course, considerable focus remains on studying single gene mutations in traditional model systems. In
fact, a cursory PubMed search of “mouse” and “autism” yielded more than 2000 papers. However, all of these challenges
suggest that in addition to the deep investigation of one ASD mutation at a time, the question of which characteristics
overlap among multiple ASD genes is of increasing interest.

Even with the first reports of de novo mutation in idiopathic ASD (Jamain et al., 2003), the idea of mechanistic or
functional convergence began to emerge in the literature. For example, an influential viewpoint published in Science in 2003
(Zoghbi, 2003), entitled “Postnatal Neurodevelopmental Disorders: Meeting at the Synapse,” considered the intersection of
pathophysiological mechanisms between Rett syndrome and ASD, focusing on experience-dependent synaptic plasticity.

As the number of genes identified with high confidence has increased nearly exponentially over the past several years,
analyses of the convergence among diverse risk loci has proliferated and begun to incorporate a number of varied analytic
methods, including assessing PPI and gene ontologies (De Rubeis et al., 2014; Li et al., 2014; Liu et al., 2014; Sanders
et al., 2015). Overall, despite some variation in approach, these studies have largely agreed on two groups of genes across
studies: those involved in chromatin/transcriptional regulation and those related to synaptic transmission (Fig. 29.1). In
addition, individual studies have highlighted genes involved in cell junction, the transforming growth factor-b pathway,
neurodegeneration (De Rubeis et al., 2014), cell-signaling including mitogen-activated protein kinases (Pinto et al., 2014),
cell adhesion, and ligase activity (Liu et al., 2014).

To identify gene relationships beyond PPI and gene ontology, the NETBAGþ tool also integrates data from gene
expression, gene phylogeny, and genomic location (Feldman, Rzhetsky, & Vitkup, 2008; Gilman et al., 2011). This tool
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has been trained to identify clusters of disease-related genes within the network using known genetic variants associated
with multiple nonneurological disorders. Analysis of 991 genes identified from de novo CNVs, de novo loss-of-function
mutations, or de novo missense mutations (Iossifov et al., 2012; Levy et al., 2011; O’Roak, Vives, Girirajan, et al., 2012;
Sanders et al., 2012) found a single ASD-associated network within which four subsets of genes were identified: (1)
neuronal signaling/cytoskeleton; (2) channel activity; (3) chromatin modification/regulation; and (4) postsynaptic density
(Chang, Gilman, Chiang, Sanders, & Vitkup, 2015).

Exome sequencing studies have also highlighted at least three additional nexuses of functional convergence. Targets of
the fragile X mental retardation protein, identified by cross-linking immunoprecipitation in the mouse brain (Darnell et al.,
2011), are highly enriched for ASD risk genes (Bernier et al., 2014; De Rubeis et al., 2014; Dong et al., 2014; Iossifov
et al., 2014, 2012). Similarly, a large-scale exome study (De Rubeis et al., 2014) found enrichment of targets of RBFOX
splicing factors. Also, findings from multiple exome studies have focused attention on the gene CHD8, a chromodomain
protein that shows the greatest number of de novo putative loss of function mutations so far identified in whole-exome
sequencing (WES) of ASD (Bernier et al., 2014; De Rubeis et al., 2014; O’Roak, Vives, Fu, et al., 2012; O’Roak,
Vives, Girirajan, et al., 2012).

Heterozygous loss of CHD8 has been postulated to result in decreased levels of CHD8 that then lead to widespread
changes in gene expression directly, by binding to the gene promoter, or indirectly, for example, through other chromatin
regulators. Using chromatin immunoprecipitation followed by high-throughput sequencing (ChIP-seq), several groups
localized the protein binding sites of the CHD8 protein in human neuroprogenitor stem cells (hNSC) (Cotney et al., 2015;
Sugathan et al., 2014). CHD8 was observed at active promoters, as indicated by overlapping H3K27ac and H3K4me3
histone marks. Using shRNA knockdown in hNSC, these studies independently identified sets of genes that are differ-
entially expressed when CHD8 protein is reduced. As expected, many but not all of these differentially expressed genes are
bound by CHD8, which suggest that CHD8 has direct and indirect effects on gene targets. By also mapping CHD8 sites in
human fetal brain tissue and mouse embryonic cortex, Cotney et al. (Cotney et al., 2015) identified a set of conserved
CHD8 targets that are bound in human NSCs, brain tissue, and mouse cortex. The genes bound across species were more
significantly dysregulated by the loss of CHD8 protein. Furthermore, the conserved set of CHD8 target genes was enriched
for ASD genes found to harbor de novo LGD mutations in the WES studies mentioned earlier (Iossifov et al., 2012; Neale
et al., 2012; O’Roak, Vives, Girirajan, et al., 2012; Sanders et al., 2012; Willsey et al., 2013), a finding also noted in the
study by Sugathan et al. (Sugathan et al., 2014). Both studies (Sugathan et al., 2014; Cotney et al., 2015) also mentioned
that CHD8 ChIP-seq targets were more likely to be dysregulated, with similar numbers of genes being upregulated or
downregulated, but most CHD8 ChIP-seq targets did not show robust changes in gene expression. Interestingly, gene
ontology analysis of CHD8 targets shows a signal for other gene regulators, including chromatin modifiers such as methyl
transferases and demethylases, which suggests that CHD8 regulation cascades through additional effector molecules, many
of which (such as ARID1B, POGZ, and DYRK1A) have themselves been implicated in ASD (Fig. 29.2).

Mechanistic convergence can also be assessed via analysis of differential expression in postmortem brains from in-
dividuals with ASD. Owing to the scarcity of these brains, the power of such studies is limited; however, two studies have
identified modules of differentially expressed genes between cases and controls (Gupta et al., 2014; Voineagu et al., 2011).
Microarray analysis of 19 ASD cases (five females; median age 22 years; median postmortem interval [PMI], 20 hours)
and 17 controls (one female; median age, 32 years; median PMI, 23 hours) analyzed with weighted-gene coexpression
network analysis (WGCNA) identified two coexpressed modules that were differentially expressed in ASD (Voineagu
et al., 2011). The first module (M12) was enriched for synaptic genes and downregulated in ASD, whereas the second
module (M16) was enriched for microglial and astrocyte genes and upregulated in ASD. Of note, the M12 synaptic module
was also enriched for genes with low P-value single-nucleotide polymorphisms in an ASD GWAS analysis (N ¼ 1984
independent cases) (Voineagu et al., 2011), although no such enrichment was observed in the M16 microglia module.
Similar results were observed by Gupta et al. using RNA-Seq in 32 ASD cases (eight females; median age, 20 years;
median PMI, 20 hours) and 40 controls (nine females; median age, 17 years; median PMI, 18 hours) (Gupta et al., 2014).
Three synaptic modules were observed (M1, M2, and M6); the M2 module was upregulated in the ASD brain and showed
enrichment for rare and common variants associated with ASD. Two glial modules were observed (M5 and M7), neither of
which showed enrichment for ASD-associated genetic variants.

Spatiotemporal Convergence

At the heart of any search for convergence in ASD genes is a hypothesis about the nature of the underlying pathology. For
example, most analyses that focus on mechanistic convergence have searched for persistent functional deficits. Indeed,
many of the studies of gene ontology or PPIs have relied on databases that do not allow for the parsing of anatomical or
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developmental variables or, in some cases, data specifically relevant to the human brain. In contrast, several studies
evaluating convergence have begun to emphasize ASD as a bona fide developmental syndrome for which capturing spatial/
anatomical and temporal/developmental variables is paramount (State & Sestan, 2012). Such studies have been made
possible by foundational efforts developing multidimensional “-omics” data sets, reflecting the course of brain develop-
ment. For example, the BrainSpan developmental transcriptome project summarizes gene expression from early fetal to late
adult stages across multiple distinct anatomical regions in 57 typically developing human brains (see white paper at www.
brainspan.org; Kang et al., 2011). Similar data sets are now emerging for a range of model systems from mouse (http://
developingmouse.brain-map.org) to primate (http://www.blueprintnhpatlas.org).

Multiple groups have leveraged BrainSpan in the search for spatiotemporal convergence of ASD risk genes. For
example, Ben-David et al. investigated 121 genes identified based on having at least one de novo LGD mutation in patients
with ASD (Ben-David & Shifman, 2013) and used WGCNA (Lim et al., 2013; Zhang & Horvath, 2005). They observed
two coexpressed modules: One was enriched for chromatin regulators expressed at a high level during fetal development
and the other showed no enrichment for gene ontology terms and was expressed at a high level after birth (Ben-David &
Shifman, 2013).

Multiple additional analyses have sought to define specific brain regions, time points, and cell types relevant for ASD
pathology. For instance, Willsey et al. (2013) examined BrainSpan expression data in multiple spatiotemporal windows,
constructing gene coexpression networks around the set of highest confidence ASD genes available at that time derived
from WES. These seeded networks were then assessed for the presence of additional ASD risk genes, based on the
reasoning that if a particular developmental expression network were related to ASD risk, it should contain a statistically
significant excess of ASD risk genes beyond those used to establish the coexpression networks. Using this approach, they
found that deep-layer cortical projection neurons in midfetal prefrontal cortex are an important nexus for a subset of ASD
risk genes (Willsey et al., 2013). Similarly, Parikshak et al. (2013) used BrainSpan RNA-Seq data, a larger set of genes,
and WGCNA. They also identified midfetal development and projection neurons associated with ASD risk, but found the
greatest signal for upper rather than lower layer projection neurons in the cortex.

Xu et al. developed an approach known as cell-specific expression analysis (CSEA) (Xu, Wells, O’Brien, Nehorai, &
Dougherty, 2014) for associating candidate gene lists with a particular cell type based on enrichment of cell-specific genes
from mouse brains. They applied CSEA to interrogate the genes identified in exome studies (Iossifov et al., 2012; Neale
et al., 2012; O’Roak, Vives, Girirajan, et al., 2012; Sanders et al., 2012) and, similar to the findings noted earlier, found
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FIGURE 29.2 Histone marker targets of chromatin genes associated with ASD. Each of the four histone proteins (H2A, H2B, H3, and H4) has an
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enrichment in cortical projection neurons and striatal medium spiny neurons. By considering the BrainSpan data, they
showed that both signals were strongest in the midfetal period of the developing brain. Moreover, several of the analyses
described earlier included a spatiotemporal component. In the NETBAGþ network, both LGD mutations and genes
involved in chromatin regulation had higher expression during fetal development (Chang et al., 2015). Finally, an analysis
integrating PPI networks with spatiotemporal gene expression data (Kang et al., 2011) for the genes in the 16p11.2 CNV
region also identified convergence in the late midfetal period (Lin et al., 2015).

A model system study focused on convergence focused on the gene NLGN3 (Rothwell et al., 2014). In this case, the
authors were interested in identifying functional and behavioral overlap among loss of function and missense mutations
previously identified in individuals with ASD. They found that both the knockout and the R45iC mutation identified by
Jamain et al. (2003) enhanced formation of repetitive motor routines, based on rotarod performance, and that both types of
mutations led to this phenotype via selective synaptic impairment in the nucleus accumbens/ventral striatum. This
approach is a notable example of using multiple mutation models simultaneously to examine convergent circuit-level
dysfunction related to ASD, an approach that is becoming strikingly more feasible with the development of increas-
ingly powerful genome-editing technologies.

CONCLUSIONS

There has been a sea change in the genetics and genomics of autism over the past decade with dramatic acceleration in the
past several years. The field has transitioned from a preoccupation with identifying even a single definitive risk gene to
accumulating dozens of loci and genes, elaborating the genomic architecture of ASD, and beginning to move forward to
the arduous process of illuminating pathophysiology and developing novel treatments.

There is little question that the difficulties with replicating the preceding era of gene discovery, coupled with a healthy
appreciation of the complexity of the human brain and behavior, have continued to generate skepticism outside the field
about the value of genetics in understanding psychiatric disorders in general and ASD in particular. In this regard, it is
critical to convey to neuroscientists and clinical colleagues the message about the widespread convergence of results in
studies of de novo variation and the general consensus regarding statistical approaches to assessing genome-wide
significance.

The opportunities afforded by successful, systematic gene discovery are remarkable. Nonetheless it is worth pausing to
consider the limits of current findings. For example, the failure to identify and replicate specific common risk alleles is
undoubtedly a consequence of still underpowered cohorts. There is little question that common variation has a major role in
population risk. Similarly, there is a clear “discovery bias” in early studies of de novo variation, with lower IQ being one of
several factors that increase the likelihood of identifying damaging de novo mutations. For this reason, the first glimpses of
the ASD allelic architecture have not surprisingly highlighted large effect mutations in individuals with relatively lower IQ.
This observation led to some initial hypotheses that such mutations may be relevant only in comorbid ID and ASD.
However, as cohort sizes have expanded, the contribution of de novo mutation to risk across the IQ spectrum has become
increasingly clear (Sanders et al., 2015). In short, as samples continue to grow, a more nuanced and complete picture of the
relative contribution of common and rare, de novo, and transmitted variation will emerge, as will the relationship between
risk genes and the full range of phenotypic outcomes. Finally, although current studies have been highly successful in
identifying rare de novo coding mutations, little is known about the contribution of noncoding mutation in ASD.

On this last point, there is ongoing debate regarding the relative value of pursuing whole-genome sequencing (WGS)
because of the success and lower cost of exome studies and the difficulty in interpreting the noncoding genome. Given the
specific history of ASD genomics, it is certainly likely that regulatory variants will be found to have a role. Moreover, the
relatively low number of new mutations per generation in typically developing individuals promises a favorable
signal-to-noise ratio for de novo variation compared with studies of transmitted mutation, as has been the case in studies of
ASD exomes. However, it is safe to assume that the cumulative scale of the effect of noncoding variation will not exceed
that for damaging de novo coding variants, and in fact is likely to be more modest. Consequently, sample sizes needed to
begin to identify associated mutations will be comparatively large.

Apart from expanding the list of loci contributing to ASD, the most important contribution of WGS may well be as an
orthogonal approach to determining the spatial and temporal distribution of ASD risk. Regulatory elements are often cell
type, region, and/or developmentally restricted. Consequently, the identification of ASD-related mutations in these seg-
ments may advance efforts, similar to those discussed with regard to gene expression, to identify when and where ASD risk
evolves.

Finally, although the degree of locus heterogeneity is daunting and the overt functions of ASD risk genes are
tremendously diverse, the early and reproducible identification of biological clustering is reassuring. This strongly suggests
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that although there are as many as 1000 or more genetic risk factors, ASD pathology will resolve to a much smaller number
of overlapping mechanisms. As noted, when one asks the question, “What do ASD genes do?” chromatin modification and
synaptic function stand out as points of convergence. A skeptic might note that this simply suggests that ASD is a disorder
of neurodevelopment. However, the degree of specificity afforded by well-validated, high-effect mutations with regard to
dissecting particular aspects of chromatin modification or synaptic form or function remains to be seen. Moreover,
increasingly genomic data are providing an opportunity to ask not only what, but also when and where ASD pathology
exists. Here again, the early returns are surprisingly consistent in highlighting the role of midfetal cortex, glutamatergic
neurons, and striatal interneurons. Almost certainly, as approaches to defining spatiotemporal convergence mature,
additional brain regions and time points are likely to emerge. Nonetheless, the ability to begin to constrain experiments of
specific mutations with regard to cell type, development epoch, and brain region will make critical contributions to a wide
range of neurobiological studies. Indeed, the coming together of gene discovery, the elaboration of the noncoding genome,
new functional genomic approaches, and rapidly advancing neurobiological tools are setting the stage for transformational
advances in an understanding of ASD.
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Bipolar disorder (BP) is defined by episodic and extreme fluctuations in mood, encompassing both mania and depression.
Manic and depressive episodes typically include disturbance in similar neurobehavioral domains, usually but not always in
opposite directions. For example, mania is characterized by decreased need for sleep, rapid thought and speech, grandi-
osity, and excessive pursuit of pleasurable activities that have a high probability of negative consequences; bipolar
depression, in contrast, is characterized by increased sleep, slowed thinking and speech, feelings of low self-worth, and loss
of interest in pleasurable activities (anhedonia). Severe manic and depressive episodes commonly include psychotic
symptoms, including both delusions and hallucinations. BP is one of the leading contributors to disability globally and is
strongly associated with premature mortality; notably, up to 15% of BP-affected individuals die from suicide, for which
both mania and depression display increased risk (Guze & Robins, 1970).

In this chapter we review evidence regarding the biological underpinnings of BP, framing our discussion in relation to
key clinical features of the syndrome. These features, in particular the cyclicity of bipolar episodes and the dramatic shifts
between mania and depression, present treatment challenges that are unique to BP; for almost 2000 years their distinc-
tiveness has had a central role in shaping conceptions of severe mental illness (Goodwin & Jamison, 2007) and particularly
influenced the initial codification of psychiatric disorders in the 19th century.

In 1854 the French psychiatrist Jean-Pierre Falret (Sedler, 1983), in conceptualizing what he termed folie circulaire,
described the characteristic alternation of mania and depression (interspersed with periods of normal function) as a single
distinct syndrome. He also noted what we now term the “switch process,” the sudden shift that often occurs from one
extreme mood state to the other. As discussed subsequently, this feature, which distinguishes BP from all other disorders,
can have a devastating impact on affected individuals; preventing switches from occurring is therefore a major component
of clinical decision making.

Following Falret, Emil Kraepelin, created a categorization system for psychiatric disorders that remains the foundation
of both clinical practice and research throughout the world. He divided psychotic disorders into two categories, primarily
based on course of illness. Specifically, he characterized “manic depressive insanity” as a mood disorder with a periodic
course with good prognosis, differentiating it from “dementia praecox,” the entity that we now term schizophrenia (SCZ),
which he characterized as demonstrating a progressive downhill course. Whereas Kraepelin’s conception of “manic
depressive insanity” incorporated all severe, recurrent mood disorders (Tohen & Goodwin, 1995), subsequent nosologists
proposed subdivisions within this category, which have gained general acceptance.

Genomics, Circuits, and Pathways in Clinical Neuropsychiatry. http://dx.doi.org/10.1016/B978-0-12-800105-9.00030-5
Copyright © 2016 Elsevier Inc. All rights reserved.

467

http://dx.doi.org/10.1016/B978-0-12-800105-9.00030-5


In the late 1950s Leonhard introduced the concept of a distinction between bipolar and unipolar depression that is
commonly accepted today (Bebbington & Ramana, 1995). In modern diagnostic classifications, the occurrence of one or
more episodes of mania with or without episodes of depression distinguishes BP from the more commonly occurring
unipolar depression. Individuals with unipolar depression experience one or more episodes of depression without ever
experiencing episodes of pathologically raised mood. Based on the work of Dunner, Gershon, and Goodwin (1976) in the
1970s, a further distinction has been made between bipolar I disorder (BPI) and bipolar II disorder (BPII). Individuals with
BPI have episodes of clear-cut mania, whereas individuals with BPII experience only milder forms of mania (“hypo-
manias”). This distinction was codified in the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition
(DSM-IV) (American Psychiatric Association, 1994).

The major steps in the development of BP nosology, as outlined earlier, occurred before the extensive availability of
pharmacotherapies directed against symptoms of the disorder. Now that several decades have passed since the widespread
implementation of drug treatment for BP, we can observe several ways in which this history has influenced our under-
standing of the disorder: (1) Treatment has changed the natural history of the disease and may have blurred distinctions
between syndromes; observations (such as Kraepelin’s) made before the availability of modern treatment must be
differentiated from those made in posttreatment settings; (2) the drugs used as front-line treatment for BP, such as lithium
salts or various anticonvulsant agents, appear to exert mood-stabilizing effects that are specific to this disorder, and
therefore have not been typically used to treat other psychiatric disorders; (3) treatment of BP depression is itself a potent
instigator of the switch process to mania, the so-called treatment-emergent affective switch (TEAS) (Salvadore
et al., 2010).

The TEAS has now been observed for every class of drug used to treat depression (Salvadore et al., 2010), and in
many individuals provides the first evidence that they have BP rather than unipolar depression. For most people affected
by BP, depression occurs more frequently than mania, lasts longer, and may have a greater overall impact (Judd et al.,
2002; Perlis et al., 2006; Post et al., 2003). In part, this situation may reflect undertreatment of BP depression based on
fear of inducing TEAS, and based on a surprising paucity of data demonstrating the efficacy of treatments for this mood
state (Pacchiarotti et al., 2013). The high frequency of TEAS therefore represents a clinical challenge that is unique to
BP. At the same time it provides an impetus for focusing on the distinctness of BP in research aimed at understanding
its biology, such as the genetic and neural systems investigations that form the main focus of this chapter.

Much as past research and clinical practice emphasized the distinctness of BP in relation to other psychiatric
syndromes, perhaps the predominant view at present is that these apparent distinctions may be superficial or even
artifactual. Not only are there substantial phenotypic features that cut across syndromes such as BP, unipolar depres-
sion, and SCZ, as discussed in this chapter, mounting evidence points to common underlying genetic risk factors. In our
view there is much to be gained by continuing to attempt to elucidate the biological underpinnings of phenotypic
features that may be considered distinct characteristics of BP, as well as those that are apparently common across
psychiatric syndromes (as illustrated in Fig. 30.1). Uncertainties about the validity of categorical phenotypic constructs
in psychiatry have fueled efforts to explain psychopathology from a dimensional perspective. In this chapter we
therefore attempt to convey the state of progress in genetic investigations focused on BP and other syndromes, as well
as progress in efforts to identify and assay quantitative measures hypothesized to represent key dimensions of
psychopathology.

DESCRIPTIVE EPIDEMIOLOGY

Estimates of the lifetime prevalence of BP using modern diagnostic criteria generally range from 0.5% to 1.5%. The
landmark Epidemiologic Catchment Area (ECA) study (Regier et al., 1984) surveyed five different sites across the United
States using the Diagnostic Interview Schedule (Robins, Helzer, Croughan, & Ratcliff, 1981) and DSM-III (American
Psychiatric Association, 1980) criteria. Although there was some variation across sites, the overall lifetime prevalence was
0.8% for BPI and 0.5% for BPII. The National Comorbidity Survey (NCS) (Kessler et al., 1994; Merikangas et al., 2007),
which built on the work of the ECA, obtained higher rates. In a report from the NCS-R, a replication of the original survey,
a total of 9282 individuals aged 18 years and older from noninstitutional populations in 48 states were assessed using the
Composite International Diagnostic Instrument. The lifetime prevalence was found to be 1.0% for narrowly defined BPI
and up to 4.4% for the more broadly defined BP spectrum that included BPI, BPII, and subthreshold BP (Merikangas et al.,
2007). Studies conducted outside the United States using the same methods as part of the World Health Organization
World Mental Health Survey obtained a similar range of rates, which suggests that in general, the prevalence of BP is
relatively consistent across different populations (Merikangas et al., 2011).
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The prevalence of BP does not appear to vary significantly by sex, race, or social class. The ECA study found equal
rates of BP across gender and race (Weismann et al., 1991). Earlier studies, however, did find higher rates of BP in upper
social classes. For example, the New Haven Community Sample (Weissman & Myers, 1978), one of the first epidemi-
ologic surveys to use research diagnostic criteria, reported rates ranging from 4.6% in the highest social classes to 0% in the
lowest social classes. Most studies have not found significant differences in BP across social classes. A notable exception is
the ECA study, which found higher rates of mania in individuals with fewer years of education. The prevalence of BP was
1.1% for those with less than 12 years of education compared with 0.9% for those with more than 12 years of education
(Weissman, Bruce, Leaf, Florio, & Holzer, 1991).

The ECA study also found differences in the rates of BP in urban compared with rural populations. The St. Louis site
reported that the rate of BP was 1.5% in urban areas compared with 0.5% in rural areas. Similarly, the Durham site reported
that the rate of BP was 0.8% in urban areas compared with 0.2% in rural areas (Weissman et al., 1991). It is uncertain
whether urban living is a cause or consequence of BP.

COMORBIDITY

Both the ECA and NCS found that BP was accompanied by a comorbid disorder in considerably more than 50% of patients
(Tohen & Goodwin, 1995). The ECA study reported that approximately 46% of individuals with BPI had an alcohol abuse
disorder whereas 41% had a drug abuse disorder. This resulted in over 60% of individuals with BPI having any substance
abuse disorder (Regier et al., 1990) and represents a sixfold increase over unaffected individuals from the community. The
NCS reported strikingly similar results. In that study, individuals with BPI had a greater than eightfold increased risk of
having a substance abuse disorder compared with the general population (Kessler et al., 1997). Anxiety disorders,
including panic disorder, agoraphobia, social anxiety disorder, obsessiveecompulsive disorder, posttraumatic stress dis-
order, and generalized anxiety disorder, are also frequently comorbid with BP. For example, in a cross-sectional exami-
nation of the first 500 participants in the Systematic Treatment Enhancement Program for Bipolar Disorder, a multicenter
study to evaluate the longitudinal outcomes of patients with BP, over 50% were diagnosed with any anxiety disorder. Other
studies have noted a significant co-occurrence of BP with DSM-III-R personality disorders (Flick, Roy-Byrne, Cowley,
Shores, & Dunner, 1993) and eating disorders (Savino et al., 1993; Shisslak, Perse, & Crago, 1991; Simpson, al-Mufti,
Andersen, & DePaulo, 1992).
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FIGURE 30.1 Illustration of distinct and overlapping phenotypic features of major psychiatric syndromes: unipolar major depression, schizophrenia,
and bipolar disorder (manic and depressive phases).
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GENETIC EPIDEMIOLOGY

Family Studies of Bipolar Disorder

Studies have consistently found that BP aggregates in families. Craddock and Jones (1999) reviewed all published family
studies that used a modern concept of BP, measured lifetime risk of BP in first-degree relatives of a BP proband, and
interviewed at least some of the relatives directly (Craddock & Jones, 1999). They identified 21 studies meeting these
criteria, eight of which included a sample of controls. All of the studies reported an increased risk of BP in the relatives of
BP probands compared with control subjects or with the baseline risk in the general population. Craddock and Jones
performed a meta-analysis of the eight studies that included their own control groups. Focusing on narrowly defined BPI,
they estimated that the recurrence risk ratio (lR, or the ratio of recurrence risk in relatives of a proband divided by the
prevalence in the general population in first-degree relatives, was 7 (95% confidence interval [CI], 5e10). Adequate data
were not available to estimate the recurrence risk ratios of more distant relatives accurately; however, the ratios are
certainly greater than unity but less than the ratio for first-degree relatives.

A more recent review of BP family studies was carried out by Smoller and Finn (2003). It included many of the same
studies as the review by Craddock and Jones (1999), and not surprisingly arrived at similar conclusions. It went further,
however, and reviewed the existing evidence for differences in familial aggregation by important factors. It noted that the
recurrence risk in relatives of BP probands does not appear to differ by sex of the proband or the relative (Gershon et al.,
1982; Faraone, Lyons, & Tsuang, 1987; Pauls, Morton, & Egeland, 1992; Rice et al., 1987). By contrast, there is some
evidence that the recurrence risk is greater in families with an early-onset BP proband (Smoller & Finn, 2003).

Several of the rigorously designed family studies separately examined the aggregation of BPI and BPII. These studies
found that the recurrence risk of BPII tends to be higher in families with a BPII versus BPI proband (Andreasen et al.,
1987; Coryell, Endicott, Reich, Andreasen, & Keller, 1984; Endicott et al., 1985; Gershon et al., 1982; Heun & Maier,
1993), which provides tentative evidence that BPII is a distinct entity. At the same time, however, the rates of BPI also
tended to be elevated in relatives of BPII probands, which suggests a causal connection between the two spectrum
disorders.

Family Studies of Bipolar Disorder and Major Depression

As noted previously, major depression (MD) and BP are closely related mood disorders that only relatively recently have
been distinguished in our diagnostic nosology. In fact, many of the family studies before the 1960s lumped the two
disorders together when investigating familial aggregation. In the 1980s, however, family studies began to examine these
disorders separately and evaluate their cross-aggregation. The general picture to emerge from these studies is that the risk
of MD is increased in relatives of BP probands, whereas the risk of BP does not appear to be increased in relatives of MD
probands (Gershon et al., 1982; Maier et al., 1993; Tsuang, Winokur, & Crowe, 1980). Smoller and Finn (2003) reviewed
these studies and estimated that relatives of BP probands have an almost threefold increased risk of MD compared with
relatives of control probands (Craddock & Jones, 1999).

One of the largest family studies of BP in the United States to date has called into question the conclusions of the
earlier family studies of BP and MD (Merikangas et al., 2014). This study recruited 447 probands with BPI, BPII, or MD
and 2082 of their living first-degree relatives from a clinically enriched community screening. It then assessed the
participants for mania and depression as separate nonhierarchical conditions and examined their familial aggregation and
cross-aggregation. As expected from earlier studies, both mania (odds ratio [OR], 8.40; 95% CI, 3.27e20.97) and
depression (OR, 2.26; 95% CI, 1.58e3.22) significantly aggregated in families. However, the investigators found no
evidence of cross-aggregation of MD with BP or of BP with MD. They concluded “. that mania and major depression
are largely transmitted independently in families, suggesting that these major components of BP may represent distinct
underlying pathways rather than increasingly severe manifestations of a common underlying diathesis.” They further
concluded that the findings support the distinction between mania and depression as separate disease processes and that
BP is really composed of two distinct, albeit highly comorbid syndromes (Cuellar, Johnson, & Winters, 2005). The
investigators speculated that their study obtained surprising results because it was based on a community rather than
clinical sample, as has been used in previous family studies, and was therefore able to draw more valid inferences about
the relationship between BP and MD. However, it is unclear how the model proposed by these authors could account for
the clinical observations that are the foundation of the BP syndrome: specifically, the rarity of unipolar mania and the BP
switch process, including TEAS. Further study is needed to evaluate the merits of the hypothesis raised by this inter-
esting study.
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Family Studies of Bipolar Disorder and SCZ

Since Kraepelin distinguished “manic depressive insanity” and dementia praecox, there has been considerable interest in
exploring the boundaries of mood disorders and psychotic disorders and evaluating the extent of their clinical and etiologic
overlap. Hence, a number of family studies have examined the cross-aggregation between BP and SCZ. Some of these
studies found an elevated risk of SCZ among relatives of BP probands (Taylor, Berenbaum, Jampala, & Cloninger, 1993;
Tsuang et al., 1980; Valles et al., 2000) whereas several other controlled, direct interview family studies did not (Gershon
et al., 1982; Maier et al., 1993; Weissman et al., 1984). Similarly whereas one controlled study found evidence of increased
family risk of any mood disorder (BP and/or MD) in relatives of SCZ probands (Taylor et al., 1993), most studies have not
corroborated this finding (Gershon et al., 1988; Kendler & Gardner, 1997; Maier et al., 1993; Tsuang et al., 1980). Kendler
and Gardner (1997) performed a meta-analysis of three controlled direct interview studies of SCZ probands and found that
the estimates of risk of BP in relatives was similar across the three studies, with a nonsignificant increase of 1.9 (0.7e5.2)
(Kendler & Gardner, 1997).

Two family studies of BP and SCZ examined considerably larger samples ascertained from nationwide registries from
Denmark and Sweden and reported more consistent findings (Lichtenstein et al., 2009; Mortensen, Pedersen, Melbye,
Mors, & Ewald, 2003). Lichtentstein et al. (2009) examined data from the Sweden hospital discharge register which in-
cludes all public psychiatric inpatient admissions on over nine million individuals in two million nuclear families between
1973 and 2004 (Lichtenstein et al., 2009), whereas Mortensen et al. (2003) used a population based cohort of 2.1 million
individuals from the Danish Civil Registration System linked with the Danish Psychiatric Central Register which included
2299 individuals diagnosed with BP. Both found remarkably similar results (Lichtenstein et al., 2009). The Denmark study
reported that, compared with an individual in the general population, the risk of BP in siblings of a proband with SCZ was
4.66 (95% CI, 1.73e12.6) times greater, whereas the risk of BP in offspring of parents with SCZ ranged from 3.68 (95%
CI, 1.83e7.43) to 5.79 (95% CI, 3.9e8.59) times greater for fathers and mothers, respectively. The comparable BP
recurrence risk ratio estimates from the Sweden study were 3.7 (95% CI, 3.2e4.2) for siblings of a proband with SCZ and
5.2 (95% CI, 4.4e6.2) for offspring of any parent with SCZ. The Sweden study went further and estimated that the
recurrence risk ratio of SCZ was 3.9 (95% CI, 3.4e4.4) for siblings of a proband with BP and 2.4 (95% CI, 2.1e2.6) for
offspring of a parent with BP. These results provide compelling evidence for significant cross-aggregation of BP and SCZ
and suggest substantial but not complete overlap in their genetic etiologies. These studies may provide a different picture of
the familial overlap between BP and SCZ compared with earlier studies because they are truly population-based and
therefore are less susceptible to bias owing to ascertainment than more clinically based samples.

Family Studies of Bipolar Disorder and Attention-Deficit Hyperactivity Disorder

Finally, a number of family studies have been carried out to examine the relationship between BP and attention-deficit
hyperactivity disorder (ADHD). There is considerable comorbidity between BP and ADHD, and the differential diag-
nosis between the two is often complicated, especially in youth. Systematic studies have found ADHD in 57e98% of
youths with BP (Geller et al., 1995; Wozniak et al., 1995; West, McElroy, Strakowski, Keck, & McConville, 199). A
meta-analysis in 2005 estimated the prevalence of ADHD in youth with BP to be 62% (Kowatch, Youngstrom, Danielyan,
& Findling, 2005) and significantly elevated rates of BP in youth with ADHD (Donfrancesco et al., 2011; Faraone et al.,
1997; Hensch, Himmerich, & Hegerl, 2011; Lus & Mukaddes, 2009). One study reported BP in 22% of inpatients with
ADHD (Butler, Arredondo, & McCloskey, 1995), with similar findings in adults with ADHD (Bernardi et al., 2012;
Klassen, Katzman, & Chokka, 2010). These findings have raised questions about the common etiologic underpinnings of
the two disorders and motivated family studies to address these questions.

Faraone, Biederman, and Wozniak (2012) carried out a systematic review of family studies of BP and ADHD. They
identified a total of 20 BP studies which provided 37 estimates of ADHD prevalence in 4301 relatives of BP probands and
1937 control probands, and seven ADHD studies which provided 12 estimates of BP in 1877 relatives of ADHD probands
and 1601 relatives of control probands. For BP probands, the weighted prevalences of ADHD were 27% in offspring,
30.1% in siblings, and 16.5% in parents, compared with control probands in which the prevalence was 9.6% in offspring,
11.6% in siblings, and 4.5% in parents. The overall relative risk was 2.6 (2.1e3.2), regardless of whether the relative also
had BP. Interestingly, the relative risk of ADHD was nearly the same for pediatric BP probands (2.8; 2.1e37) and adult
BDI probands (2.6; 1.9e3.4). For ADHD probands, the weighted prevalence of BP was 6.8% in offspring, 5.9% in
siblings, and 5.1% in parents, compared with control probands, in which the prevalence was 3.5% in offspring, 2.8% in
siblings, 3.1% in parents. The overall relative risk was 1.8 (1.3e2.6), regardless of whether the relative also had ADHD.
Among studies of ADHD probands, the relative risk was 2.1 (0.9e4.6) for pediatric BP and 2.2 (1.4e3.6) for adult BP.
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Twin Studies

Twin and adoption studies are natural experiments that can help determine whether the familial aggregation of BP and its
related conditions is the result of genetic or environmental factors. Twin studies dating back to the 1920s have observed
that monozygotic (MZ) twins are more concordant for mood disorders than are dizygotic (DZ) twins. However, as noted
previously, these earlier studied did not distinguish between BP and MD. In a review of these earlier studies, Tsuang and
Faraone (1990) combined data from 11 twin studies published between 1928 and 1986, composed of 195 MZ and 255
same-sex DZ pairs. They reported a proband-wise concordance of 78% for MZ and 29% for DZ twins, resulting in an
estimate of heritability of 63%.

Since the 1990s, at least four twin studies using a modern concept of BP have been reported. These include studies of
486 twin pairs from the Swedish Psychiatric Twin Register (Kendler, 1993), 224 twin pairs from the Maudsley Twin
Register (Cardno et al., 1999), 38 twin pairs from the Finnish Twin Register (Kieseppä, Partonen, Haukka, Kaprio, &
Lonnqvist, 2004), and 303 twin pairs from the Norwegian Twin Register (Edvardsen et al., 2008). Estimates from these
studies of the heritability of BP ranged from a low of 73% (Edvardsen et al., 2008) to a high of 93% (Kieseppä et al.,
2004). Interestingly, all of the studies found that the remaining proportion of variation in risk for BP was explained by
individual residual factors and that there was no notable contribution of shared environmental factors. The studies by
Cardno et al. (1999) and Edvardsen et al. (2008) both found that the estimates of heritability increased when considering a
broader spectrum of BP that included both BPI and BPII. In addition, in their study, Cardno et al. (1999) examined the
overlap between BP and SCZ and found evidence for significant genetic correlation between the syndromes, 0.68 for BP
and SCZ and 0.88 for BP and schizoaffective disorder (Fig. 30.2).

Adoption Studies

Two adoption studies were conducted using a modern concept of BP. Mendlewicz and Rainer (1977) examined the
biological and adoptive parents of BP and normal adoptees and the biological parents of BP nonadoptees. They found a
significantly greater risk of BP, MD, and schizoaffective disorders in the biological parents of the bipolar adoptees
compared with the adoptive parents. The risk of affective disorders in the biological relatives of bipolar adoptees was
similar to that in the biological relatives of the bipolar nonadoptees. Wender et al. (1986) conducted a smaller study, and
found a similar although nonsignificant trend. Because adoptees inherit their genes from one family but are exposed to an
environment from another, these results provide convincing evidence that genetic factors have an important role in the
familial transmission of BP and related spectrum disorders.

MOLECULAR GENETICS

Family, twin, and adoption studies of BP provide compelling evidence that genetic factors have a leading role in the
etiology of BP. In fact, estimates of the familial recurrence risk and heritability from these studies are among the highest of
all psychiatric disorders. This has motivated considerable efforts to find susceptibility genes for BP using linkage, asso-
ciation, and more recently, sequencing approaches.
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Linkage Studies

Over 20 genome-wide linkage scans have been carried out with BP. Several regions have reached genome-wide signif-
icance in multifamily samples, including on 8q24 (Cichon et al., 2001), 15q14 (Turecki et al., 2001), 18q12 (Maziade
et al., 2001), 21q22 (Liu et al., 2001), and 22q12 (Kelsoe et al., 2001), but none of these have been consistently replicated
across studies. Other regions on 1q41, 4p16, 4q32-35, 10q21-26, 12q23-24, 13q31-33, 16p12-13, 18p11, 18q22- 23, and
Xq24-28 have been implicated with at least suggestive evidence in more than one study, but again the findings are largely
inconclusive. Three separate meta-analyses of prior linkage studies have been conducted (Badner & Gershon, 2002;
McQueen et al., 2005; Segurado et al., 2003). Each used different approaches and each arrived at different conclusions,
which highlights the inconsistency of results emerging from linkage studies of BP. More recently, a mega analysis of
nearly 1000 families with SNP linkage data provided only suggestive evidence for linkage with regions on 6q21 and 9q21
(Badner et al., 2012). Thus, despite over 2 decades of effort, linkage studies have failed to identify any susceptibility genes
for BP conclusively.

Association Studies

Numerous association studies have also been carried out to search for BP susceptibility genes. Over 400 candidate gene
association studies of BP have been reported. These studies were motivated by various hypotheses about genes in
molecular pathways, particularly related to the monamine neurotransmitter systems, thought to be involved in the
etiopathogenesis of mood disorders. A meta-analysis of these studies found that none of the candidate genes we
originally thought might be important were significantly associated with BP when evaluated by rigorous criteria
(Seifuddin et al., 2012).

The emergence of genome-wide association studies (GWAS) (also termed common variant association studies)
transformed the outlook on studying the genetics of common, complex disorders such as BP. By genotyping large
numbers of single-nucleotide polymorphisms (SNPs) and leveraging linkage disequilibrium, the entire genome can be
interrogated in a hypothesis-free manner for disease associations with common genetic variants with minor allele fre-
quencies greater than 5%. Although promising, the initial GWAS of complex psychiatric disorders, which typically used
samples sizes less than several thousand cases and controls, were limited in their success in identifying susceptibility
variants, such as the linkage and candidate gene studies before them. The few variants that were implicated had modest
effect sizes with ORs less than 1.3 (Cichon et al., 2009). As a result, it became clear that the initial GWAS were un-
derpowered and larger sample sizes would be needed to identify susceptibility variants conclusively with effect sizes of
the magnitude being observed.

It was in this context that the Psychiatric Genomics Consortium (PGC) was formed. The PGC brought together in-
vestigators from around the world with the ambitious goal of assembling existing samples in five major psychiatric dis-
orders (BP, SCZ, depression, ADHD, and autism) to carry out the largest GWAS ever conducted with these disorders
(Cichon et al., 2009).

In the initial report by the PGC on BP, data were combined from 7481 patients and 9250 control subjects and imputed
to a common panel of about 2.4M SNPs based on HapMap Phase 2 CEU reference samples (Psychiatric GWAS
Consortium Bipolar Disorder Working Group, 2011). The top 34 independently associated SNPs with a genomic control
corrected p value <5 � 10�5 were then examined in a replication sample of 4496 independent cases and 42,422 inde-
pendent controls. An analysis of the initial and replication samples combined together confirmed genome-wide significant
evidence of association with SNPs in and around CACNA1C and ODZ4. Further analysis identified an enrichment of
associations with SNPs in a pathway composed of calcium channel subunits. Intriguingly, CACNA1C and genes in the
calcium channel signaling pathway were also among the strongest findings in GWAS of SCZ (Cross-Disorder Group of
the Psychiatric Genomics Consortium, 2013a), suggesting a common role for disruptions in calcium channel signaling in
the etiopathogenesis of both BP and SCZ.

Further analysis of BP GWAS findings confirmed a significant polygenic contribution to the disorder, ie, many alleles
of small effect sizes additively increase risk. Specifically, polygenic risk scores obtained by taking the sum of alleles across
multiple top associated SNPs in discovery GWAS samples weighted by their ORs were significantly associated with BP
status in target GWAS samples. Interestingly, an analysis of GWAS data from all five disorders studied in the PGC
revealed substantial overlap in polygenic risk among several of the disorders (Cross-Disorder Group of the Psychiatric
Genomics Consortium, 2013a). In particular, highly significant overlap of polygenic risk scores was noted among BP, SC,
and MD, with the strongest effects observed for BP and SCZ. By contrast, no notable overlap was observed between BP
and ADHD or autism.
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Similar conclusions were reported in another analysis of the PGC GWAS data using a different analytic approach
(Cross-Disorder Group of the Psychiatric Genomics Consortium, 2013b). In this approach, GWAS data were used to
calculate the total variance in liability explained by SNPs (ie, SNP-based heritability) by estimating genetic similarities
between patients and control subjects based on the SNP genotypes, as well as the genetic correlation explained by the
SNPs between caseecontrol samples collected for two different disorders (ie, SNP based co-heritability). This analysis
found that the SNP-based heritability was 0.25 for BP, whereas the SNP based co-heritability was 0.68 between BP and
SCZ and 0.47 between BP and MD. Again, there was no significant evidence of co-heritability between BP and ADHD.
The estimates of co-heritability among BP, SCZ, and MD were broadly consistent with findings from the earlier family
and twin studies, and again suggest considerable overlap in the etiology of these disorders. The SNP-based heritability
estimate for BP was notably less than the previous heritability estimates from family and twin studies discussed earlier.
This phenomenon has been observed with other complex disorders and has led some investigators to question whether
variation that cannot be adequately assayed by genome-wide genotyping of common variants (SNPs) could account for
such “missing heritability” (Manolio et al., 2009) in GWAS data; this possibility has provided a major impetus for the
initiation of exome and whole-genome sequencing studies, as discussed subsequently.

It is anticipated that as larger sample sizes are collected and studied with GWAS, our estimates of the polygenic
contribution to BP will become more refined, and we will have greater power to identify additional genetic pathways
that contribute to the risk of developing BP and also how these pathways do or do not contribute to risk of both SCZ
and MD.

Sequencing Studies

The SNPs used in GWAS are able to tag only common genetic variants that typically have minor allele frequencies greater
than 5%. Therefore, GWAS are not able to detect the contribution of rare genetic variation to the risk of BP. This will
require sequencing studies, which have only recently begun to get under way. It is still early days for sequencing studies of
BP, so it is not yet possible to draw from them meaningful conclusions about the genetic architecture of the disorder.
However, because a number of caseecontrol and family samples have already been sequenced, findings from these efforts
should soon be forthcoming. In addition, to leverage their collective resources and maximize power, investigators from
around the world have joined together to form a Bipolar Sequencing Consortium that is carrying out combined analyses of
samples drawn from several independent projects. The consortium currently consists of four caseecontrol studies with data
on 5000 patients and 9000 control subjects and 10 family-based studies with data on 200 families with up to 1000 affected
relatives. The consortium will continue to grow as more BP samples are sequenced around the world and as additional
investigators join in the collective effort. As the results of the ongoing sequencing studies and the combined analyses from
the consortium emerge, we will gain a clearer picture of how rarer genetic variation contributes alongside more common
variation to risk for BP.

INTERMEDIATE TRAITS AND THE BIOLOGY OF BIPOLAR DISORDER

The handful of replicated genetic associations described earlier have begun to reveal the genetic architecture of BP, but the
biology underlying the disorder remains almost largely unknown. As noted previously, the heterogeneity of BP clinical
phenotypes and the overlap between BP and other disorders in both symptomatology and genetic risk profiles support the
usefulness of considering psychopathology dimensionally (in relation to a set of key behavioral and neurobiological
domains) rather than categorically. The National Institutes of Mental Health have established the Research Domain Criteria
project to stimulate the adoption of a quantitative dimensional approach throughout all levels of psychiatric research (Insel
et al., 2010). This development has coincided with increased interest in the field in tackling the heterogeneity of psychiatric
syndromes by delineating and genetically investigating endophenotypes, quantitative traits (ie, dimensional measures)
hypothesized to be components of the syndromes.

As initially conceived, the term “endophenotype” referred to an explanation for the geographical distributions of
specific insect populations (John & Lewis, 1966): that internal, not directly observable phenotypes represent an inter-
mediate link in a causal chain between genes and the traits that can be observed directly in the field. In the subsequent
application of this concept to psychiatric genetics, categorical disease phenotypes can be considered analogous to the
directly observable insect traits (Bearden & Freimer, 2006; Casey et al., 2013; Gottesman & Shields, 1973). The rationale
for applying the endophenotype concept to psychiatric genetic investigations is as follows: Phenotypes that are inter-
mediate in a causal chain between gene and disease phenotypes should have a simpler genetic basis and therefore be more
amenable to genetic mapping than the disease phenotypes (Gottesman & Gould, 2003).
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On the whole, the field of psychiatric genetics has not embraced endophenotype approaches. In contrast, these
approaches have a key role in other fields within human genetics, where they complement investigations of disease
phenotypes. The field of cardiometabolic genetics provides a good illustration. Quantitative trait analyses of blood
levels of the most commonly measured lipids have led to the identification of hundreds of replicated associations to
variants across the allele frequency spectrum (Service et al., 2014; Willer et al., 2013). For many of these loci the effect
size of the association to the quantitative traits is much larger than for the disease traits (such as coronary artery disease)
for which they are endophenotypes; this observation is not surprising given that lipid levels can be assayed precisely.
Furthermore, studies that have used metabolomics to more precisely assay the components of blood lipids provide
an even stronger argument for endophenotype approaches; the lipid phenotypes identified through these studies
demonstrate stronger heritability and a larger number of significant SNP associations than the standard lipid measures
(Kettunen et al., 2012).

The experience in cardiometabolic genetics suggests that the paucity of evidence for the use for genetic studies of
psychiatric endophenotypes (Flint & Munafó, 2007) may reflect the need for better endophenotypes. In this chapter we
discuss domains from which we propose that useful BP endophenotypes may emerge. We discuss traits that are quanti-
tative, objectively measurable, and possibly translatable into animal models; these traits may be valuable as phenotypes for
genetic mapping studies and eventually for investigating the “downstream” biological effects of genes.

Cognitive Endophenotypes

Traditionally, neurocognitive deficits associated with BP were regarded as state-specific, although there is now consistent
evidence that deficits remain, typically in an attenuated form, during periods of euthymia (Bourne et al., 2013; Clark,
Kempton, Scarna, Grasby, & Goodwin, 2005; Deckersbach et al., 2004; van Gorp, Altshuler, Theberge, Wilkins, & Dixon,
1998; Martinez-Aran et al., 2004; Rubinsztein, Michael, Paykel, & Sahakian, 2000; Thompson et al., 2005). The most
prominent and consistently documented areas of cognitive difficulties in BP are in the domains of sustained attention (Arts,
Jabben, Krabbendam, & van Os, 2008; Mann-Wrobel et al., 2011), working memory (Arts et al., 2008), executive function
(ie, cognitive flexibility/set-shifting), and verbal declarative memory (Arts et al., 2008; Bora, Yucel, & Pantelis, 2009).
Although residual mood symptoms and medication treatment may partially account for these deficits, they cannot entirely
account for the observed effect sizes (Bourne et al., 2013).

Of these, executive functions (ie, working memory, response inhibition, verbal fluency), processing speed and
declarative memory currently show the most promise as neurocognitive intermediate phenotypes for BP, based on evidence
for stable, trait-related impairment (ie, in a euthymic mood state) (Clark, Iversen, & Goodwin, 2002; Clark, Kempton,
Scarna, Grasby, & Goodwin, 2005; Swann, Pazzaglia, Nicholls, Dougherty, & Moeller, 2003; Wilder-Willis et al., 2001;
Zalla et al., 2004; Zubieta, Huguelet, O’Neil, & Giordani, 2001), as well as impairment in clinically unaffected relatives
(Arts et al., 2008; Bora et al., 2009) and in extended pedigrees (Glahn et al., 2010). As reviewed in Arts et al. (2008), there
is some evidence for cosegregation of neurocognitive deficits in biological relatives of probands with BP, although it is
limited because of relatively small studies and inconsistent findings. In particular, whereas large effect sizes (d > 0.8) were
noted for the domains of executive functions and verbal memory in patients with BP, effect sizes were small in first-degree
relatives (d < 0.5) but significantly different from healthy control subjects. Measures of processing speed, declarative
memory, and executive functions (verbal fluency and inhibitory control) have also been shown to be substantially heritable
in extended pedigrees (Fears et al., 2014; Glahn et al., 2010).

However, considerable heterogeneity exists within the BP population; some patients manifesting profound deficits
and a subgroup (about 30e40%) show minimal cognitive deficits (Altshuler et al., 2004). It appears that the greater the
burden of illness associated with the disorder, as reflected by the number of past manic episodes, length of illness,
number of past hospitalizations (Robinson & Ferrier, 2006), and history of psychosis (Glahn et al., 2007; Martinez-Aran
et al., 2008), the greater the neurocognitive deficits typically found in patients with BP. Patients with BP and a history of
psychosis appear to have more severe cognitive impairment, particularly in the domains of executive functioning and
spatial working memory (Glahn et al., 2007). Patients with BP and greater illness severity, particularly those with
psychotic symptoms, more closely resemble patients with SCZ with regard to the level and profile of neurocognitive
deficits. Notably, in a large-scale investigation in multigenerational families with heavy genetic loading for BP
(N ¼ 738), the neurocognitive measures that were both highly heritable and disease-associated (ie, processing speed,
declarative memory, verbal fluency, and inhibitory control functions), mirrored findings from previous SCZ casee
control, family, and pedigree studies (Greenwood et al., 2007; Gur et al., 2007; Hill, Harris, Herbener, Pavuluri, &
Sweeney, 2008), which suggests that such phenotypes could contribute to the shared risk between these disorders
suggested by GWAS (Cross-Disorder Group of the Psychiatric Genomics Consortium, 2013a).
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Premorbid Cognitive Impairment in Bipolar Disorder

Epidemiologic studies consistently document associations between early cognitive deficits and increased risk of developing
SCZ, but premorbid deficits do not seem to characterize BP. Two longitudinal studies have now shown that in fact, better
cognitive functioning in childhood or adolescence is associated with increased risk of developing BP. One study in a
Dunedin, New Zealand birth cohort (Koenen et al., 2009) and another in Sweden found that males with excellent school
performance had a nearly fourfold increased risk of later BP compared with those with average grades (MacCabe et al.,
2010). However, children with the poorest grades were also at moderately increased risk of BP (OR, 1.86), which suggests
a possible bimodal distribution, with one at-risk group associated with high and the other with low scholastic achievement.
The authors speculate that because SCZ was associated with poor scholastic achievement in the same cohort, the
low-performing individuals with BP may have subtle neurodevelopmental abnormalities similar to those in SCZ.
A meta-analysis (Trotta, Murray, & MacCabe, 2014) concluded that BP patients show small but significant deficits in
premorbid intellectual function when assessed retrospectively using a measure such as the Wide Range Achievement
Test, but not when assessed prospectively. However, moderate cognitive impairment (effect size of about 0.6) was
detectable after onset, which suggests that patients with BP experience a decline in cognitive functioning that accompanies
illness onset.

NEUROIMAGING INTERMEDIATE TRAITS

Because BP is characterized by a primary disturbance in mood regulation, brain systems involved in emotional behavior
are likely to underlie symptoms of the disorder. In particular, the amygdala, a region of specialized nuclei in the medial
temporal lobe, is a critical component of the neural circuitry involved in regulation of emotional valence. Amygdala lesions
are known to cause abnormalities in emotional expression, as well as learning and memory deficits, in humans and in
animal models (Gallagher & Chiba, 1996; Phelps & LeDoux, 2005). Anomalous development of limbic structures has been
hypothesized to contribute to BP susceptibility through the dysregulation of brain regions involved in higher-order
cognitive function (Pfeifer, Welge, Strakowski, Adler, & DelBello, 2008; Strakowski, Delbello, & Adler, 2005). How-
ever, despite intensive interest, BP disease pathophysiology is not yet well understood. Over the past several years a
number of studies assessing structural neuroanatomy in BP have been published, but results have been highly variable;
lateral ventricular enlargement is the most consistently reported finding (Hallahan et al., 2011). Although the etiology of
ventriculomegaly in BP is unknown, there is some evidence that ventricular volumes are greater in patients with BP who
have experienced multiple mood episodes (Strakowski et al., 2002), which suggests that ventricular expansion may be a
consequence of repeated episodes. However, this finding has not been consistently replicated.

Small and clinically heterogeneous samples likely contribute to the variability in findings across studies. Several
meta-analyses have been published to address this challenge and to more definitively answer the question of whether there
are reproducible structural alterations that characterize the brains of individuals with BP (Kempton, Geddes, Ettinger,
Williams, & Grasby, 2008; McDonald et al., 2004). These investigations have highlighted the substantial heterogeneity
across studies for limbic structures of interest, particularly the amygdala and thalamus (McDonald et al., 2004). Notably,
two meta-analyses of amygdala volume across child and adult patients with BP concluded that in fact amygdala volumes
are significantly reduced in pediatric BP but not in adults (Pfeifer et al., 2008). Investigators speculate that this may be the
result of a compensatory reaction in response to environmental stressors, or other aspects of disease progression including
long-term medication exposure. This possibility is consistent with animal data indicating that lithium directly affects
amygdala physiology (Youngs et al., 2006). Nevertheless, these findings are not based on prospective longitudinal
studies, and thus another interpretation is that the underlying pathophysiology may differ between early-onset versus
adult-onset BP.

In contrast to a meta-analysis, which involves combining summary results from individual studies, a mega-analytic
approach involves a joint analysis of pooled participant data from available studies. Using this approach, Hallahan
et al. (2011) analyzed raw data obtained from 321 individuals with BP and 442 demographically comparable healthy
control subjects collected across 11 international research groups. This study found that, relative to controls, individuals
with BP had increased right lateral ventricular, left temporal, and right putamen volumes. Medication effects contributed to
these differences, because patients with BP who were taking lithium had significantly increased medial temporal (ie,
hippocampal and amygdala) volume relative to patients not treated with lithium and healthy control subjects. In addition,
illness duration was significantly associated with global cerebral volume in BP. These efforts have dramatically expanded,
with current efforts such as the Enhancing NeuroImaging Genetics through Meta-Analysis Consortium (Thompson et al.,
2014), a collaborative network of over 70 institutions worldwide, which is based on principles of data sharing, standardized
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analysis tools, and the goals of making credible discoveries regarding the genetic basis of neuroanatomic variation, in both
healthy populations and in the context of disease, including BP.

Because of the high heritability of bipolar illness (Lichtenstein et al., 2009), several studies have investigated whether
similar neuroanatomic alterations characterize clinically unaffected relatives. In this regard, abnormalities in white matter
structure are of particular interest as endophenotype markers (Emsell et al., 2013) given early findings of increased rates of
white matter hyperintensities in patients with BP (Bearden, Hoffman, & Cannon, 2001; Kempton et al., 2008) and in their
clinically unaffected relatives in extended pedigrees (Ahearn et al., 1998), as well as evidence for high heritability of white
matter organization (Fears et al., 2014; Kochunov et al., 2014). Diffusion tensor imaging (DTI) studies of white matter
microstructure in BP have consistently observed disrupted white matter tracts in unaffected relatives of patients with BP
(Chaddock et al., 2009; Mahon et al., 2013; Sprooten et al., 2011). Using anatomically driven DTI tractography methods in
families multiply affected with BP-1, Emsell et al. (2013) found significantly reduced fractional anisotropy (a measure of
global integrity of white matter tracts) as well as increased radial diffusivity (associated with myelin injury in animal
models) (Song et al., 2002) in the cingulum, callosal splenium, and superior and inferior longitudinal fasciculus, in patients
with BP compared to control subjects and their nonbipolar relatives. Moreover, increasing genetic liability was associated
with increased white matter disruption in frontolimbic (uncinate fasciculus) and frontoparietal (superior longitudinal
fasciculus) white matter tracts, which suggests that alterations in these tracts may be a potential marker of endophenotypic
risk.

Regarding volumetric abnormalities, Hajek et al. (2013) found that both unaffected and affected relatives of BP
probands, as well as individuals early in the course of illness showed larger right volume of the right inferior frontal gyrus
(rIFG), a brain structure critically involved in inhibitory control, relative to healthy control subjects. The rIFG volume
correlated negatively with illness duration and, relative to controls, was smaller among individuals with BP with long-term
illness burden and minimal lifetime lithium exposure. Notably, several functional neuroimaging studies have also found
attenuated activation in this region in both patients with BP and those at genetic high risk (Lim et al., 2013; Roberts et al.,
2012; Strakowski et al., 2005). In a study of pedigrees with multiple affected family members Fears et al. (2014) found
cortical thickness in this region, along with a more extensive frontotemporal cortical network, to be highly heritable, as
well as differentially affected in those with BP-1 (Fig. 30.3); furthermore, the inferior frontal gyrus showed evidence of
shared genetic influence with limbic regions.

Because of evidence that a large number of causal variants, each of which make a small individual contribution,
cumulatively contribute to overall disease risk (Ripke et al., 2013), studies have begun investigating polygenic risk scores
based on disease phenotypes relative to neuroimaging intermediate traits. In one of the first studies to use this approach,
Whalley et al. (2013) investigated polygenic risk scores for BP and MD based on genome-wide association data from the
Psychiatric GWAS Consortium in relation to DTI data in a cohort of unaffected youth at high familial risk of mood
disorder, and found that higher polygenic risk load for MD was significantly associated with decreased white matter
integrity. These findings suggest that there may be an aggregate effect of multiple SNPs associated with mood disorder risk
on white matter integrity in individuals at familial high risk.

Cross-Cutting Endophenotypes

As noted earlier, certain neurocognitive anomalies have been observed to distinguish those with a psychotic from
nonpsychotic form of bipolar illness. Patients with BP and SCZ generally manifest similar profiles of cognitive deficit (Hill
et al., 2008; Schretlen et al., 2007; Seidman et al., 2002); attention, working memory, and verbal declarative memory are
among the most prominent areas of difficulty, although deficits in BP patients tend to be milder (Ivleva et al., 2010). In
contrast, other intermediate behavioral traits appear to be distinct to BP, most notably perceptual creativity; individuals
diagnosed with BP tend to be overrepresented in creative occupations relative to both individuals with other psychiatric
disorders and the general population (Kyaga et al., 2011), and perceptual creativity is shown to be both heritable (Fears
et al., 2014) and associated with genetic vulnerability to BP (Simeonova, Chang, Strong, & Ketter, 2005).

Whereas medial temporal structural alterations are inconsistently observed in patients with BP overall, smaller
hippocampi have been observed specifically among patients with BP with psychotic symptoms, but not in patients with
nonpsychotic BP (Strasser et al., 2005). This raises the question of whether medial temporal alterations characterize both
affective and nonaffective psychosis spectrum disorders. Findings from the Bipolar-Schizophrenia Network on Interme-
diate Phenotypes study indicate that indeed, hippocampal volume reductions similarly characterized patients with SCZ,
schizoaffective disorder, and psychotic BP, with the most prominent differences being in cornu ammonis, which forms the
area between the dentate gyrus and subiculum, and is composed primarily of pyramidal cells (Andersen, Morris, Amaral,
Bliss, & O’Keefe, 2007). Interestingly, alterations in the entorhinal cortex and parahippocampal regions were limited to
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SCZ and schizoaffective disorders. Hippocampal volumes were positively correlated with severity of psychotic symptoms
and with global cognitive function, as well as with declarative memory.

Neurodevelopmental Contributions to Bipolar Disorder

Neurodevelopmental disturbances are implicated in the pathophysiology of many child or adolescent psychiatric disorders,
notably SCZ (Cannon, Rosso, Bearden, Sanchez, & Hatley, 1999; Murray & Lewis, 1987; Vita, Dieci, Giobbio, Tenconi,
& Invernizzi, 1997). Because of the symptomatic and genetic overlap between SCZ and BP, many investigators have
speculated that similar neurodevelopmental alterations may underlie BP. However, the evidence for neurodevelopmental
factors in BP is equivocal. First, as discussed earlier, there is no consistent evidence for premorbid cognitive impairment,
although one population-based cohort study noted poorer premorbid social function in individuals who later developed BP
(Cannon et al., 2002).

While the underlying neuropathology of structural brain anomalies in BP has not been well characterized, existing
postmortem studies have observed decreases in glial density, as well as neuronal size and density, in prefrontal cortical
regions in patients with mood disorders, although findings are not entirely consistent across studies (Harrison, 2002;
Ongur, Drevets, & Price, 1998). Reductions in glial populations (ie, oligodendrocytes, astrocytes, and/or microglia)
could underlie the observed white matter abnormalities observed in neuroimaging studies. However, there is no
postmortem evidence of neuronal loss in BP. The portion of the prefrontal cortex ventral to the genu of the corpus
callosum (subgenual prefrontal cortex; sg24) is a brain region of great interest in BP, because this region is implicated in
the mediation of emotional responses to socially salient stimuli. An early positron emission tomography study in fa-
milial patients with unipolar disease and BP found that abnormally decreased blood flow was localized to this particular
region; concomitant MRI findings indicated an almost 40% reduction in volume in this region (Drevets et al., 1997).
Ongur et al. subsequently investigated the cellular correlates of this volume reduction, finding reduced glial density
and number in the subgenual prefrontal cortex of familial patients with unipolar disease and BP but no differences in
neuronal size or density, abnormalities which were not seen in nonfamilial patients. A subsequent, larger study from the
Stanley Foundation of postmortem brain tissue from demographically well-matched and clinically well-characterized
patients with unipolar disease, BP, and SCZ and control subjects confirmed these findings, again only in the
subset of patients with a family history (Torrey, Webster, Knable, Johnston, & Yolken, 2000). In contrast, Benes (2000)
and Benes, Vincent, and Todtenkopf (2001) found decreased interneuron density in this region but no differences in
glial density or neuron size. Konopaske, Lange, Coyle, and Benes (2014) investigated postmortem brain tissue from the
dorsolateral prefrontal cortex (Brodmann area 46) of patients with SCZ and BP, and healthy control subjects.
Dendritic spine loss (ie, reduced spine density, number, and dendrite length) characterized both individuals with SCZ
and those with BP, which suggests common pathophysiologic features across the two disorders, which the authors
speculate may be related to altered N-methyl-D-aspartate receptor signaling. Patients with BP who were taking lithium,
however, had longer basilar dendrites, which was consistent with findings in rats (Wood, Young, Reagan, Chen, &
McEwen, 2004).

Collectively, these findings indicate that BP is not classically degenerative, and thus these abnormalities may occur
earlier in development. Although the significance of the glial reduction observed in some studies is unknown, some in-
vestigators hypothesize that astrocytes may be the glial population primarily affected, given their predominance in gray
matter (Harrison, 2002). Astrocytes are increasingly recognized to contribute to neuronal migration and synaptic plasticity,
and thus observed structural and functional neuroanatomic alterations in BP may be a downstream consequence of glial
pathology (Harrison, 2002; Rajkowska, 2000). This possibility remains speculative, until the underlying neuropathology of
BP is better characterized.

Circadian Disturbances in Bipolar Disorder

Disruptions in biological rhythms are a hallmark of BP. Because the disorder typically displays cyclic, episodic, and often
seasonal patterns, a number of investigators have speculated that circadian dysregulation may underlie its pathophysiology
(Kripke, Mullaney, Atkinson, & Wolf, 1978; Lewy, Lefler, Emens, & Bauer, 2006; Mansour, Monk, & Nimgaonkar,
2005). Disruptions in the sleepewake cycle may be the most frequent precipitants of manic and depressive episodes,
regardless of whether such disruptions derive from external or endogenous influences (Frank, Swartz, & Kupfer, 2000).
Furthermore, sleep disturbance is among the most commonly reported prodromal symptoms preceding the onset of an
initial manic episode (Conus et al., 2008, 2010). As such, it has been hypothesized that reduced sleep may act as a “final
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common pathway” in triggering mania. Investigation of the molecular mechanisms underlying sleep and circadian rhythm
alterations associated with BP may therefore be a key to elucidating the pathogenesis of the disorder.

A meta-analytic review compiled studies that employed actigraphy, sleep diary, polysomnography, and questionnaire
measures to investigate sleepewake patterns in individuals with interepisode BP and/or those at high risk, as defined by
family history or subthreshold symptoms (Ng et al., 2014). The authors conclude that across studies, sleep onset latency,
wake after sleep onset, and variability of sleepewake measures displayed the most consistent disruption in patients with
interepisode BP relative to healthy control subjects. In addition, patients with interepisode BP spend a similar amount of
time trying to fall asleep as do individuals with primary insomnia. Compared with control subjects, individuals at high
risk for BP demonstrated greater variability in sleep efficiency and lower relative amplitude, as evidenced by weaker and
more unstable resteactivity cycles, and (according to one study) greater variability in total sleep time (Meyer & Maier,
2006). These findings are consistent with the instability model of BP originally put forth by Goodwin and Jamison (2007)
and suggest that variability in sleepewake cycle may be a possible endophenotype for BP. However, more prospective
research in familial high-risk individuals is warranted to determine whether sleepewake cycle variability is predictive of
outcome.

Most tissues throughout the body incorporate endogenous molecular clocks, which have critical roles in regulating
physiological processes, including those influencing mood states. Several studies in animal models have implicated
specific circadian genes in regulating mood and reward responsivity. For example, mice with a Clock gene mutation have a
behavioral phenotype involving hyperactivity, reduced sleep, lowered “depression-like” and anxiety behavior, and
enhanced value for rewarding stimuli (cocaine, sucrose, and medial forebrain bundle stimulation) (Roybal et al., 2007), ie,
one that resembles the manic phase of bipolar illness, as well as increased dopamine synthesis and dopaminergic activity
(Coque et al., 2011). Administration of lithium to these mice leads to normalization in their behavior (Roybal et al., 2007)
and in striatal dopamine activity (Coque et al., 2011). Investigation in mouse models generated with mutations in other
circadian rhythm genes, including GSK3beta and sirtuin 1, have also described the development of “manic-like” behaviors
in such mice (McClung, 2013). Knockout in mice of the circadian gene Period leads to increased mesolimbic dopamine
levels and altered neuronal activity in the striatum, which may be relevant to reduction in the mutant mice in behaviors that
have commonly been related to depression (reduced immobility on the forced-swim test) (Hampp et al., 2008). Chung et al.
(2014) discovered that the circadian nuclear receptor REV-ERBa affects midbrain dopamine production and mood-related
behavior in mice. Deletion of the REV-ERBa gene or pharmacological inhibition of REV-ERBa activity in the ventral
midbrain induced mania-like behavior, concomitant with a central hyperdopaminergic state. Collectively, these findings
indicate molecular links between the regulation of circadian rhythms, mesolimbic dopaminergic function, and mood.

SUMMARY AND CONCLUSIONS

More than 100 years after the first delineation of BP as a psychiatric syndrome, large-scale genetic studies are beginning to
reveal its molecular underpinnings. The first sets of replicated associations include some loci overlapping with those from
SCZ studies, as well as some that appear to be distinct to BP. To date, however, the progress of BP genetics has lagged
behind that of SCZ genetic studies, which have now identified more than 100 associated risk loci (Schizophrenia Working
Group of the Psychiatric Genomics Consortium, 2014). This may reflect the etiologic heterogeneity of the BP clinical
phenotype, and has spurred efforts to refine our conception of this phenotype both to attempt to clarify the relationship
between BP and other psychiatric syndromes as well as to identify the underpinnings of its distinctive features. Most
notably, these include its cyclicity and episodicity, its association with disturbances in sleep and circadian rhythm, the
effectiveness of mood-stabilizing agents, and the switch process between depression and mania.

Neuroimaging represents perhaps the most widely implemented approach aimed at enhancing our understanding of BP
phenotypes. Because structural and functional neuroimaging measures are highly heritable and are informative regarding
underlying neural dysfunction, investigation of BP-associated brain anomalies can potentially elucidate underlying bio-
logical mechanisms. However, psychotropic medications likely affect neuroanatomic measures in ways that are difficult to
characterize in naturalistic studies, given nonrandom ascertainment to treatment, and highly varying lengths of treatment
and dosages (Bearden et al., 2008; Kempton et al., 2008). As such, studies in clinically unaffected family members of
patients with BP can be informative regarding neuroanatomic markers that index the genetic risk for the illness. Prospective
longitudinal studies are also critical for answering questions regarding state versus trait anomalies. The introduction of
actigraphy as a research tool has permitted the initiation of large-scale investigation of sleep and circadian rhythm traits as
components of BP, but few conclusive findings have yet emerged from such research.

As genetic studies of BP extend their scope to include much larger samples and to incorporate more sophisticated
phenotyping strategies, we can expect to obtain a substantially greater understanding of the genetic architecture of the
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syndrome. Large-scale exome and whole-genome sequencing studies of BP conducted over the next few years will
provide, for the first time, the opportunity to identify low-frequency or rare variants that exert a large impact on BP and/or
its endophenotypes. The results of these studies will guide a new generation of investigations into the basic biology of BP
and inform the search for improved treatments and preventive interventions.
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Defining features of major depression include low mood, feelings of helplessness and hopelessness, a lack of enjoyment
or interest in activities, lowered energy and concentration, and changes in appetite and sleep patterns. It is perfectly
normal to experience one or several of these symptoms from time to time, perhaps in response to emotional distress or
bereavement. What renders them clinically significant are their severity and duration. Are the severity and duration of the
symptoms disproportionate to the instigating event, do they affect the individual’s functioning, and do the symptoms
persist even in the face of ameliorating external factors? If so, the depressive experience ceases to be considered a normal
response to adversity and is instead considered an episode of mental illness. Major depression is common (affecting
16.2% of individuals in the United States during their lifetime) (Greenberg et al., 2003) and potentially life-threatening.
It incurs great economic cost to society ($83.1 billion per annum in the United States) (Greenberg et al., 2003) and places
immense burden on the affected individual as well as his or her family. The impact of major depression on well-being
and functioning is in line with that seen in other major chronic conditions (eg, arthritis and diabetes mellitus) (Wells
et al., 1989) and the functional impairments associated with the disorder often remain after the remission of a depressive
episode (Hays, Wells, Sherbourne, Rogers, & Spritzer, 1995). Indeed, the World Health Organization predicts that major
depression will be second only to ischemic heart disease as a cause of disability worldwide (Murray & Lopez, 1996;
Murray et al., 2012).
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Because its etiology and pathogenesis remain largely unexplained, major depression, like other psychiatric diseases,
is understood entirely on the basis of symptomatology. Considering its high prevalence rate (see subsequent discussion),
one might expect the symptomatology of major depression to be consistent from case to case. However, major
depression is a highly heterogeneous disorder in which patients differ in terms of symptom presentation, response to
treatment, and clinical course (Belmaker & Agam, 2008). In part, this marked heterogeneity may be exacerbated because
the diagnosis of major depression, as canonized by the fifth edition of the Diagnostic and Statistical Manual of Mental
Disorders (DSM-5) (Association AP, 2013), relies on the presence of five of nine symptoms: depressed mood, anhe-
donia, significant weight loss or gain, insomnia or hypersomnia, psychomotor agitation or retardation, fatigue, feelings
of worthlessness, diminished ability to concentrate, and recurrent thoughts of death. Thus, it is possible that two in-
dividuals with the same diagnosis could manifest almost completely different symptoms. Indeed, our current diagnostic
classification of major depression likely encompasses a group of disorders that are heterogeneous with respect to eti-
ology and pathophysiology. It is possible that the breadth of the diagnostic criteria leads to the poor temporal reliability
of this diagnosis in clinical samples (Bromet, Dunn, Connell, Dew, & Schulberg, 1986; Kendler, Neale, Kessler, Heath,
& Eaves, 1993). This redundancy in the diagnostic criteria for major depression illustrates the heterogeneous nature of
the disorder (Chen, Eaton, Gallo, & Nestadt, 2000; Lorant et al., 2003; Merikangas, Wicki, & Angst, 1994; Zimmermann
et al., 2009), which is compounded by the fact that many individuals in a depressive episode never seek treatment
(Kessler et al., 2003).

The marked heterogeneity of the illness makes it difficult to develop accurate neurobiological models of the illness.
Whereas large-scale meta-analyses (Kempton et al., 2011; Schmaal et al., 2015) are beginning to dissociate patients in
terms of clinical characteristics, most neuroimaging studies include all forms of major depression despite growing evidence
that differences in presentation may reflect distinct etiologies and possibly unique neural systems. Similar criticisms could
be raised about functional neuroimaging studies. Although the use of model organisms has fundamentally improved our
understanding of the brain circuitry associated with stress, depressed mood, and psychomotor agitation/retardation
(Krishnan & Nestler, 2008), because the relationship between specific symptoms and the manifestation of the illness
associated with such high levels of disability in humans is unclear, the usefulness of this work for identifying the etio-
logical bases or pathogenesis of major depression is unknown (Flint & Kendler, 2014). One argument for searching for
genes that influence major depression is that such genes will provide a window into the neurobiology of the illness,
potentially providing mechanistic insights (Flint & Kendler, 2014). Unfortunately, it has been difficult to identify risk
genes for major depression, with relatively little progress. As discussed in more detail subsequently, an increased effort to
delineate the genetic architecture of major depression is surely warranted.

It is clear that major depression is a heterogeneous disorder with a highly variable course, an inconsistent response to
treatment, and no established etiology. It is unsurprising that our current treatments, which are based purely on minimizing
symptoms either with pharmacological agents (Belmaker & Agam, 2008; Berman et al., 2000; Pariante & Miller, 2001;
Wolkowitz et al., 1999; Zarate et al., 2006) or via psychological therapies (Butler, Chapman, Forman, & Beck, 2006;
Morgan, 2003), have limited efficacy. Arguably, our current lack of understanding of the root causes of the disorder
hinders improvements in prevention, diagnosis, and treatment. Given the substantial public health implications for
discovering aspects of the pathophysiology of major depression that lead to prevention or therapeutic strategies, the
scientific and governmental communities cannot afford to ignore this illness. Indeed, improving our understanding of the
etiology and pathophysiology was identified as one of the grand challenges for mental health researchers and practitioners
(Collins et al., 2011). The goal of this chapter is to review current knowledge about the epidemiology, heterogeneity,
neuroanatomy, neurophysiology, and genetics of major depression to provide a more complete conceptualization of the
illness.

PREVALENCE OF MAJOR DEPRESSIVE DISORDER

Using data from the National Comorbidity Survey Replication (n ¼ 9090), Kessler et al. (2003) estimated that the lifetime
prevalence of DSM-IV major depressive disorder is 16.2% (95% confidence interval [CI], 15.1e17.3) and that the
prevalence for a depressive episode in the preceding 12 months was 6.6% (95% CI, 5.9e7.3). Mean episode duration was
16 weeks (95% CI, 15.1e17.3). Weissman et al. (1996) used similar epidemiological sampling techniques in 10 countries
to estimate the rates of major depression across different nationalities (n ¼ about 38,000) and found that the lifetime
prevalence for major depression varies widely across countries, ranging from 1.5% in Taiwan to 19% in Lebanon. The
mean age at onset was less variable (range, 24.8e34.8 years) and in every country the rates of major depression were
higher for women than men (Weissman et al., 1996). Although it is clear that rates of major depression vary between
nations and between racial/ethnic groups within a nation (Riolo, Nguyen, Greden, & King, 2005; Williams et al., 2007), it
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is less clear whether this reflects true biological differences or is confounded with cultural and socioeconomic issues
(Hirschfeld & Weissman, 2002).

In a now classic study, Bromet et al. (1986) analyzed the 18-month test-retest stability of lifetime major depression
diagnosis, as determined by a standardized clinical interview, in 391 community-dwelling females. The reliability for the
diagnosis was poor (k ¼ 0.40) and appeared to be influenced by the clinical presentation of the individual at the time of
assessment rather than demographic, psychosocial, and interviewer characteristics. Even among women who reliably
reported lifetime depressive episodes, the reported number of episodes, length of their longest episode, and age at first
episode were found to be inconsistent. Questions about the temporal reliability of the major depression diagnoses remain a
difficult issue for the field (Kendler, 1993), because current symptomatology seems to predict lifetime diagnostic status
unduly. Indeed, data from test-retest reliability for major depression from the DSM-5 field trials were questionable
(k ¼ 0.25 [0.13e0.36]), indicating that even with modern methods our ability to and reliably diagnose depression
consistently is modest (Regier et al., 2013). Although there are questions about the meaning of limited diagnostic reliability
and methodological issues (Kraemer, Kupfer, Clarke, Narrow, & Regier, 2012), poor temporal reliability for lifetime major
depression diagnoses likely limit our understanding of the prevalence of the illness and highlight the need for more
diagnostic indices that do not entirely depend on self-report.

RISK FACTORS FOR MAJOR DEPRESSIVE DISORDER

Numerous risk factors have been identified for major depression (Hirschfeld & Weissman, 2002), including sex
(gender), marital status, socioeconomic status, life events (particularly early trauma), general medical history, and
family history. Studies consistently show that women are almost twice as likely as men to hold a lifetime major
depression diagnosis (Kendler, Gatz, Gardener, & Pedersen, 2006; Nolen-Hoeksema, 1987). However, as noted earlier,
lifetime diagnoses of major depression are not terribly consistent over time and if men are less reliable when reporting
depressive episodes than women (Aneshensel, Estrada, Hansell, & Clark, 1987; Wells & Horwood, 2004), differences
in the rates of major depression between women and men could be exacerbated by nonedepression related sex dif-
ferences (eg, general accuracy for medical history) (Kriegsman, Penninx, van Eijk, Boeke, & Deeg, 1996). However the
decreased reliability among men when recalling prior depressive episodes is not supported by all studies (Aneshensel
et al., 1987; Wells & Horwood, 2004), and other studies do not support this hypothesis (Fennig, Schwartz, & Bromet,
1994; Kendler, Gardner, & Prescott, 2001). Interestingly, data from the National Comorbidity Survey Replication
sample indicated that the probability of recurrence (eg, additional episodes) is almost identical for women as it is for
men with a history of depression (Kessler, McGonagle, Swartz, Blazer, & Nelson, 1993). Similarly, women and men in
the Baltimore Epidemiologic Catchment Area sample had comparable rates of recurrence and similar episode lengths
(Eaton et al., 1997), which suggests that the higher prevalence among women is largely the result of higher risk of initial
onset.

Divorced, separated, and widowed individuals are substantially more likely to experience depression than are married
or never-married persons (about 11 times increased risk in the United States) (Weissman et al., 1996), although the di-
rection of this association is not clear (Blazer, Kessler, McGonagle, & Swartz, 1994). In the National Comorbidity Survey
sample, the odds ratios for lifetime and current major depression were significantly higher among individuals earning less
than $20,000 a year and declined as income increased (Hirschfeld & Weissman, 2002). Furthermore, a prospective cohort
study using the annual Belgian Household Panel Survey (1992e99) showed a clear relationship between worsening
socioeconomic circumstances and increased depression (Lorant et al., 2007).

Ethnicity is risk factor for major depression (Gonzalez, Tarraf, Whitfield, & Vega, 2010; Riolo et al., 2005). Based on
data from the National Health and Nutrition Examination Survey III (n ¼ 8449), Riolo et al. (2005) found that prevalence
of major depressive disorder was significantly higher in white people than in African-American and Mexican American
individuals. However, the opposite pattern was found for dysthymic disorder, which raises questions about the diagnostic
process applied (Riolo et al., 2005). Other cultural differences such as increased somatization (Kleinman, 2004) or
increased stress owing to perceptions of family dysfunction (Hovey & King, 1996) have been noted in minority and
immigrant populations. The finding of increased mental illness (in particular depression and substance abuse) in US-born
subjects compared with immigrants, termed the “immigrant paradox,” suggests that factors related to acculturation,
perceived discrimination, or relative social status influence these disorders (Alegría et al., 2008). Yet, using carefully
conducted face-to-face interviews, Olvera et al. (2011) reported a 35% prevalence in major depression among low-income
Mexican American people from the San Antonio region, with expected sex differences, comorbid anxiety disorders, and
substance misuse (Kessler et al., 2003; Weissman et al., 1996), which raises questions about the cultural competency of
diagnostic measures for major depression.
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Kendler et al. reported that stressful life events have a causal relationship with the onset of episodes of major
depression. However, the relationship between stressful life events and depression risk is complicated and possibly
bidirectional given that individuals predisposed to major depression select themselves into high-risk environments
(Kendler, Karkowski, & Prescott, 1999).

In a highly influential article, Caspi et al. (2003) reported a gene-by-environment interaction influencing risk for major
depression in a large epidemiological cohort. Specifically, a functional polymorphism in the promoter region of the
serotonin transporter (5- HTTLPR) gene was found to moderate the influence of stressful life events on depression.
Individuals with one or two copies of the short allele of the 5-HT T promoter polymorphism exhibited more depressive
symptoms, diagnosable depression, and suicidality in relation to stressful life events than did individuals homozygous for
the long allele (Caspi et al., 2003). However, a subsequent meta-analysis found no association between the 5-HTTLPR
genotype and depression in any of the individual studies or in the weighted average (odds ratio ¼ 1.05; 95% CI,
0.98e1.13) and no interaction effect between genotype and stressful life events on depression was observed (OR, 1.01;
95% CI, 0.94e1.10) in women alone or men alone, or in combined analyses (Risch et al., 2009). By contrast, this
meta-analysis did find a significant association between the number of stressful life events and depression risk (OR, 1.41;
95% CI, 1.25e1.57). These articles demonstrate the difficulties when trying to identify a gene-by-environment interaction
in candidate genes with weak effects (Glahn et al., 2014).

As with most mental illnesses, family history of depression is among the strongest risk factors. Weissman et al. (1984)
reported a lifetime major depression rate (morbidity risk) of 14.7e16.4% in the first-degree relatives (n ¼ 2003) of
depressive probands (n ¼ 335) compared with a rate of 5.1% in the relatives of control subjects (Prusoff, Weissman,
Merikangas, Leckman, & Harding, 1984). A meta-analysis of five studies reported unanimous support for familial ag-
gregation of major depression in probands compared with comparison subjects (Sullivan, Neale, & Kendler, 2000). Across
the five studies, there was strong evidence for increased rates of major depression in first-degree relatives (c2 ¼ 97.7;
degrees of freedom ¼ 1; P < 0.00005), equating to an odds ratio of 2.84 (95% CI, 2.31e3.49). These data suggest a strong
familial component to risk for major depression that could reflect common environment, genetic factors, or more likely a
combination of the two.

Comorbidity between substance dependence and major depression is well documented in large epidemiologic studies
(Grant, Hasin, et al., 2004; Grant, Stinson, et al., 2004; Kessler et al., 2005, 1994). Among individuals with alcohol or
substance dependence, the likelihood of major depression and/or an anxiety disorder is significantly increased (Grant et al.,
2004, 2005; Hasin, Stinson, Ogburn, & Grant, 2007), even after covarying for demographic characteristics and other
psychiatric disorders (Compton, Thomas, Stinson, & Grant, 2007; Hasin et al., 2007). As the severity of substance misuse
increases from use to abuse to dependence, the observed rate of depressive or anxiety disorders likewise increases
(Compton et al., 2007; Merikangas et al., 1998). Psychiatric comorbidities among individuals with addictive disorders are
associated with poorer outcomes, including more severe symptomatology, greater social and functional impairments, and
increased suicide risk (Davis et al., 2006; Jamal, Willem Van der Does, Cuijpers, & Penninx, 2012). Although it is possible
that high levels of comorbidity between major depression and substance dependence reflect an attempt to self-medicate
with drugs of abuse (Khantzian, 1997; Markou, Kosten, & Koob, 1998), twin and family studies consistently report
that substance use and mood disorders share overlapping genetic effects (Edwards & Kendler, 2012; Edwards, Maes,
Pedersen, & Kendler, 2011; Kendler et al., 1993; Lynskey et al., 2004; Lyons et al., 2008; Maher, Marazita, Zubenko,
Kaplan, & Zubenko, 2002; Olvera et al., 2011; Prescott, Aggen, & Kendler, 2000; Tsuang, Bar, Harley, & Lyons, 2001;
Vink et al., 2014).

Comorbidity between major depression and other medical conditions is well documented (Anderson, Freedland,
Clouse, & Lustman, 2001; Carney et al., 1988; Dowlati et al., 2010; Katon, 2003; Musselman, Evans, & Nemeroff, 1998),
although a mechanistic explanation for this co-occurrence is unknown.

DIAGNOSTIC HETEROGENEITY IN MAJOR DEPRESSIVE DISORDER

As mentioned previously, heterogeneity in terms of symptom type and presentation, duration of episodes, and treatment
response is substantial in major depression. One popular strategy for reducing illness heterogeneity for research and
treatment purposes is through the use of clinical subtypes (Judd, 1997; Levinson, 2006). For example, by describing a
distinctive phenomenology and providing evidence for specific risk factors, outcomes, and response to treatment, Prigerson
et al. (2009) argued that prolonged grief constitutes a distinct mental disorder. However, prolonged grief was not included
as a separate illness in DSM-5. In general, the complexity of clinical presentations makes it difficult to determine which
combination of symptoms/indicators best defines subgroups of the disorder (Judd, 1997), particularly because symptoms
have been shown to be independently influenced by distinct risk factors (Fried, Nesse, Zivin, Guille, & Sen, 2013).
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Weissman et al. (1986) used familial aggregation to examine putative clinical subgroups for major depression, including
age at onset, clinical severity, symptom patterns (eg, episode recurrence), or the presence of other disorders (comorbidity).
They reported that only early age at onset, or major depression with an anxiety disorder or secondary alcoholism, were
independently related to increased risk of major depression in relatives (Weissman et al., 1986), which suggests that these
groupings might be particularly useful when examining the genetic underpinnings of major depression (Glahn et al., 2012;
Levinson et al., 2003, 2007). Additional subtypes include melancholic depression, atypical depression, and psychotic
depression, although (with the exception of the last) it is unclear whether these subtypes represent etiologically distinct
disease entities or differing points on a depressive continuum (Cowen, 2013). In addition, grouping depressed individuals
based entirely on their clinical presentation and history tends to have low reliability and little prognostic or research
usefulness (Angst, 1985; Bromet et al., 1986; Judd & Akiskal, 2000; Merikangas et al., 1994). That being said, focusing on
individuals with multiple depressive episodes tends to improve the reliability and the heritability of lifetime diagnoses
(Kendler et al., 1993; Walss-Bass et al., 2005).

NEUROANATOMY OF MAJOR DEPRESSIVE DISORDER

Kempton et al. (2011) published a substantial meta-analysis comparing 9533 individuals with depression with 8846 control
subjects from 225 separate published studies, and reported that major depression was associated with lateral ventricle
enlargement (effect size ¼ 0.44), increased cerebrospinal fluid volume (0.54), and smaller volumes of the basal ganglia
(caudate, �0.22; putamen, �0.25; and globus pallidus, �0.31), thalamus (�0.34), hippocampus (�0.47), frontal lobe
(�0.29), orbitofrontal cortex (�0.38), and gyrus rectus (�0.72). The authors argued that reduced hippocampal volume and
a significant trend for increased pituitary volume provide neuroanatomic evidence for hypothalamicepituitaryeadrenal
(HPA) axis involvement in major depression (Kempton et al., 2011). Alterations in HPA axis function (Pariante &
Lightman, 2008; Schlesser, Winokur, & Sherman, 1980; Vreeburg et al., 2009) and increased glucocorticoid activity
(Pariante & Miller, 2001) are well documented in major depression, and the authors speculated that increased pituitary
volume is associated with increased adrenocorticotropic hormone production, which stimulates the adrenal cortex,
increasing glucocorticoid production. Prolonged high circulating levels of glucocorticoids are known to damage hippo-
campal neurons (Sapolsky, 1990). In this meta-analysis, patients currently experiencing a depressive episode had
significantly smaller hippocampal volume than did remitted patients (Kempton et al., 2011), which suggests potential
effects of mood state on neuroanatomy. However, the vast majority of patients included in this meta-analysis were taking
psychotropic medications, and disentangling pathology from medication effects was not possible.

The ENIGMA Major Depressive Disorder working group examined subcortical volumes among 1728 patients with
major depression and 7199 control subjects from 15 research samples worldwide (Schmaal et al., 2015). Consistent with
the Kempton meta-analysis, individuals with major depression had significantly smaller hippocampal volumes compared
with control subjects (Cohen’s d ¼ �0.14). Interestingly, patients with multiple depressive episodes drove this effect
(d ¼ �0.17) and no volume differences were observed between patients who experience their first episode and control
subjects. Earlier age of onset was associated with a smaller hippocampus (d ¼ �0.20), a trend toward smaller amygdala
(d ¼ �0.11) and larger lateral ventricles (d ¼ 0.12). In contrast to the Kempton report, symptom severity at study
inclusion was not associated with subcortical brain volume. Subject age, proportion of antidepressant users, and pro-
portion of remitted patients did not significantly influence these results. Samples with a higher proportion of users of
antipsychotic medication showed larger caudate volumes, a finding consistent with the schizophrenia literature (Glahn
et al., 2008).

Together, these two large-scale analyses clearly demonstrate neuroanatomic changes in individuals with major
depression relative to healthy comparison subjects. However, as suggested by the secondary analysis conducted by the
ENIGMA group, clinical characteristic (eg, recurrent versus single episode; proportion of antipsychotic medication users)
could be critical for developing more precise neuroanatomic models of the illness. Yet, sample sizes are only beginning to
reach levels needed to address these finer-grained questions.

FUNCTIONAL NEUROIMAGING IN MAJOR DEPRESSIVE DISORDER

Using functional neuroimaging methods such as positron emission topography (PET) and functional MRI (fMRI),
investigations have provided important insights about its neural substrates of depression. For example, indexing cerebral
blood flow and glucose metabolism, Drevets et al. (1997) localized an area of abnormally decreased activity in the pre-
frontal cortex ventral to the genu of the corpus callosum in currently depressed individuals. This region, described as sub/
perigenual cingulate cortex, is linked to emotional regulation in humans (Drevets et al., 1997; Mayberg et al., 1999) and in
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nonhuman primates (Hamani et al., 2011; Ongur & Price, 2000; Paus, 2001). Mayberg et al. (1997) observed decreased
sub/perigenual cingulate blood flow in pathological depression and normal sadness, which predicted treatment response
through pharmacological and cognitive behavioral therapy (Goldapple et al., 2004). Direct stimulation of this region
reduced depressive symptomatology in treatment-resistant individuals with mood disorders (Mayberg et al., 2005).
Although the exact mechanism for how dysfunction in this area leads to mood disorders is still unclear, Ongur, Drevets,
and Price (1998) found a reduction in glia among individuals with familial bipolar disorder in this region, which suggests
that the observed neuroimaging anomalies may be sensitive to both clinical state and a predisposition to affective
dysregulation.

Based on her review of cerebral blood flow and regional glucose metabolism in idiopathic depressed patients, Mayberg
(1997) proposed a neural model of major depression in which limbic hyperactivation inhibits dorsal cortical activation,
which reciprocally fails to limit limbic activation. Investigators examining emotion reactivity (Siegle, Thompson, Carter,
Steinhauer, & Thase, 2007) or resting-state (Hamilton, Chen, Thomason, Schwartz, & Gotlib, 2011) fMRI have proposed
similar models. In a meta-analysis, Hamilton et al. (2012) found that resting-state PET showed reliably greater activity in
depressed participants (n ¼ 299) relative to 300 comparison subjects in the pulvinar nuclei of the thalamus. The pulvinar is
thought to be involved in emotional attention and awareness (Pessoa & Adolphs, 2010), given its roll in feature binding
(Ward, Danziger, Owen, & Rafal, 2002), which facilitate the integration of distinct cell ensembles that code for different
perceptual features (Treisman, 1999). Hamilton et al. (2012) also meta-analyzed 24 fMRI studies in which depressed
individuals processed negatively valenced stimuli, showing that individuals diagnosed with major depression (n ¼ 351)
had reliably greater responses to negative stimuli than did comparison subjects (n ¼ 354) in the amygdala, dorsal anterior
cingulate cortex, insula/superior temporal gyrus, precentral gyrus, and middle temporal gyrus. In contrast, depressed in-
dividuals had relatively less activity in the dorsolateral prefrontal cortex and bilaterally caudate body (dorsal striatum)
(Hamilton et al., 2012). The amygdala, dorsal anterior cingulate cortex, and insula are prominent nodes in the salience
network (Seeley et al., 2007), whereas the dorsolateral prefrontal cortex is closely linked to executive processing (Koechlin
& Summerfield, 2007; Miller & Cohen, 2001). Based on these meta-analyses, Hamilton et al. (2012) posited that increased
baseline activity in the pulvinar nucleus, via monosynaptic projections to the amygdala, dorsal anterior cingulate, and
insula, potentiates the affective subdivision of the corticostriatalepallidalethalamic circuit in depression. Furthermore,
appraisals typically initiated by the dorsolateral prefrontal cortex to reduce the impact of negative stimuli are diminished
owing to a failure at nigrostriatal relays to propagate information to the dorsal striatum and dorsolateral prefrontal cortex in
major depressive disorder (Hamilton et al., 2012). Although this model must be confirmed through systematic examination,
it demonstrates the utility of functional neuroimaging studies to delineate neural models of depression. Yet, this complex
neurophysiological model is uninformed by the clinical heterogeneity described earlier or the complex genetics described
subsequently.

HERITABILITY

Some individuals presenting with major depression have clear environmental factors that appear to be driving their
symptoms (eg, prolonged bereavement, terminal illness), but it is also clear that major depression runs in families. Thus
whereas environmental influences, particularly those that are specific to an individual, are likely to be etiologically sig-
nificant, it is clear that genetic factors have a role in risk for the disorder. Indeed, the literature reports fairly consistently
that lifetime major depression is a complex disorder that results from both genetic and environmental influences (Bienvenu,
Davydow, & Kendler, 2010; Sullivan et al., 2000).

Because heritability estimates necessarily depend on the specific sample studied (Falconer & Mackay, 1996), the
general consistency of heritability estimates between studies implies the robustness of phenotyping procedures. Based on
a sample of 42,000 Swedish twins, Kendler, Aggen, Tambs, and Reichborn-Kjennerud (2006) estimated heritability for
lifetime major depression to be h2 ¼ 0.38. That estimate was comparable to the point estimate derived from a
meta-analysis (h2 ¼ 0.37) (Bienvenu et al., 2010) and from an earlier meta-analysis (h2 ¼ 0.37) (Sullivan et al., 2000).
The latter study also reported a minimal contribution of environmental effects common to siblings (point estimate, 0%;
95% CI, 0e5%) and substantial individual-specific environmental effects/measurement error (point estimate, 63%; 95%
CI, 58e67%). A similar heritability estimate for lifetime major depression was estimated in extended pedigrees
(h2 ¼ 0.39) (Olvera et al., 2011).

As mentioned previously, defining more clinically homogeneous groups could potentially increase the genetic “signal”
of the illness (Levinson et al., 2003; McGuffin, Katz, Watkins, & Rutherford, 1996; Olvera et al., 2011; Shi et al., 2010;
Weissman et al., 1996). Although evidence for this supposition is limited, Kendler et al. (1996) attempted to test
this hypothesis directly using a latent class analysis of 14 symptoms of depression in 1029 female twin pairs. These

492 SECTION | III Clinical Phenomenologie

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



investigators reported that twins concordant for depression were significantly more likely than expected to share features of
particular depressive syndromes, which suggests that genetic effects might operate separately on subtypes of major
depression.

ENDOPHENOTYPES

Endophenotypes are measurable biomarkers that are correlated with an illness, at least in part because of shared underlying
genetic influences (Glahn et al., 2014; Gottesman & Gould, 2003). According to Gottesman and Gould (2003) endo-
phenotypes must (Greenberg et al., 2003) be associated with illness in the population; (Wells et al., 1989) be heritable;
(Hays et al., 1995) be primarily state-independent; (Murray & Lopez, 1996) co-segregate with the illness in families; and
(Murray et al., 2012) be found in unaffected family members at a higher rate than in the general population. Endophe-
notypes are thought to be critical for the functional characterization of risk genes discovered in traditional psychiatric
genetic experiments and, if applied in large-scale studies, could identify novel risk genes, because of our lack of under-
standing of pathophysiology and gene regulation (Glahn et al., 2014). A number of putative endophenotypes have been
proposed for major depression, including learning and memory impairments, reduced reward functioning, increased stress
sensitivity, REM sleep abnormalities, functional and structural brain abnormalities, dysfunctions in serotonergic, cate-
cholaminergic, HPA axis, and corticotropin-releasing hormone systems, and intracellular signal transduction measures
(Hasler, Drevets, Manji, & Charney, 2004). However, few studies systematically assess the criteria needed for a measure to
be considered an endophenotype set forth by Gottesman and Gould (2003). Unfortunately, this is particularly true of more
biologically based endophenotypes.

Glahn et al. (2012) developed the Endophenotype Ranking Value (ERV), an empirical metric for ranking endophe-
notypes based on their genetic similarity to the studied illness. This approach is based on the assertion that joint genetic
determination of endophenotype and disease risk is fundamental to the endophenotype concept (Glahn et al., 2012). The
ERV method involves estimating the standardized genetic covariance between each putative endophenotype and a
particular illness (conceptually similar to the coheritability between traits) and then ranking endophenotypes based on their
genetic covariance. Formally, the ERV statistic is defined as the absolute value of the square root of the heritability of the
illness multiplied by the square root of the heritability of the endophenotype multiplied by the genetic correlation between
the endophenotype and the illness: ERVie ¼ jOhi2Ohe2rgj. ERV values vary between 0 and 1, with higher values indicate
stronger shared genetic influence between the endophenotype and the illness.

Applying the ERV approach to 1122 participants of the “Genetics of Brain Structure and Function” study, Glahn
et al. ranked neurocognitive/behavioral, neuroanatomic and transcriptional endophenotypes for recurrent major
depression. Top-ranked neurocognitive/behavioral endophenotypes included the score on the Beck Depression
Inventory (BDI)II (Beck, Steer, & Brown, 1996) (ERV ¼ 0.26; P ¼ 1.9 � 10�5, genetic correlation [rg] ¼ 0.83) and the
neuroticism questions from the Eysenck Personality Questionnaire (Eysenck & Eysenck, 1975) (ERV ¼ 0.24;
P ¼ 1.7 � 10�4, rg ¼ 0.74). At one level, it is not surprising that measures of depressive symptomatology are strongly
associated with genetic risk for major depression. However, both the BDI and EPQ are thought to index clinical state
and not genetic predisposition. Nonetheless, because both questionnaires are heritable (h2 ¼ 0.25 and 0.23, respec-
tively), they have the potential to detect trait-level variation in addition to clinical state. Highly ranked neurocognitive
endophenotypes included measures of declarative (CVLT Recognition, ERV ¼ 0.14; P ¼ 5.4 � 10�2; rg ¼ �0.34) and
working memory (Digit Span Forward, ERV ¼ 0.14; P ¼ 5.6 � 10�2; rg ¼ �0.30; and LettereNumber Sequencing,
ERV ¼ 0.14; P ¼ 6.3 � 10�2; rg ¼ �0.27), but these neurocognitive endophenotypes did not reach statistical
significance.

Candidate neuroimaging endophenotypes included T1-weighted neuroanatomic scans (providing subcortical volumes
and cortical thickness measures), white matter hyperintensities derived from T2-weighted FLAIR sequences, and measures
of white matter coherence indexed by fractional anisotropy with diffusion tensor imaging. The highest-ranked neuroan-
atomic measure was the volume of the ventral diencephalon (ERV ¼ 0.24; P ¼ 3.9 � 10�3; rg ¼ �0.43). The ventral
diencephalon is primarily composed of the hypothalamus (Desikan et al., 2006). As part of the HPA axis, the hypo-
thalamus is thought to mediate neuroendocrine and neurovegetative functions implicated in depression (Pariante &
Lightman, 2008; Pariante & Miller, 2001; Nestler et al., 2002). The finding that variation in ventral diencephalon volume is
genetically correlated with risk for recurrent major depression suggests that the same genetic factors influence both traits.
In addition, hippocampal (ERV ¼ 0.20; P ¼ 1.2 � 10�2p; rg ¼ �0.35), pallidum (ERV ¼ 0.20; P ¼ 1.3 � 10�2;
rg ¼ �0.40), and thalamic volumes (ERV ¼ 0.17; p ¼ 4.8 � 10�2; rg ¼ �0.29) were highly ranked (Fig. 31.1).

The cerebrovascular hypothesis of major depression posits that vascular disease or vascular risk factors predispose,
precipitate, or perpetuate depressive syndromes, particularly in elderly individuals (Alexopoulos et al., 1997). Indeed, there
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is mounting evidence in support of the vascular hypothesis (Lyness et al., 1999; Steffens, Helms, Krishnan, & Burke, 1999;
Sweet et al., 2004), although no specific biological mechanisms have been identified. White matter hyperintensities are
heritable (Carmelli et al., 1998; Kochunov et al., 2009) nonspecific measures of cerebrovascular functioning (Debette &
Markus, 2010). The highest-ranked white matter hyperintensity measures included parietal (ERV ¼ 0.28; P ¼ 7.8 � 10�3;
rg ¼ 0.57), frontal (ERV ¼ 0.26; P ¼ 1.3 � 10�2; rg ¼ 0.48), and subcortical volumes (ERV ¼ 0.21; P ¼ 4.1 � 10�2;
rg ¼ �0.46). These results indicate that common genetic factors influence the increase in white matter hyperintensities
with aging and the risk for lifetime major depression.

Variation in RNA levels measured in lymphocytes appear to be sensitive to the function of neurological
disease-relevant genes (Borovecki et al., 2005), which makes lymphocyte-based transcriptional profiling a potential
method for identifying illness-related genes (Goring et al., 2007). Transcript-based endophenotypes are clearly a more
direct index of gene action than are the traditional behavioral phenotypes (eg, diagnoses). Many factors may influence
gene expression, including the tissue sampled, age, sex, and the time of day (Borovecki et al., 2005; Radich et al., 2004;
Whitney et al., 2003). However, there is also substantial genetic influence on gene expression as evidenced by numerous
expression quantitative trait locus and expression genome-wide association studies (Ertekin-Taner, 2011; Zou et al.,
2010). Thus, gene expression may make for excellent endophenotypes of complex disease in which variation in cis-
regulatory polymorphisms mediates disease risk by influencing expression level (Goring et al., 2007; Rockman & Wray,
2002; Wray, 2007). At some level, this approach includes a weak assumption that lymphocyte-based RNA levels can be
considered a surrogate measure for gene expression in other tissues (eg, brain). Although a number of potential con-
founders must be considered when interpreting lymphocyte-based transcriptional results (Cai et al., 2010), the potential
utility of peripheral biomarkers/endophenotypes for psychiatry are so substantial that these measures merit study (Glahn
et al., 2014).

Total RNA was isolated from lymphocytes and hybridized to Illumina Sentrix Human Whole Genome (WG-6)
Series 1 BeadChips, following procedures described by Göring et al. (2007). These BeadChips simultaneously probe
about 48,000 transcripts, representing more than 25,000 annotated human genes. Although they previously identified
20,413 quantitative transcripts in lymphocytes, we only examined those with heritabilities greater than or equal to 0.20
(n ¼ 11,337). Numerous transcripts were significantly genetically correlated with lifetime recurrent major depression,
even when controlling for multiple comparisons (Glahn et al., 2012). The top-ranking transcript, RNF123, is a member
of the E3 ubiquitin-protein ligase family, which has diverse functions, including protein degradation and modulation of
protein assembly, structure, function, and localization (Deshaies & Joazeiro, 2009; Doolittle et al., 2009). It is notable
that the top-ranked lymphocyte-based transcriptional endophenotype for recurrent major depression was ranked higher
than any of the behavioral/cognitive or brain imaging traits, including BDI, a quantitative index of depressive symp-
tomatology, which suggests that transcriptional profiles may provide an important new set of markers for disease risk.
However, far more transcripts were tested than any other endophenotype class (Glahn et al., 2012).

FIGURE 31.1 Endophenotype ranking value statistics for subcortical brain regions and recurrent major depression, after Glahn et al. (2012). Volume
measurements of subcortical nuclei were found to share genetic variance with liability for recurrent major depression in extended pedigrees selected
without regard to phenotype. ERV, endophenotype ranking value; L, left; R, right.
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GENETICS

Unlike schizophrenia, in which there common variants associated with illness risk are now replicated (Schizophrenia
Working Group of the Psychiatric Genomics C, 2014), or autism, in which rare variants and de novo mutations point to
genes that increase liability (De Rubeis et al., 2014; Iossifov et al., 2014), there are no consistent genetic findings for
major depression (Cohen-Woods, Craig, & McGuffin, 2013; Flint & Kendler, 2014). In an authoritative review, Flint
and Kendler (2014) reported that despite one article’s claim (Kohli et al., 2011), no significant common variants have
been localized for major depression, and suggested that the most likely explanation for this failure is that studies
have been underpowered to detect the causative loci. Ripke et al. in the Major Depressive Disorder Working Group
of the Psychiatric Genetics Consortium (2013) failed to find robust evidence for loci that exceed genome-wide sig-
nificance even with more than 9000 cases. Furthermore, Flint and Kendler (2014) argued that despite over 1500
published articles on the topic, candidate gene studies of major depression have likewise failed and that findings are
likely false positives.

Examining genetic linkage studies of major depression (Flint & Kendler, 2014), which are influenced by both
common and rare variation, five regions are reported at least twice: chromosome 11, 75e80 Mb (Breen et al., 2011;
Zubenko et al., 2003); chromosome 15, 37e42 Mb (Camp et al., 2005; Zubenko et al., 2003); chromosome 15, 87e92 Mb
(Breen et al., 2011; Holmans et al., 2007, 2004; Levinson et al., 2007), chromosome 3, 4e9 Mb (Breen et al., 2011;
Middeldorp et al., 2008), and chromosome 2, 64e68 Mb (Middeldorp et al., 2008; Schol-Gelok et al., 2010). These
putative replications are restricted to being within 5 Mb of each other, as the confidence intervals for the position of loci
found by linkage studies are notoriously broad, which increases the likelihood that overlapping localizations occur by
chance (Roberts, MacLean, Neale, Eaves, & Kendler, 1999). There is some thought that multiple genes or causal variants
in a single region drive strong, replicable linkage signals for complex phenotypes seen across samples and studies. Yet,
even in repeated linkage localizations, the exact gene(s) or casual variant(s) driving the linkage signal is unknown.

Using low-coverage whole-genome sequencing of 5303 Chinese women with recurrent major depression and 5337
control subjects, the China, Oxford, and Virginia Commonwealth University Experimental Research on Genetic
Epidemiology Consortium identified two loci contributing to depression risk (Consortium C, 2015). Both variants were
replicated in an independent Chinese sample and are on chromosome 10. The first variant (rs12415800; MAF 45.2%,
P ¼ 2.53 � 10�10) is near the SIRT1 gene on chromosome 10 at 69.6 Mb. The second is near the LHPP gene on
chromosome 10 at position 126.2 Mb (rs35936514; MAF 26.0%; P ¼ 6.45 � 10�12). Analysis of 4509 patients
with melancholia, a severe subtype of depression, yielded an increased genetic signal at the SIRT1 locus. SIRT1 is
involved in stress tolerance, mitochondrial biogenesis, and fat metabolism, whereas the function of LHPR is unknown.
These results are promising, but localized loci likely reflect only a small portion of the heritable risk for major
depression.

TREATMENT FOR MAJOR DEPRESSION

Although a number of potential treatment options are available for individuals experiencing major depression
(Association AP, 2010), a sizable proportion of patients with the illness experience only partial or no clinical response
(Nelson, 2003). Typical treatment options include pharmacology (Belmaker & Agam, 2008), electroconvulsive therapy
(Bouckaert et al., 2014), psychotherapy (Butler et al., 2006; Morgan, 2003), and deep brain stimulation (Morishita,
Fayad, Higuchi, Nestor, & Foote, 2014), either alone or in combination. Antidepressant medication, which is thought to
act on brain systems that process emotions to ameliorate depressive symptoms (Harmer, 2008), is the current standard
treatment for depression (Association AP, 2010). A meta-analysis by Ma (2015) synthesized 60 fMRI studies
(n ¼ 1569) applying antidepressants in both healthy volunteers and patients with major depression to define the brain’s
response to these agents. Repeated antidepressant administration was associated with increased activation across a
frontolimbic network (eg, anterior cingulate, amygdala, and thalamus) when individuals observed positively valenced
emotional stimuli but those same regions show decreased activity when observing negatively valenced emotional
stimuli. Antidepressants also increased activity in the dorsolateral prefrontal cortex. Ma concluded that antidepressants
increase brain activity to positive stimuli and decreasing activity to negative stimuli with in the emotional network, and
increase engagement of prefrontal regulatory regions to reduce depressive symptoms (168). Many of the brain regions
showing antidepressant effects were part of the network discussed in Hamilton’s neural model of depression (Hamilton
et al., 2012), which suggest a level of convergence between brain regions disrupted by the illness and those sensitive to
treatment. Currently, it is unknown whether activation within these brain regions predicts clinical response, a question
that is well worth exploring.
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CONCLUSIONS

There are major controversies among depression researchers as to the causes, cures, and prevalence of the illness. Whereas
epidemiological results stress the heterogeneity and complex nature of the illness, neuroimaging-based models embrace
this diversity only minimally. Indeed, very large-scale neuroanatomic studies currently attempt to examine differences in
rudimentary aspects of clinical heterogeneity (eg, patients with a single versus multiple episodes) in a convincing manner.
Ignoring the diversity of clinical factors potentially limits the utility of neuroimaging-based models of the disease.
Although certainly influenced by environmental factors, there is ample evidence for a genetic component to major
depression. However, no specific genomic variant or gene has been implicated in this most common mental illness.
Identifying genes influencing the risk of depression would enhance understanding of the biological basis of major
depression, which in turn would improve detection, enabling earlier and more effective treatment. Although it is possible
that substantially increasing sample sizes could result in genome-wide significant hits for depression (Flint & Kendler,
2014), the hunt for depression genes likely has been hampered by the complex nature of the illness, particularly the genetic
and phenotypic heterogeneity. Increasing the sample size could compound these problems by introducing more hetero-
geneity, thus rendering genetic influences more difficult to detect and requiring a combination of individuals with distinct
clinical presentations, potentially obscuring the relationship between genotype and depressive symptoms. In contrast,
studies designed to reduce genetic heterogeneity by focusing on population isolates or extended pedigrees, both common
and rare variants, appropriately models phenotypic heterogeneity, and that using well-chosen endophenotypes could
potentially identify causal genes for depression.
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INTRODUCTION

Until recently, almost everything that was known about how the brain produces language was deduced from the careful
study of language impairments after focal cerebral lesions, mostly as the result of stroke or traumatic injury, but also in
some cases as the result of tumors or infection. The origin of the modern concept of the neuroanatomy of language is
generally traced to Broca’s (1861) famous report of a patient with a profound impairment in speech production but
apparently spared language comprehension, attributed to a chronic lesion in the left inferior frontal lobe (Broca, 1861;
Dronkers, Plaisant, Iba-Zizen, & Cabanis, 2007). (Similar, if less publicized, observations had in fact been made decades
earlier by Bouillaud and Dax (Benton, 1984; Finger, 2010; Manning & Thomas-Anterion, 2011).) Over the next century
and a half, various models were proposed for a “language network,” centered primarily on the Sylvian fissure of the left
hemisphere, with centers or areas defined by the deficits observed in patients with different patterns of acquired injury
(Graves, 1997).

Only in the past few decades has our understanding of the biology of language begun to evolve beyond the focal
lesion-based model of classical aphasiology. One of the most important developments in this regard has been the increasing
sophistication of noninvasive tools to map functional and anatomical language networks in vivo, in both in patients and
healthy control subjects. These include diffusion tensor imaging (DTI), an MRI technique which has enabled the iden-
tification and quantification of major white matter tracts in the living brain, and functional MRI (fMRI), which allows us to
visualize changes in the distribution of oxygenated blood as a surrogate for neuroglial metabolism and thus presumably for
neural activation.

In parallel with the emergence of new neuroimaging modalities, greater attention has been devoted to conditions that
affect distributed components of the language network, not based on accidental correlations with cerebral blood supply but
on functional connections between brain regions involved in particular aspects of language processing. These include
neurodevelopmental differences that affect children’s capacity to speak, write, and read, as well as neurodegenerative
disorders, the primary progressive aphasias, that selectively degrade the ability to retrieve words, produce them, and
understand their meanings.

In this chapter we will provide an overview of brain regions and pathways involved in language production and
comprehension. With this as a framework, we will then discuss several neurodevelopmental and neurodegenerative
conditions involving the language network, with particular attention to their clinical, neuroanatomical, pathological, and
genetic correlates.
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LANGUAGE NETWORKS AND PATHWAYS

A comprehensive overview of brain areas involved in the production and comprehension of language is beyond the
scope of this chapter. The interested reader is referred to reviews and position articles on this topic (Dick, Bernal, &
Tremblay, 2014; Dick & Tremblay, 2012; Friederici & Gierhan, 2013; Gow, 2012; Hickok & Poeppel, 2007; Poeppel &
Hickok, 2004; Price, 2000, 2012). Here we will present only a brief sketch of cortical regions and white matter tracts
important for speech and language, to serve as a point of reference for discussion of neuroanatomical abnormalities in
neurodevelopmental and neurodegenerative disorders. We provide specific references only for observations that are
relatively novel or controversial. We also assume here that the language network is left-lateralized, which is accurate for
almost all right-handed individuals and most left-handed individuals.

It is conceptually useful to divide the language network into a dorsal component composed of structures and pathways
arranged in frontal, parietal, and superior temporal regions along the superior margin of the left Sylvian fissure, and a
ventral component encompassing much of the left lateral and anterior temporal lobe. As a rough heuristic, the ventral
component is involved in the representation of word form and meaning, whereas the dorsal component is engaged in the
combinatorial aspects of language, including computations that range from the conceptual (combining words and mor-
phemes into meaningful utterances; ie, syntax and morphology) to the more concrete (planning of articulatory sequences
for speech). The dorsal and ventral pathways converge in the region of the left temporoparietal junction, which is thought
to be important specifically in the process of word retrieval and phonological assembly.

The Ventral Pathway

The manner in which word meaning is represented in the ventral part of the language network is controversial, and there is
continuing debate about whether the organization of semantic knowledge is determined more by sensory modality
(eg, semantic features encoding visual, auditory, or tactile information about concepts) or by cognitively salient
cross-modal categories (features of animals, fruits and vegetables, nonliving things, etc.) (Mahon & Caramazza, 2009,
2011). In general, there seems to be a representational gradient according to which kinds of knowledge that are shared
across concepts (or categories of concepts) are represented in more posterior and inferior regions (for example, knowledge
about motion in the posterior middle temporal gyrus and knowledge about form in the inferior temporal gyrus and ventral
temporo-occipital cortex), whereas information relating to particular concepts is represented more anteriorly. One widely
cited model envisions the anterior temporal lobe as an amodal hub or multimodal convergence zone that binds together
modality-specific information represented in the posterior and lateral temporal lobes to create a holistic concept (Patterson,
Nestor, & Rogers, 2007).

Word form, both spoken (phonological) and written (orthographic), is also presumed to be stored and processed in the
ventral pathway, and in the context of brain lesions, access to word form is often impaired in conjunction with retrieval of
semantic knowledge. Like semantic knowledge, lexical form may be encoded in a hierarchical fashion, with distinct
representations at various levels including syllable structure, consonant/vowel status, and segmental structure. The
anatomical distribution of lower-level, modality-specific information appears to be closest topographically to primary
sensory cortices: the regions of the superior temporal gyrus and sulcus are important for processing auditory-phonological
information, whereas a visual word form area has been identified in the left fusiform gyrus. More abstract representations
of word form seem to depend on regions within the middle temporal gyrus.

The brain regions involved in the ventral language pathway are interconnected within the temporal lobe by the inferior
longitudinal fasciculus (ILF), which runs from the occipital lobe to the anterior part of the temporal lobe. There are also
shorter-range connections between the anterior temporal lobe and more posterior regions, including the fusiform and
middle and inferior temporal gyri (Binney, Parker, & Lambon Ralph, 2012). In addition, the inferior frontal occipital
fasciculus traverses the temporal lobe to connect the occipital lobe to inferior frontal regions, and the anterior temporal lobe
is connected directly to inferior and orbital frontal regions via the uncinate fasciculus (Fig. 32.1).

The Dorsal Pathway

Whereas the ventral part of the language network is critical for the representation and retrieval of word form and meaning,
the dorsal component is heavily engaged in the production and comprehension of propositional language: that is, in the
composition and decomposition of sequences of sounds and words in the context of a spoken or written message. Just as in
the ventral pathway it is convenient to distinguish more conceptually laden levels of word representation from the
representation of phoneme and grapheme structure, so in the dorsal pathway we typically consider the grammatical aspects
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of language production (morphology and syntax) separately from motor speech (phonological and articulatory planning
and execution) and its analogue in writing. Again, the anatomical proximity of these processes means that they are often
spared or impaired in parallel, but their dissociation in some patients can be extremely informative.

The best-known and most intensively studied region within the dorsal pathway is the posterior inferior frontal cortex,
roughly corresponding to Broca’s area, which has a role in both motor speech and grammatical processing. Initiation of
speech seems to depend on links between this region and the supplementary motor area in superior frontal cortex; dynamic
speech production also engages the insula and the precentral regions representing the articulators, and the fluency and
rhythm of output are regulated by frontostriatal and frontocerebellar connections. Processing of syntactic and morpho-
logical information preferentially engages Broca’s area but also involves prefrontal areas anterior and superior to Broca’s
area, inferior parietal cortex, and frontostriatal networks (Fig. 32.2).

The major white matter tract connecting cortical regions within the dorsal pathway is the superior longitudinal
fasciculus (SLF), which courses from the inferior parietal lobe to the inferior frontal lobe. The SLF has a number of
constituent tracts, the most significant of which for our purposes is the arcuate, so named because it begins in the inferior
frontal cortex, curves around the posterior limit of the Sylvian fissure in the region of the supramarginal and angular gyri,
and terminates in the superior temporal lobe. A more recently described fiber bundle, the frontal aslant tract, connects the
inferior frontal cortex to the supplementary motor area (Catani et al., 2012; Martino & De Lucas, 2014).

The area of the temporoparietal junction comprising the posterior superior temporal gyrus and angular and supra-
marginal gyri and the underlying arcuate fibers is the main anatomical nexus between the dorsal and ventral language

FIGURE 32.1 Major white matter tracts involved in language, reconstructed for a single participant and superimposed on an axial cut through the
temporal lobes (left) and a sagittal cut at midline, showing tracts in left hemisphere (right). Yellow: arcuate fasciculus; pink: superior longitudinal
fasciculus; green: superior longitudinal fasciculus (temporoparietal component); orange: inferior longitudinal fasciculus; purple: uncinate fasciculus; cyan:
inferior frontal occipital fasciculus.

(A) (B) (C)

FIGURE 32.2 Three-dimensional representation of the frontocortical and frontostriatal speech production tracts reconstructed from a group of healthy
control subjects (n ¼ 21). (A) Tracts connecting the pre-SMA and SMA to Broca’s area (blue) and the ventral premotor cortex (BA6) (green). (B) Tracts
connecting the caudate to the ventral premotor cortex (BA6) (purple), the putamen to the ventral premotor cortex (BA6) (green), and the caudate to
Broca’s area (orange). (C) Tracts connecting the pre-SMA and SMA to the caudate (orange) and the putamen (light blue). BA, Brodmann area; SMA,
supplementary motor area. Modified from Mandelli, M. L., Caverzasi, E., Binney, R. J., Henry, M. L., Lobach, I., Block, N., . Gorno-Tempini, M. L.
(2014). Frontal white matter tracts sustaining speech production in primary progressive aphasia. Journal of Neuroscience, 34(29), 9754e9767.
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pathways, and is generally thought to be crucial for the retrieval of words to be understood or produced (including
repetition and copying). There are, however, other direct connections between the dorsal and ventral pathways, including
the uncinate, an inferior frontal occipital fasciculi mentioned earlier, and a temporoparietal component of the SLF that links
the posterior temporal and inferior parietal lobes (Fig. 32.1).

NEURODEVELOPMENTAL LANGUAGE DISORDERS

Approximately one in eight school-aged children is thought to have a disorder in the production or comprehension of
written or spoken language (McLeod & McKinnon, 2007), and about half this number have delays in speech and language
acquisition (Law, Boyle, Harris, Harkness, & Nye, 2000). Despite the frequency of these problems, and the demonstrable
long-term impact of childhood language impairment on educational and psychosocial outcomes (Elbro, Dalby, &
Maarbjerg, 2011), our understanding of the neurobiological and genetic bases of language disorders remains meager. Part
of the reason for this is undoubtedly nosological confusion. Developmental pediatricians, child neurologists, child
psychiatrist, speech-language pathologists, audiologists, and educators use a variety of overlapping and often poorly
defined diagnostic terms, including “language delay,” “speech delay,” “specific language impairment,” “speech sound
disorder,” “auditory processing disorder,” “communication disorder,” “reading disorder,” and so on.

Here, we will focus on two neurodevelopmental language disorders, or more accurately, two neurodevelopmental
phenotypes, which are comparatively well-characterized and are now actively being studied from the perspective of
neuroscience and genetics. The first, childhood apraxia of speech, is relatively rare, accounting for no more than about 4%
of children referred for evaluation of idiopathic speech delay (ASHA, 2007). However, it has the distinct scientific
advantage of being linked to a known genetic pathway: the transcription factor forkhead box protein P2 (FOXP2) and its
downstream target, SRPX2 (Lai, Fisher, Hurst, Vargha-Khadem, & Monaco, 2001; Roll et al., 2006, 2010). Studies of
patients with genetic changes affecting FOXP2 and SRPX2 have thus provided a unique window into the neurobiology of
the language network.

By contrast, developmental dyslexia is fairly common, occurring in around 5% of school-aged children (Lindgren, De
Renzi, & Richman, 1985; Peterson & Pennington, 2012) and, by extension, a similar proportion of adults. Although the
term “dyslexia” suggests a specific problem with reading, in most individuals with dyslexia the locus of impairment is at a
stage of language or cognitive processing that precedes the recognition of written words. Although dyslexia is clearly
hereditary, specific candidate genes remain elusive. Nevertheless, neuroimaging studies are beginning to shed light on
functional and anatomical differences in the language network that distinguish dyslexic from typically developing
individuals.

Childhood Apraxia of Speech

Clinical Features

Childhood apraxia of speech (CAS), also known as developmental verbal dyspraxia, is a neurological disorder of speech
production in which the precision and consistency of the movements of the articulators (tongue, lips, uvula, etc.) are
impaired in the absence of frank neuromuscular abnormalities, resulting in errors in the production of individual speech
sounds and in the prosody of connected speech (ASHA, 2007). The modifier “childhood” is used to indicate that the speech
abnormalities are usually apparent at an early age, and to distinguish this disorder from acquired apraxia of speech (AOS)
resulting from stroke or neurodegenerative disease in adulthood. However, CAS is best understood as a lifelong and often
familial disorder.

Although there are no universally accepted criteria for the diagnosis of CAS, several key features have been identified.
These include inconsistent phonetic errors across attempts to repeat a syllable or a word: for example, pronouncing fish
variably as “pish,” “pit,” “fit,” and “shiff” on different repetitions (McCabe, Rosenthal, & McLeod, 1998; Seddoh et al.,
1996); lengthened and disrupted transitions between sounds and syllables, giving the impression of staccato speech
(Shriberg, Green, Campbell, McSweeny, & Scheer, 2003); and inappropriate prosody, especially with respect to stress, so
that the listener perceives apraxic speech as uniform in tone and loudness (Davis, Jakielski, & Marquardt, 1998; Shriberg,
Aram, & Kwiatkowski, 1997a,b).

Most children with apraxia of speech also have deficits in other domains, including nonspeech motor behaviors, speech
perception, syntax and morphology, and reading and writing (Nijland, Terband, & Maassen, 2015). CAS is often found in
conjunction with a history of generalized hypotonia and delayed motor development, as well as specific abnormalities in
sensation and volitional movements of the lower face and tongue (Davis et al., 1998; McCabe et al., 1998; Shriberg et al.,
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1997a,b). With regard to speech perception, children with apraxia of speech have more difficulty than do control children
in discriminating between acoustically similar consonants (Groenen, Maassen, Crul, & Thoonen, 1996), vowels (Maassen,
Groenen, & Crul, 2003), and meaningless sequences of sounds (Bridgeman & Snowling, 1988). They also make errors in
grammatical morphology, word order, and the selection of pronouns and verbs (Ekelman & Aram, 1983). These errors are
not clearly related to phonological or articulatory problems, and tend to persist despite gains in speech intelligibility
(Lewis, Freebairn, Hansen, Iyengar, & Taylor, 2004).

All forms of speech delay, including CAS, are associated with difficulties in phonological awareness, the metalinguistic
ability to recognize that individual words are composed of smaller segments such as syllables, vowels, and consonants
(Marquardt, Sussman, Snow, & Jacks, 2002). Phonological awareness, in turn, is widely recognized as a building block of
literacy (Justice & Schuele, 2004). Even compared with children with other speech disorders, however, children with CAS
seem to have particular difficulty with reading and spelling (Lewis et al., 2004), for reasons which are not entirely clear but
which may be related to an underlying problem in processing the syllabic framework of words (Maassen, 2002; Marquardt
et al., 2002; Nijland et al., 2003).

Despite the lack of high-quality studies on treatment for CAS, there is a consensus that remediation involves
specialized treatment that is much more intensive than the treatment used for children with phonological processing
deficits that affect articulation (Strand, 1995). Typical treatment approaches for CAS rely on principles of motor
learning, such as frequent drill to learn specific sounds, oralemotor and oralesensory exercises (eg, using light
touch and brushing of the face and articulators), and use of visual cues (such as gestural cueing and mirror work). As we
will see, this emphasis on motor learning fits well with genetic and neurobiological insights into the pathophysiology
of CAS.

Genetics

The symptom complex of apraxia of speech has been recognized as a component of a number of neurobehavioral disorders
of clear genetic origin, including galactosemia (Potter, Nievergelt, & Shriberg, 2013; Shriberg, Potter, & Strand, 2011;
Webb, Singh, Kennedy, & Elsas, 2003), fragile X syndrome (Spinelli, Rocha, Giacheti, & Richieri-Costa, 1995), and
deletions or duplications at various chromosomal loci, namely 15q11-13 (Boyar et al., 2001), 16p11.2 (Raca et al., 2013),
12p13.33 (Fanizza et al., 2014; Thevenon et al., 2013), and the BCL11A gene at 2p15 (Peter, Matsushita, Oda, & Raskind,
2014). In our own clinical practice, we have observed severe apraxia of speech, as well as oralebuccal apraxia and limb
dyspraxia, in a child with a 656-kb terminal deletion at 19p13.3 (unpublished observation).

By far the best-documented genetic cause of CAS, however, involves the FOXP2 gene on chromosome 7q31, an
association which was first identified in the KE family of London (Fisher, Vargha-Khadem, Watkins, Monaco, & Pembrey,
1998; Lai et al., 2001). Four generations of KE family members have participated in research; approximately half of them
have the core features of CAS, as well as associated features of limb apraxia, orofacial apraxia, and language impairment
(Alcock, Passingham, Watkins, & Vargha-Khadem, 2000a,b; Vargha-Khadem, Watkins, Alcock, Fletcher, & Passingham,
1995; Watkins, Dronkers, & Vargha-Khadem, 2002). From this pedigree, it was determined that CAS associated with
FOXP2 mutation is transmitted as an autosomal dominant, monogenetic trait. Since the initial description of the KE family,
disruption of FOXP2 has been identified in a number of other cases of apraxia of speech worldwide (Feuk et al., 2006;
Lennon et al., 2007; MacDermot et al., 2005; Palka et al., 2012; Turner et al., 2013).

FOXP2 encodes a transcription factor that appears to be highly conserved in mammals and birds (Webb & Zhang,
2005), although human-specific amino acid sequence changes of potential functional significance have also been identified
(Enard et al., 2002; Konopka et al., 2009). The gene is expressed in a number of structures in the developing brain,
including the cortical plate, basal ganglia, thalamus, inferior olives, and cerebellum (Lai, Gerrelli, Monaco, Fisher, &
Copp, 2003). In mice, mutation of FOXP2 results in deficits in motor skill learning, accompanied by abnormal synaptic
plasticity in cerebellar and motor circuits (Groszer et al., 2008). In songbirds, the expression of FOXP2 in the basal ganglia
correlates with vocal learning (Heston & White, 2015; Rochefort, He, Scotto-Lomassese, & Scharff, 2007; Teramitsu,
Kudo, London, Geschwind, & White, 2004; Teramitsu, Poopatanapong, Torrisi, & White, 2010; Teramitsu & White,
2006), and knockdown of the gene in the song-learning region of the basal ganglia disrupts this process (Haesler et al.,
2007; Murugan, Harward, Scharff, & Mooney, 2013).

These animal models demonstrate that FOXP2 has an important role in the organization of frontostriatal and fronto-
cerebellar circuits implicated in specific forms of motor learning, and suggest a possible neurobiological basis for the
apraxic symptoms in individuals with FOXP2 mutations. However, a motor learning deficit does not obviously account for
the other cognitive and linguistic difficulties (for example, impairment in speech perception) associated with CAS,
including in those with CAS who have FOXP2 mutations.
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The language deficits that co-occur with apraxia of speech may be explained, at least in part, by disruption of a larger
genetic pathway involving FOXP2. In particular, there is increasing evidence that FOXP2 interacts with the gene SRPX2 at
Xq22, encoding a sushi repeat protein which promotes synaptogenesis in the cerebral cortex (Roll et al., 2006, 2010;
Sia, Clem, & Huganir, 2013). In mice, reduction of SPRX2 results in impaired development of ultrasonic vocalizations
(Sia et al., 2013). Humans with SRPX2 mutations present with oral and speech dyspraxia in the context of perisylvian
polymicrogyria and rolandic epilepsy (Roll et al., 2006), which suggests that the protein product of this gene is particularly
important for the cortical organization of the language network.

Neuroanatomy

Detailed anatomical and fMRI studies of the KE family have yielded most of our insights on the neuroanatomy of CAS.
Using voxel-based morphometry, Watkins, Vargha-Khadem, et al. (2002) showed that gray matter within the caudate
nucleus of the basal ganglia in particular was decreased in affected KE family members compared to unaffected members
and normal control subjects, and that caudate gray matter density correlated with performance on tests of oral praxis,
nonword repetition, and coding. Additional analyses demonstrated decreased gray matter density in the ventral cerebellum
(lobules VIIB and VIIIB), inferior frontal gyri, precentral gyri, and temporal poles bilaterally. Interestingly, gray matter
density in the posterior superior temporal gyrus and angular gyrus was increased (Belton, Salmond, Watkins,
Vargha-Khadem, & Gadian, 2003). Positron emission tomography (PET) in two affected individuals showed increased
cerebral blood flow (compared with unaffected individuals) during a word repetition task in the caudate nuclei and bilateral
inferior frontal gyri (Vargha-Khadem et al., 1998). This pattern corresponds to the most prominent areas of reduction in
gray matter density and may reflect a mechanism of functional compensation.

Functional brain activation in members of the KE family has also been studied using an fMRI paradigm in which
participants were asked either to produce verbs upon hearing a noun (verb generation) or to repeat words (Liegeois et al.,
2003). In contrast to the PET study described earlier, this showed a decreased task-related blood oxygen leveledependent
signal in affected family members across tasks in bilateral inferior frontal regions and in the left precentral gyrus.
The reason for the opposite findings using PET and fMRI is not entirely clear and is not straightforwardly attributable to
differences in methodology. Possibly it may have to do with different compensatory strategies used by family members
with the same underlying abnormalities in circuitry. In this regard, it would be interesting to study how performance on
speech and language tasks varies as a function of brain activation in individuals with CAS.

Developmental Dyslexia

Clinical Features

Dyslexia is usually diagnosed in children who have difficulties or delays in learning to read, despite normal general
intelligence and adequate peripheral visual and auditory perception. However, childhood reading difficulties are almost
always only the presenting symptom of a clinically heterogeneous syndrome that may include deficits in attention and
executive functioning, comprehension of spoken language, writing, and spelling, calculation, and motor coordination that
persist over the lifespan. Moreover, because the specific difficulties with reading and writing depend both on educational
opportunities and on the orthographic characteristics of the language of instruction (Lindgren et al., 1985; Paulesu et al.,
2001), these symptoms often evade diagnosis. On the other hand, specific language impairment, typically diagnosed in
younger children with speech and language delays, is highly comorbid with dyslexia (Newbury et al., 2011). In contrast to
their cognitive weaknesses, dyslexic individuals may show relative strengths in nonlanguage visuospatial processing
(Diehl et al., 2014).

Whereas a number of hypotheses have been proposed to explain the underlying neurocognitive differences in
individuals with dyslexia (compared with typically developing individuals), it is far from clear that dyslexia is a unitary
syndrome, and it is possible that different neurodevelopmental alterations can result in superficially similar clinical
presentations. Ramus (2003) identified four main domains of cognitive function that have been proposed to be impaired in
dyslexia: the sensorimotor domains of auditory, visual, and motor processing, and the linguistic domain of phonological
processing.

A relatively consistent finding in dyslexic individuals is the presence of a phonological deficit, although whether this is
the “core” deficit in the disorder or a symptom of lower-level processing issues remains a subject of debate. Dyslexic
people usually have difficulties with phonological awareness (the detection and manipulation of sounds within words),
verbal short-term memory, and rapid retrieval of names for pictures and overlearned stimuli (colors, numbers, and letters),
or “rapid automatized naming” (Denckla & Rudel, 1974; Schatschneider, Carlson, Francis, Foorman, & Fletcher, 2002).
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Some of these impairments are consistent enough that they can be used reliably to identify preliterate children at risk of
developing dyslexia.

It has long been observed that many dyslexics have difficulties with auditory tasks, including word repetition and
judgment of temporal order (Chiappe, Stringer, Siegel, & Stanovich, 2002; Share, Jorm, Maclean, & Matthews, 2002;
Tallal, 1980), categorical perception of phonemes (Serniclaes, Sprenger-Charolles, Carre, & Demonet, 2001), and
perception of frequency and intensity of sounds (Amitay, Ahissar, et al., 2002; Amitay, Ben-Yehudah, et al., 2002).
Originally these data were taken to support the proposal that a fundamental deficit underlying dyslexia is in the rapid
processing of auditory information (Tallal, 1980; Vandermosten et al., 2010, 2011). Subsequent studies have shown that
auditory processing in people with dyslexia does not seem to be particularly sensitive to temporal variables, or that if
anything, dyslexic individuals have more difficulty with slow-rate auditory processing tasks (Amitay, Ben-Yehudah, et al.,
2002; Chiappe et al., 2002; Poelmans, Luts, et al., 2011; Share et al., 2002). In any case, the extent to which auditory
processing problems can inform a unifying theory of dyslexia is questionable: Across various studies, only 30e60% of
dyslexic individuals have impairments in auditory processing (Ramus, 2003; Tallal, 1980) and these do not correlate
directly with phonological skill or reading ability (Amitay, Ahissar, et al., 2002; Law, Vandermosten, Ghesquiere, &
Wouters, 2014; Ramus, Rosen, et al., 2003).

Subtle visual problems in dyslexia include eye movement and fixation anomalies (Quercia, Feiss, & Michel, 2013;
Stein, 2014), excessive visual crowding (Cassim, Talcott, & Moores, 2014; Gori & Facoetti, 2015; Spinelli, De Luca,
Judica, & Zoccolotti, 2002), and visuospatial attention deficits (Bogon, Finke, & Schulte-Korne, 2014; Bogon, Finke, &
Stenneken, 2014; Gabay, Gabay, Schiff, Ashkenazi, & Henik, 2013; Hari, Renvall, & Tanskanen, 2001; Ruffino, Gori,
Boccardi, Molteni, & Facoetti, 2014). About a third of dyslexic people show abnormal visual evoked potentials in response
to a variety of stimuli (Kubova et al., 2015). As with auditory processing, these deficits have been thought to support the
view that dyslexia is attributable to an impairment in rapid temporal processing of sensory information (Hari & Renvall,
2001), but on closer inspection they do not seem to be restricted to rapid tasks and are present in only a minority of people
with dyslexia (Amitay, Ahissar, et al., 2002; Ramus, 2003). Likewise, deficits in motor control are found in about 30e50%
of dyslexic individuals and do not seem to be causally linked to difficulties with phonological processing and reading
(Ramus, 2003; Ramus, Pidgeon, & Frith, 2003; Ramus, Rosen, et al., 2003).

Neuroanatomy

The number of neuroimaging studies of dyslexia (or reading disorders) has exploded in recent years, yielding a wealth of
information about possible functional and anatomical differences between dyslexic and typical brains. These differences
involve various components of the left hemisphere language network, although not always in a consistent fashion across
studies. A common and fundamental dilemma in interpreting these findings is that it is hard to determine whether they
reflect differences in brain organization that lead to dyslexia, differences that result from differences in processing, or
reduced experience with written and verbal stimuli.

Voxel-based morphometric analyses of gray matter in the brains of dyslexic individuals tend to show a reduction in
gray matter density in superior temporal regions bilaterally, areas that are associated with phonological processing
(Brambati et al., 2004; Dole, Meunier, & Hoen, 2013; Richlan, Kronbichler, & Wimmer, 2013; Steinbrink et al., 2008).
Individual studies have also shown structural gray matter differences in the cerebellum (Brambati et al., 2004; Eckert et al.,
2005; Stoodley, 2014), left parietal cortex (Eckert et al., 2005; Hoeft et al., 2007), and inferior temporo-occipital areas
including the lingual and fusiform gyri (Eckert et al., 2005; Kronbichler et al., 2008; Linkersdorfer, Lonnemann, Lindberg,
Hasselhorn, & Fiebach, 2012).

Among the most consistently replicated findings in fMRI and PET studies is that of reduced activation in left occi-
pitotemporal regions and in the visual word form area of the left fusiform gyrus during reading tasks (Paulesu, Danelli, &
Berlingeri, 2014; Richlan, 2012; Richlan, Kronbichler, & Wimmer, 2009, 2011). Interestingly, decreased activation in this
area correlates (at least in some studies) with decreased gray matter density (Linkersdorfer et al., 2012), and decreased
density and activation have been observed in preliterate children at risk for dyslexia based on family history (Raschle,
Chang, & Gaab, 2011; Raschle, Zuk, & Gaab, 2012). Conversely, intensive remediation focused on reading skills results in
increased left fusiform gray matter density (Krafnick, Flowers, Napoliello, & Eden, 2011), which suggests that the
structureefunction relationship in this region is at least partially mediated by experience.

Analyses of structural and functional connectivity in dyslexic brains have tended to highlight a role for tracts
connecting the ventral and dorsal pathways of language processing. DTI shows microstructural abnormalities in white
matter organization at the left temporoparietal junction around the posterior terminus of the arcuate fasciculus (Deutsch
et al., 2005; Klingberg et al., 2000; Lebel et al., 2013; Niogi & McCandliss, 2006; Rimrodt, Peterson, Denckla, Kaufmann,
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& Cutting, 2010; Steinbrink et al., 2008; Vandermosten, Boets, Wouters, & Ghesquiere, 2012) and in the SLF (Carter
et al., 2009; Steinbrink et al., 2008). One neuroimaging study used multivoxel pattern analysis to show that activation in
bilateral auditory cortex is intact in dyslexic individuals, but functional coherence and white matter tracts between this
region and the inferior frontal cortex were reduced (Boets et al., 2013).

Neuropathology

In a series of postmortem examinations of the brains of dyslexic individuals, Galaburda and colleagues documented
a high prevalence of microscopic abnormalities of neuronal migration, including ectopias and focal microgyri. These
abnormalities tend to be clustered in the perisylvian cortex, predominantly in the left hemisphere, which suggests a
cytoarchitectonic explanation for functional disruption within the language system (Galaburda & Kemper, 1979;
Galaburda, Sherman, Rosen, Aboitiz, & Geschwind, 1985; Humphreys, Kaufmann, & Galaburda, 1990).

Nevertheless, neurobiological theories of dyslexia have tended to focus on abnormalities in the thalamus, and in
particular in the magnocellular layers of the lateral geniculate nucleus, which are often disorganized and contain a
disproportionate number of small neurons (Galaburda & Kemper, 1978; Galaburda & Livingstone, 1993; Livingstone,
Rosen, Drislane, & Galaburda, 1991). The “magnocellular theory” of dyslexia seems to predict that dyslexic individuals
should have difficulties with rapid temporal processing of sensory information, because this is the specialized function of
the magnocellular pathway. Thus, the theory has derived support from observations of visual and auditory processing
problems in dyslexia.

Unfortunately for this theory, the particular kinds of visual and auditory deficits found in dyslexic people are not always
consistent with magnocellular dysfunction, as noted previously. Moreover, it is possible, and perhaps even likely, that the
thalamic abnormalities observed in dyslexic brains are a developmental consequence of primary abnormalities in cortical
architecture, and not the root cause of other anatomical and behavioral differences.

At least one small autopsy series has shown that people with dyslexia, compared with those who do not have it, have an
increased proportion of large Purkinje neurons in the anterior and posterior lobes of the cerebellum (Finch, Nicolson, &
Fawcett, 2002). This observation has been adduced to support the view that dyslexia is primarily attributable to a deficit in
cerebellar function (the “cerebellar theory”) (Nicolson, Fawcett, & Dean, 2001). As is the case with the magnocellular
theory, however, it may be that cerebellar cortical abnormalities are merely the result of an underlying disruption in
corticocerebellar connectivity, and thus may contribute to the disorder without explaining its origins.

Genetics

Variance in reading skill has a significant genetic component, with heritability estimates ranging from 0.4 to 0.8
(Schumacher, Hoffmann, Schmal, Schulte-Korne, & Nothen, 2007). To date, about 15 different candidate genes have
been associated with susceptibility to developmental dyslexia across nine genetic loci, labeled DYX1e9
(Carrion-Castillo, Franke, & Fisher, 2013; Giraud & Ramus, 2013; Poelmans, Buitelaar, Pauls, & Franke, 2011). These
are associated with a variety of neurodevelopmental processes, most of which seem to affect neural migration within the
neocortex. There is general agreement that dyslexia is a polygenic and heterogeneous trait, with different combinations
of genetic risk factors contributing to the phenotype in different individuals (Carrion-Castillo et al., 2013); the most
promising genetic leads have emerged from studies of families in which alterations in single genes are associated with
cognitive symptoms.

A paradigmatic example is the DYX1C1 gene, encoding a 420eamino acid protein with three tetratricopeptide repeat
domains, first identified in a Finnish family in which a chromosome 2;15 translocation cosegregated with difficulties in
reading and writing (Nopola-Hemmi et al., 2000; Taipale et al., 2003). DYX1C1 corresponds to the chromosome 15
breakpoint of the familial translocation and is located within the DYX1 candidate region at 15q21 that has been linked to
reading and spelling disability in other studies (Bates et al., 2007; Chapman et al., 2004; Grigorenko et al., 1997; Platko
et al., 2008; Schulte-Korne et al., 1998).

The DYX1C1 gene is expressed in neural and glial cells in the developing neocortex and appears to affect neuronal
migration specifically by regulating the assembly of dynein, a motor protein important for the function of microtubules
(Tarkar et al., 2013; Wang et al., 2006). Using RNA interference techniques, it has been shown that knockdown of this
gene in the neocortical ventricular zone results in cortical and hippocampal malformations similar to those sometimes
observed in dyslexic people (Rosen et al., 2007). Cognitively, inactivation of DYX1C1 seems to result in impairments in
auditory function and working memory (Szalkowski et al., 2011; Threlkeld et al., 2007). Nevertheless, a link between
specific human polymorphisms in DYX1C1 and developmental dyslexia has proven elusive, with inconsistent results across
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population-based studies (Tran et al., 2013; Venkatesh, Siddaiah, Padakannaya, & Ramachandra, 2014; Zou et al., 2012),
although it is possible that this may be attributable in part to methodological issues.

A second dyslexia susceptibility gene, DCDC2, has been identified within the dyslexia-associated locus DYX2 at
6p21e23 (Fisher et al., 1999; Grigorenko et al., 1997; Platko et al., 2008). Meng et al. (2005) showed that polymorphisms
and a small (2.4 kb) deletion in this gene predicted performance in quantitative measures implicated in dyslexia, including
discrepancy between observed and expected reading scores and homonym selection. Subsequent studies have confirmed an
association between DCDC2 and dyslexic phenotypes (Matsson et al., 2015; Schumacher et al., 2006). As with DYX1C1,
however, links between dyslexia and specific markers in DCDC2 have not consistently replicated in different populations
(Venkatesh, Siddaiah, Padakannaya, & Ramachandra, 2013; Zou et al., 2012).

DCDC2 encodes a protein with two doublecortin domains, and like DYX1C1 it appears to influence neuronal migration
through its role in microtubule formation (Burbridge et al., 2008; Grati et al., 2015; Meng et al., 2005; Schumacher et al.,
2006). In the human brain, it is expressed most robustly in the entorhinal cortex, inferior and medial temporal cortex,
hypothalamus, amygdala, and hippocampus, and knockdown of expression in the rat ventricular zone produces neuronal
heterotopias (Meng et al., 2005). Mutations of DCDC2 in mice affect visual discrimination, visuospatial memory, and
long-term memory (Gabel et al., 2011). Some studies have suggested that both the anatomical and behavioral effects of
DCDC2 mutations in animal models depend on concurrent disruption of a related gene, DCX, whose function may be
partially redundant with DCDC2 (Meng et al., 2011; Wang et al., 2011).

In humans with and without dyslexia, polymorphisms in DCDC2 appear to predict cortical thickness in the left angular
and supramarginal gyri, which form part of the language network, and in the left lateral occipital cortex (Darki,
Peyrard-Janvid, Matsson, Kere, & Klingberg, 2014). Individuals with deletions in DCDC2 intron 2 have decreased white
matter integrity in the left arcuate fasciculus and the splenium of the corpus callosum (Marino et al., 2014). Those with
both DCDC2 deletions and dyslexia also appear to have decreased fractional anisotropy in the inferior longitudinal
fasciculus and the genu of the corpus callosum.

The DYX2 locus at 6p21e23 contains yet a third gene, KIAA0319, with putative causal links to developmental reading
disorders (Cope et al., 2005; Francks et al., 2004; Harold et al., 2006). In some populations, KIAA0319 does not appear to
contribute significantly to dyslexia (Schumacher et al., 2006), whereas in other populations, in which no risk was
attributable to polymorphisms in DYX1C1 or DCDC2, variants in KIAA0319 appear to confer risk (Venkatesh et al., 2013;
Zou et al., 2012).

KIAA0319 is a plasma membrane protein thought to function in cellular adhesion and attachment. In the human fetal
brain, it is expressed in the developing neocortex, ganglionic eminence, cortical plate, and ventricular zone (Paracchini
et al., 2006). In common with the other dyslexia candidate genes discussed thus far, disruption of KIAA0319 in animal
models results in aberrant neocortical migration and heterotopia formation, with a significant reduction in the volume of the
corpus callosum (Szalkowski et al., 2012), possibly owing to defective axonal guidance (Poon et al., 2011). Behavioral
effects observed in animals with abnormal KIAA0319 expression include deficits in processing acoustic stimuli and
impaired spatial learning (Szalkowski et al., 2013). A protein similar in structure to KIAA0319 (called KIAA0319-Like) is
encoded by a gene at the 1p36e34 dyslexia susceptibility locus (DYX8) (Couto et al., 2008) and also appears to be
involved in neuronal migration; disruption of this gene in rats produces large periventricular nodular heterotopias (Platt
et al., 2013).

A final gene whose association with dyslexia is relatively well-characterized is ROBO1, found in the DYX5 region at
chromosome 3p12e13 (Hannula-Jouppi et al., 2005; Nopola-Hemmi et al., 2001). Nopola-Hemmi et al. (2001) described
profound reading difficulties in a four-generation Finnish family which appeared to be transmitted as an autosomal
dominant, monogeneic trait mapped to this locus; Hannula-Jouppi et al. (2005) identified ROBO1 as the gene in this region
most likely to contribute to dyslexia in a patient with a de novo chromosomal translocation. More recent studies have
supported a role for ROBO1 in the pathogenesis of dyslexia (Mascheretti et al., 2014; Tran et al., 2014).

ROBO1 is expressed strongly in developing brain tissue and has been shown to be involved in axon growth and
guidance (Lamminmaki, Massinen, Nopola-Hemmi, Kere, & Hari, 2012; Mire et al., 2012) as well as proliferation and
neurogenesis of pyramidal neurons (Yeh et al., 2014). The behavioral effects of ROBO1 disruption are less well under-
stood, but at least one study has suggested that dyslexic individuals with a common ROBO1 haplotype showed abnormal
patterns of magnetoencephalographic activity in a paradigm examining auditory cortex responses to sounds played at
different frequencies in the left and right ears, which suggests impaired interaural interaction (Lamminmaki et al., 2012).

Overall, genes associated with developmental dyslexia appear predominantly to result in altered patterns of cortical
migration. In animal models, frank histologic abnormalities on such as heterotopias are often observed; in humans,
variations in these genes may produce alterations in gray or white matter microstructure that are apparent in neuroimaging,
although pathological confirmation for abnormalities linked to specific genes has not yet been obtained. Interestingly, most
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of these genes are expressed widely throughout the cortex and in subcortical structures, which is consistent with the
observation that the neurological syndrome in dyslexia is rarely limited to difficulty with reading. Geneegene interactions
explain a significant proportion of the variability in heritability of dyslexia and its clinical phenotype (Mascheretti, Bureau,
Trezzi, Giorda, & Marino, 2015).

PRIMARY PROGRESSIVE APHASIA

Neurodegenerative diseases such as Alzheimer disease (AD) and frontotemporal dementia (FTD) are commonly recog-
nized to lead to progressive changes in memory or personality. Since these disorders were first described, however, it has
also been known that impairments in language function can be a prominent feature (Alzheimer, 1907; Pick, 1892).
Nonetheless, for most of the past century it was believed that language deficits would emerge only after deficits in other
cognitive domains became apparent.

Beginning in the 1970s, researchers began to recognize neurodegenerative conditions in which language-related
impairment was the most prominent early symptom (Warrington, 1975). The term “primary progressive aphasia” (PPA)
was coined in the 1980s after Mesulam’s landmark article describing a case series of patients presenting with slowly
progressive aphasia associated with degeneration of the perisylvian region of the left hemisphere (Mesulam, 1982).
In contrast to the previously prevailing view, in which aphasia was seen merely as part of a broader dementing syndrome, it
became clear that the cognitive impairment in PPA affected language earlier and more significantly than other domains,
and that this was a result of neurodegeneration in specific anatomical regions related to language function.

Although PPA was initially seen as a single syndrome, it was quickly recognized that specific aphasic symptoms varied
depending on the underlying pattern of degeneration. PPA was thus initially divided into two main subtypes: a “fluent”
form characterized by a progressive disorder of semantic memory (also called semantic dementia) (Snowden, Goulding, &
Neary, 1989) and a “nonfluent” form of progressive aphasia characterized mainly by a disorder of grammar (progressive
nonfluent aphasia) (Grossman et al., 1996). In the early 2000s, a third form was described in which the most prominent
deficits are word-finding difficulties, which led to the appellation of logopenic PPA, and problems with sentence repetition
(Gorno-Tempini, Dronkers, et al., 2004). These three variants of PPA differ not only in their clinical presentation but also
in their neuroanatomical patterns of degeneration and underlying neuropathology (Gorno-Tempini et al., 2011)
(Table 32.1).

Nonfluent Variant Primary Progressive Aphasia

Clinical Features

The presenting symptoms of nonfluent variant PPA (nfvPPA) can be heterogeneous but typically include slow and effortful
speech output. These problems are sometimes described by patients or caregivers as “word-finding difficulties,” but careful
clinical examination reveals that these difficulties are attributable to two core impairments: the articulation planning deficit
known as AOS and a deficit in processing grammatical elements of language, known as agrammatism.

As noted earlier in our discussion of CAS, AOS refers to the incoordination of subtle movements required for speech
production, in the absence of neuromuscular dysfunction or frank dysarthria (Duffy, Peach, & Strand, 2007). Adults with
AOS may report a sensation of knowing what they want to say, but are unable to produce the desired words with their lips
and tongue. Observers may perceive uncoordinated “groping” mouth movements while these patients try to articulate.
Typically, AOS is most evident in the pronunciation of particularly complex phrases or in the repetition of multisyllabic
words (eg, “artillery,” “hippopotamus”) (Hodges, Martinos, Woollams, Patterson, & Adlam, 2008; Ogar, Slama, Dronkers,
Amici, & Gorno-Tempini, 2005). As a consequence, patients with nfvPPA have slower speech than patients with other
PPA syndromes, even when word pauses are taken into account (Ash et al., 2009). Speech is characterized by inconsistent
sound errors such as distortions, deletions, insertions, and substitutions (Ogar, Dronkers, Brambati, Miller, &
Gorno-Tempini, 2007). Prosody is frequently impaired as well (Wilson, Henry, et al., 2010).

Agrammatism in language production may manifest as abnormal syntactic construction, inappropriate use of pronouns,
inability to produce appropriate subjecteverb agreement, decreased verb use, and omission of grammatical morphemes
such as articles, prepositions, and auxiliary verbs (Ash et al., 2009; Gunawardena et al., 2010; Wilson, Henry, et al., 2010).
In early stages, grammatical difficulties may be apparent only in writing, but they will ultimately involve both written and
spoken language (Grossman, 2012). Patients may try to overcome these deficits by using shortened sentences, resulting in
an abbreviated mean length of utterance (Thompson et al., 2012). Comprehension of single words and simple sentences is
generally spared, but there may be deficits in comprehending more complex syntactic constructions such as negative
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TABLE 32.1 Classification Criteria for Primary Progressive Aphasia

General PPA Criteria

I. Inclusion criteria (all must be present):
1. Most prominent clinical feature is difficulty with language
2. Language deficit is the cause of impaired daily living activities
3. Aphasia is the prominent deficit at symptom onset and for the initial phases of the disease

II. Exclusion criteria (none must be present):
1. Other central nervous system or medical disorders that can cause symptoms
2. Psychiatric disorders that can cause symptoms
3. Prominent initial episodic memory, visual memory, and visuoperceptual impairments
4. Prominent, initial behavioral disturbance

Nonfluent Variant PPA

I. Core criteria (at least one must be present):
1. Agrammatism
2. Effortful, halting speech production with speech sound errors (consistent with apraxia of speech)

II. Supportive features (two of three must be present):
1. Impaired syntactic comprehension
2. Spared single-word comprehension
3. Spared object knowledge

III. Imaging-supported nfvPPA (both must be present):
1. Clinical diagnosis of nfvPPA
2. Left posterior frontoinsular atrophy on MRI and/or hypometabolism/hypoperfusion

Semantic Variant PPA

I. Core criteria (both must be present):
1. Poor confrontation naming
2. Impaired single-word comprehension

II. Supportive features (at least three must be present):
1. Poor object/face knowledge
2. Surface dyslexia/dysgraphia
3. Spared repetition
4. Spared motor speech and grammar

III. Imaging-supported svPPA (both must be present):
1. Clinical diagnosis of svPPA
2. Anterior temporal lobe atrophy on MRI and/or hypometabolism/hypoperfusion

Logopenic Variant PPA

I. Core criteria (both must be present):
1. Poor single-word retrieval
2. Impaired repetition of sentences

II. Supportive features (at least three must be present):
1. Phonological errors
2. Spared single word comprehension and semantics
3. Spared motor speech
4. Absence of frank agrammatism

III. Imaging-supported lvPPA (both must be present):
1. Clinical diagnosis of lvPPA
2. Posterior perisylvian atrophy on MRI and/or hypometabolism/hypoperfusion

PPA, primary progressive aphasia; nfvPPA, nonfluent variant PPA; svPPA, semantic variant PPA; lvPPA, logopenic variant PPA.
Modified from Gorno-Tempini, M. L., Hillis, A. E., Weintraub, S., Kertesz, A., Mendez, M., Cappa, S. F., . Grossman, M. (2011). Classification of
primary progressive aphasia and its variants. Neurology, 76(11), 1006e1014.
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passive or relative sentences (eg, “The cake was not eaten by the girl”) (Weintraub et al., 2009). Spelling of nonwords may
also be impaired (Shim, Hurley, Rogalski, & Mesulam, 2012).

As the disease progresses, speech becomes increasingly effortful and patients may develop selective mutism even when
other cognitive and motor abilities are relatively preserved (Gorno-Tempini, Dronkers, et al., 2004). However, other
cognitive symptoms frequently develop over time (Sapolsky et al., 2010) as impairments in working memory and exec-
utive function lead to difficulties with concentration, multitasking, planning, and organization. Patients in the final stages of
the disease may exhibit disinhibition, compulsive behaviors, apathy, diminished empathy, and lack of insight (Rohrer &
Warren, 2010). Episodic memory and visuospatial functioning tend to be relatively spared even in advanced stages.

On neurological examination, it is common to note mild extrapyramidal signs, particularly involving the right side of
the body. These can include mild limb rigidity, reduced hand dexterity, and bradykinesia. Limb apraxia, often asymmetric
at presentation, may also be present (Zadikoff & Lang, 2005), as may dysarthria (as distinct from AOS) (Ogar et al., 2007).
Features suggestive of corticobasal syndrome or progressive supranuclear palsy (PSP) often occur during the course of the
disease (Gorno-Tempini, Murray, et al., 2004; Josephs et al., 2006; Nestor et al., 2007). In some cases, nfvPPA may also be
comorbid with amyotrophic lateral sclerosis; these patients exhibit weakness, weight loss, fasciculations, and muscle
atrophy (Seelaar, Rohrer, Pijnenburg, Fox, & van Swieten, 2011). Such nonlanguage clinical features may provide a clue
as to the pathologic mechanism of disease in individual patients.

Neuroanatomy

Most patients with nfvPPA show a characteristic pattern of atrophy involving the left posterior-inferior frontal lobe
(including Broca’s area), premotor cortex, and anterior insula (Fig. 32.3). This pattern has been demonstrated consistently
in MRI studies using volumetric and cortical thickness analyses (Agosta et al., 2015; Caso et al., 2014; Gorno-Tempini,
Dronkers, et al., 2004; Josephs et al., 2006; Rogalski, Cobia, Harrison, Wieneke, Thompson, et al., 2011; Rogalski, Cobia,
Harrison, Wieneke, Weintraub, et al., 2011; Rogalski et al., 2014; Rohrer, Warren, et al., 2009), and nuclear imaging
shows hypometabolism in the same regions (Nestor et al., 2003). As the disease progresses, cortical atrophy extends
rostrally into left prefrontal areas and ventrally into the left anterior temporal lobe, as well as to contralateral posterior
frontal regions (Agosta et al., 2015; Rogalski et al., 2014). There is also atrophy of deep gray nuclei in the basal ganglia
and thalamus (Garibotto et al., 2011; Gorno-Tempini et al., 2008; Rohrer, Warren, et al., 2009).

These patterns of atrophy have been implicated directly in deficits observed in patients with nfvPPA. For example,
apraxia of speech in patients with nfvPPA correlates with volume loss in the left posterior frontal, anterior insular,
and basal ganglia regions (Ogar et al., 2007); dysarthria co-occurs with atrophy extending to the face region of primary
motor cortex and to the left caudate head. Another study showed a correlation between apraxic speech distortions and
volume loss in the left frontal subcortical white matter, and a smaller homologous region on the right (Wilson, Henry,
et al., 2010).

With respect to the agrammatic symptoms of nfvPPA, it has been shown that comprehension of syntactically complex
sentences is impaired in patients with more atrophy in the dorsal portion of the left inferior and middle frontal gyri (Amici
et al., 2007) as well as the left superior temporal gyrus (Gunawardena et al., 2010), ventral sensorimotor cortex, and

FIGURE 32.3 Patterns of gray matter atrophy in patients from the University of California San Francisco cohort with lvPPA (n ¼ 25), nfvPPA (n ¼ 42),
and svPPA (n ¼ 59) compared with healthy control groups matched for age and gender. Voxel-based morphometry results are thresholded at
PFWE < 0.001. lvPPA, logopenic variant primary progressive aphasia; nfvPPA, nonfluent variant primary progressive aphasia; svPPA, semantic variant
primary progressive aphasia.
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supramarginal gyrus (Rogalski, Cobia, Harrison, Wieneke, Thompson, et al., 2011; Rogalski, Cobia, Harrison, Wieneke,
Weintraub, et al., 2011). Poor verbal fluency is associated with more focal atrophy in the posterior inferior and middle
frontal gyri (Rogalski, Cobia, Harrison, Wieneke, Thompson, et al., 2011; Rogalski, Cobia, Harrison, Wieneke, Weintraub,
et al., 2011).

DTI has also been used to investigate abnormalities in structural connectivity along white matter tracts involved in
language processing (Agosta et al., 2013, 2011; Galantucci et al., 2011; Schwindt et al., 2013; Whitwell et al., 2010).
A common finding across these studies has been the observation of significant microstructural changes in dorsal lan-
guage pathways connecting the left frontal lobe with parietal and superior temporal regions, specifically, the SLF,
including the arcuate component, which in turn are strongly related to deficits in syntactic production and comprehension
(Wilson et al., 2011).

Connections within the frontal lobe and in frontostriatal circuits are also disrupted in nonfluent patients with motor
speech disturbances (Mandelli et al., 2014). The frontal aslant tract, connecting Broca’s area to the anterior supplementary
motor area, appears to be particularly vulnerable in this disorder (Catani et al., 2013). Integrity of this tract correlates with
performance in verbal fluency (Catani et al., 2013) as well as with the rate of speech and sentence production and the
frequency of articulatory distortions (Mandelli et al., 2014).

By contrast, ventral white matter tracts connecting temporal, occipital, and orbitofrontal regions tend to be spared
(Agosta et al., 2013, 2011; Galantucci et al., 2011; Schwindt et al., 2013), although some studies have shown that changes
in ventral tracts (such as the inferior frontal-occipital and uncinate fasciculi) also correlate with a reduced proportion of
grammatically well-formed utterances (Grossman et al., 2012).

Functional neuroimaging studies in patients with nfvPPA are more limited than structural studies. However, at least two
studies have suggested that nonfluent patients show altered activation in the left inferior frontal cortex during sentence
comprehension tasks compared with healthy control subjects (Cooke et al., 2003; Wilson, Dronkers, et al., 2010).

Taken together, these data outline distinct networks whose degeneration contributes to motor speech and grammatical
disturbances in nfvPPA. Impairment in syntactic processing seems to correlate with atrophy and altered activation of the
left inferior frontal cortex and its interhemispheric connections to parietal and temporal language areas, whereas apraxia of
speech correlates with degeneration of the network linking Broca’s area and precentral speech areas to brain regions
involved in motor planning, including the supplementary motor area and the basal ganglia.

Neuropathology

Pathologically, the nonfluent variant of PPA is usually found to be a form of frontotemporal lobar degeneration (FTLD).
About 70% of cases in clinicopathological series are associated with pathological deposits of hyperphosporylated
microtubule-associated tau protein (FTLD-tau); most of the remainder have tau-negative, TDP-43epositive inclusions
(FTLD-TDP) (Grossman, 2010; Josephs et al., 2011; Rohrer et al., 2011) (Fig. 32.5). Less frequently, AD pathology has
been described (Caso et al., 2013), although there is controversy as to whether some of the patients purported to show this
pathology should have been classified as logopenic rather than nonfluent (Chare et al., 2014).

The physiological function of the tau protein is to promote the assembly and stabilization of microtubules. Hyper-
phosphorylated tau has reduced affinity for microtubules, preventing their stabilization. In FTLD there is thought to be an
excess of hyperphosphorylated tau (for reasons that are mostly unclear), leading to cellular degeneration. FTLD-tau can be
further subdivided based on the number of repeat regions in the microtubule binding domains of the deposited tau protein.
Tauopathies with three repeats (FTLD-3R) have the histopathological characteristics of Pick disease, whereas those with
four repeats (FTLD-4R) have the patterns of progressive supranuclear palsy and corticobasal degeneration. Most
commonly, nfvPPA is associated with FTLD-4R pathology although, as we have noted, the nonlanguage clinical
symptoms of corticobasal degeneration or PSP are observed only in some patients.

FTLD-TDP pathology, which is characterized by neuronal and glial ubiquitinated inclusions of transactive-response
DNA-binding protein of about 43 kD (TDP-43), is found in a minority of cases of nfvPPA (Knibb, Xuereb, Patterson,
& Hodges, 2006; Snowden, Neary, & Mann, 2007). Of the four subtypes of FTLD-TDP, the one most commonly
associated with nfvPPA is type A, which is characterized by relatively few inclusions, with long neuritic profiles in the
superficial cortical laminae (Josephs, Stroh, Dugger, & Dickson, 2009).

The ability to make the correct premortem pathological diagnosis in patients who present clinically with nfvPPA is
critical to the design of therapeutic trials that target specific molecular alterations. At least one study has suggested that the
presence of extrapyramidal signs and agrammatism, combined with neuroimaging evidence of white matter volume loss,
might point to the presence of an underlying 4R tauopathy (Caso et al., 2014). Likewise, FTLD-4R may be more prevalent
in patients with apraxia of speech as a prominent symptom (Deramecourt et al., 2010; Josephs et al., 2006).
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Genetics

Whereas other FTD syndromes are often associated with a positive family history (Goldman et al., 2011; Rohrer,
Guerreiro, et al., 2009), most cases of nfvPPA are sporadic. The genetic forms of the disorder are usually more difficult to
classify in the three main variants. Nevertheless, syndromes resembling nfvPPA and lvPPA have been described in patients
who have mutations in various genes implicated in FTLD, including the MAPT gene, encoding microtubule-associated
protein tau, on chromosome 17 (Boeve et al., 2005), and PGRN (encoding progranulin), also on chromosome 17 (Beck
et al., 2008; Le Ber, Camuzat et al., 2008). The presence of MAPT and PGRN mutations does not appear to predict a
clinical presentation of nfvPPA (Bird et al., 1999; Beck et al., 2008), and family members with the same mutation can have
different clinical symptoms (Le Ber et al., 2008).

Some nfvPPA patients have been shown to have a hexanucleotide repeat expansion in chromosome 9 open
reading frame 72, typically associated with FTLD-TDP pathology and clinical signs of motor neuron disease
(Mahoney et al., 2012; Snowden et al., 2012). Other, less common genetic changes described in nfvPPA cases include
mutations of TARDBP (encoding TDP-43) gene on chromosome 1 (Chio et al., 2010) and VCP on chromosome 9
(Watts et al., 2004).

Semantic Variant Primary Progressive Aphasia

Clinical Features

Patients with semantic variant primary progressive aphasia (svPPA) (also known as semantic dementia) usually present
with anomia in spontaneous speech and writing, frequently described as a loss of memory for words. At the root of this
impairment is a loss of conceptual knowledge of the person or object that needs to be named (Hodges, Patterson, Oxbury,
& Funnell, 1992). Early in the course of the disease, only less familiar and less frequently encountered concepts are lost;
high-frequency words referring to prototypical or generic objects may be preserved. Thus, patients with svPPA often use
category-level terms or more frequent words of the same semantic category, sometimes incorrectly (eg, “animal” or “dog”
instead of “tiger”), or very generic words (“thing”).

Compared with other forms of PPA that are characterized by prominent anomic difficulties (particularly the
logopenic variant), patients with svPPA are less likely to think of a target word later, and are more consistent in the
words they cannot recall (Ralph & Howard, 2000). Moreover, cuing with the initial sounds of a word and offering
multiple choices are less helpful (Graham, Patterson, & Hodges, 1995). Single word comprehension is also impaired,
although patients may be unaware of their comprehension problems. Patients who are in the early stage can engage
in simple conversations and understand simple texts with no apparent difficulties, but when confronted with an out-of-
context, low-frequency word or object, comprehension deficits become apparent. These deficits are multimodal in
nature, encompassing not only knowledge of words associated with objects but also visual, auditory, tactile, and
olfactory features (Bozeat, Lambon Ralph, Patterson, Garrard, & Hodges, 2000; Luzzi et al., 2007). Impairment may
extend to difficulties recognizing objects (agnosia) and faces (prosopagnosia), as well as difficulties in using objects
correctly (ideational apraxia).

The discrepancy between the loss of naming and comprehension abilities and the preservation of motor speech,
phonological, and grammatical skills can be striking, especially early on. The combination of loss of lexical-conceptual
knowledge with preservation of language mechanics produces characteristic error patterns such as surface dyslexia
(reading irregularly spelled words using regular phonological rules, eg, reading sew as/su/) and overregularization of
irregularly inflected words (saying “childs” for children).

Behavioral alterations constitute the other major group of symptoms manifested by patients with svPPA, and they may
follow or precede symptoms of semantic loss. Early stages may present with a behavioral syndrome characterized by
emotional detachment, irritability, and disruption of physiologic drives such as sleep, appetite, and libido. Later, patients
with svPPA often develop disinhibition, compulsions, and altered food preferences (Seeley et al., 2005).

Despite their deficits, many cognitive domains remain intact in patients with svPPA. For example, these patients may
remember life events well, find their way around without difficulty, and engage in complex hobbies with retention of many
practical, visuospatial, and creative skills.

Neuroanatomy

Conventional MRI scans and volumetric analyses in patients with svPPA most often show asymmetric atrophy in
the anterior temporal lobes, involving the left side more than the right (Davies et al., 2009; Gorno-Tempini, Rankin,
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et al., 2004; Hodges & Patterson, 2007; Rohrer, Warren, et al., 2009) (Fig. 32.3). Volume loss is greatest in the
polar, parahippocampal, middle, and inferior temporal regions, including the anterior fusiform gyrus. Significant
hippocampal atrophy has been described; this may be as severe as the hippocampal atrophy in patients with AD
matched for disease duration (Davies, Graham, Xuereb, Williams, & Hodges, 2004). The amygdala is also typically
involved in svPPA, likely contributing to behavioral symptoms and impairments in reading social cues and facial
emotions (Rosen et al., 2002). Over time, atrophy spreads to more posterior temporal regions, orbitofrontal
cortex, insula, and anterior cingulate, as well as to homologous contralateral areas (Brambati et al., 2009; Rohrer,
Warren, et al., 2009).

DTI studies have paralleled those using gray matter morphometry, showing more pronounced degeneration in ventral
white matter tracts including the inferior longitudinal fasciculus, inferior frontooccipital fasciculus, and uncinate fasciculus.
Dorsal degeneration is limited to the temporoparietal component of the SLF (Acosta-Cabronero et al., 2011; Agosta et al.,
2013, 2010, 2011; Galantucci et al., 2011; Schwindt et al., 2013). By contrast, the frontoparietal portions of the SLF and
the frontal speech network are relatively spared, which is consistent with the sparing of phonological and grammatical
knowledge in these patients (Agosta et al., 2015, 2010; Galantucci et al., 2011) (Fig. 32.4).

The profound loss of conceptual semantic knowledge in patients with degeneration of the anterior temporal lobe has
inspired a number of hypotheses about the role of this structure in language and cognition (Butler, Brambati, Miller, &
Gorno-Tempini, 2009; Chan et al., 2001; Galton et al., 2001; Mummery et al., 2000), and in particular the proposal
that this region is an amodal semantic hub (Patterson et al., 2007). Consistent with this view, resting-state fMRI
studies show that anterior temporal lobe atrophy in svPPA co-occurs with reduced functional connectivity with several
upstream modality-specific cortical regions, including posterior temporal structures and the fusiform gyri (Guo et al.,
2013). These perturbations in functional connectivity correlate with impairments in naming (Agosta et al., 2014;
Guo et al., 2013).

In about a quarter of cases of svPPA there is more pronounced atrophy of the right anterior temporal lobe than the left
(Hodges et al., 2010). In these patients, behavioral alterations may be the earliest symptoms, and semantic memory
impairments may initially be limited to loss of knowledge about famous people (Edwards-Lee et al., 1997;
Gorno-Tempini, Rankin, et al., 2004; Henry et al., 2012). Patients who initially show semantic memory impairments in
the context of left temporal atrophy eventually develop behavioral changes when the disease has progressed to involve
the right temporal lobe and orbitofrontal regions (Brambati et al., 2009). The degree of atrophy in right orbitofrontal and
temporal regions has been linked to the clinical development of anxiety, apathy, irritability, and eating disorders (Rohrer
& Warren, 2010), as well as social-emotional symptoms such as deficits in self-awareness of empathic concern, insight,
and theory of mind (Irish, Hodges, & Piguet, 2014; Shany-Ur et al., 2014; Sollberger et al., 2014).

Neuropathology

Semantic variant PPA is the most pathologically homogeneous of the PPA syndromes, because FTLD-TDP type C
pathology, which is associated with many small neurites and cytoplasmic inclusions in superficial cortical layers, is found
in up to 90% of affected patients. A small proportion of cases are found to have FTLD-tau or AD pathology (Hodges et al.,
2010; Josephs et al., 2011; Rohrer, Geser, et al., 2010; Rohrer et al., 2011) (Fig. 32.5). In a clinical series reviewing 24
svPPA cases with autopsy data, no consistent clinical or macroscopic neuroradiological differences were found between
patients with different pathological findings (Hodges et al., 2010).

Genetics

Compared with other patients found to have FTLD pathology, patients with svPPA are much less likely to have a positive
family history (Goldman et al., 2005). Most of the familial cases that have been described have mutations in GRN (Beck
et al., 2008; Pickering-Brown et al., 2008; Whitwell et al., 2007). Patients with MAPT mutations and semantic impairment
tend to have a more pronounced behavioral disorder with evidence of frontal lobe dysfunction (Bessi et al., 2010;
Pickering-Brown et al., 2008).

The puzzling absence of a familial association with svPPA has prompted researchers to search for other heritable and
acquired risk factors for this disorder. Interestingly, svPPA patients have a much higher prevalence of autoimmune
diseases (18%) do than age-matched controls or patients with AD (Miller, Rankin, et al., 2013). Furthermore,
left-handedness is almost twice as common in patients with svPPA as in the general population (Miller, Mandelli, et al.,
2013). The precise ways in which these population characteristics are related to the clinical presentation of svPPA
remain unknown.
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Logopenic Variant Primary Progressive Aphasia

Clinical Features

The logopenic variant of PPA (lvPPA) is so called because it usually presents with word-finding difficulties, leading to
frequent pauses in speech and a decreased rate of speech production. However, confrontation naming is generally less
consistently impaired than in svPPA patients, because the locus of the cognitive deficit in logopenic patients is at the level
of lexical retrieval rather than conceptual knowledge (Gorno-Tempini, Dronkers, et al., 2004).

FIGURE 32.4 White matter microstructural integrity in the language-related tracts from 48 subjects: nonfluent (n ¼ 9), semantic (n ¼ 9), logopenic
(n ¼ 9), and normal control subjects (n ¼ 21). Fractional anisotropy (FA) values of each group in the probability maps for left superior longitudinal
fasciculus (SLF), ILF, uncinate fasciculus (UNC), are overlaid on a standard Montreal Neurological Institute (MNI) brain. Only voxels that are in common
in at least 20% of the subjects in each group were included in the probability maps. Asterisk denotes significantly different relative to normal controls at
P < 0.05. The chromatic scale represents average fractional anisotropy values ranging from lower (violet-blue) to higher values (yellow-red). From
Galantucci, S., Tartaglia, M. C., Wilson, S. M., Henry, M. L., Filippi, M., Agosta, F., . Gorno-Tempini, M. L. (October 2011). White matter damage in
primary progressive aphasias: a diffusion tensor tractography study. Brain, 134(Pt 10), 3011e3029.
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Word retrieval deficits in patients with lvPPA may manifest as hesitation, false starts, and phonemic paraphasias, which
are phonological in nature but can sometimes be difficult to distinguish from articulatory distortions owing to AOS (Ash
et al., 2013; Croot, Ballard, Leyton, & Hodges, 2012). Unlike patients with nfvPPA, however, patients with logopenia do
not exhibit frank grammatical errors and omissions until later stages of disease (Wilson, Henry, et al., 2010).

The other prominent symptom described by patients and caregivers as disease progresses is difficulty comprehending
and repeating spoken language, especially when sentences are long or contain unfamiliar word combinations
(Gorno-Tempini et al., 2008). When asked to repeat a sentence of this kind, patients with lvPPA often use circumlocutions,
substituting frequent words for less frequent ones. Patients may also exhibit deficits in comprehension of grammatically
complex sentences because of problems integrating long strings of words (Wilson, Dronkers, et al., 2010). These
observations have led to the hypothesis that a deficit in phonological short-term memory might underlie many of the
symptoms of lvPPA.

In fact, the phonological deficit in lvPPA seems to extend beyond spoken language. These patients also have problems
with reading and writing, particularly with low-frequency words and nonwords, which suggests a specific impairment in
matching sounds (phonemes) to letters (graphemes) (Sepelyak et al., 2011; Shim et al., 2012).

In addition to language difficulties, patients with lvPPA are more prone to general memory impairment than are those
with other PPA subtypes (Mesulam et al., 2008). Moreover, they often develop problems with calculations, limb praxis,
and visuospatial abilities at some point in the course of the disease (Gorno-Tempini, Dronkers, et al., 2004; Rohrer,
Ridgway, et al., 2010). Mild neuropsychiatric symptoms such as apathy, anxiety, agitation, and irritability are also
common findings (Rohrer & Warren, 2010).

Neuroanatomy

Neuroimaging studies using volumetric MRI and fluorodeoxyglucose PET data in patients with lvPPA have consistently
shown a pattern of atrophy and hypometabolism primarily affecting the left temporoparietal junction, including posterior
superior and middle temporal gyri and inferior parietal lobule (Gorno-Tempini, Dronkers, et al., 2004; Rabinovici et al.,
2008) (Fig. 32.3). Cortical atrophy may also involve the medial temporal, parietal, inferior frontal, and posterior cingulate
cortices, sometimes extending to the contralateral temporoparietal junction (Gorno-Tempini et al., 2008; Rohrer et al.,
2013). In one longitudinal study, the rate of brain volume loss was found to be 2.3% per year in the left hemisphere and
1.6% per year in the right hemisphere (Rohrer et al., 2013). Disease progression leads to involvement of more anterior
regions, including caudate, hippocampus, and medial parietal lobes. This pattern of cortical atrophy closely overlaps with
some early-onset variants of AD (Migliaccio et al., 2009).

Despite this well-established pattern of atrophy, the neural basis for the core deficits in lvPPA is not completely clear.
Studies have shown various associations between decreased auditory phonological working memory and atrophy in the left
posterior superior temporal gyrus (Baldo, Katseff, & Dronkers, 2012; Leff et al., 2009; Leyton, Piguet, Savage, Burrell, &
Hodges, 2012) and the left dorsolateral prefrontal and inferior parietal cortex (Amici et al., 2007), whereas confrontation
naming impairments seem to be associated more specifically with thinning of the inferior posterior parietal cortex (Leyton
et al., 2012).

White matter alterations in patients with lvPPA are generally less prominent than in the other two PPA syndromes,
and like gray matter atrophy, they tend to be less more variable across studies, which have reported alterations in the
superior longitudinal fasciculus (Galantucci et al., 2011) as well as in more ventral tracts, including the inferior
longitudinal and uncinate fasciculi (Mahoney et al., 2013). Microstructural damage to the dorsal white matter tracts may
be responsible for the phonologic working memory impairment, whereas damage to the ventral language tracts may be
more related to word-finding difficulties, because lexical retrieval deficits occur along with atrophy of anterior and
inferior temporal regions.

FIGURE 32.5 Clinicopathological correlates observed in patients with PPA, based on previous literature (see text for details). AD, Alzheimer disease;
lvPPA, logopenic variant primary progressive aphasia; nfvPPA, nonfluent variant primary progressive aphasia; svPPA, semantic variant primary
progressive aphasia.
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A study used resting-state fMRI to assess functional connectivity within the language, bilateral working memory, and
ventral default mode networks in a large cohort of patients with lvPPA (Whitwell et al., 2015). The authors found that
patients with lvPPA showed reduced connectivity in the left temporal language network as well as in the inferior parietal
and prefrontal regions of the left hemisphere working memory network, compared with healthy subjects and patients with
typical AD. Moreover, neuropsychological measures of aphasia severity correlated with connectivity in the working
memory network. Such findings support the notion that a wide-scale disruption of the language and working memory
networks is a characteristic feature of lvPPA.

Some patients who meet clinical criteria for lvPPA have patterns of cortical atrophy involving areas more
commonly associated with other PPA variants. In such cases, the syndrome is sometimes diagnosed as “mixed” or
“global” aphasia (Rogalski, Cobia, Harrison, Wieneke, Thompson, et al., 2011; Rogalski, Cobia, Harrison, Wieneke,
Weintraub, et al., 2011).

Neuropathology

In the initial description of lvPPA, it was noted that the frequency of the ε4 allele of the gene for apolipoprotein E
(APOE), which is highly associated with AD, was higher in patients with lvPPA than in the other two variants
(Gorno-Tempini, Rankin, et al., 2004). The role of APOE ε4 as a risk factor in lvPPA and PPA in general is still debated
(Josephs et al., 2014; Lehmann et al., 2013); however, subsequent reports have confirmed a strong association between
AD pathology and lvPPA (Gefen et al., 2012; Josephs et al., 2013; Mesulam et al., 2008), and retrospective studies of
patients with PPA who were later found to have AD pathology showed that these patients had significant logopenic
symptoms (Rohrer, Rossor, & Warren, 2012). At least 60% of patients with lvPPA have cerebrospinal fluid biomarkers
of AD (ie, elevated tau levels and reduced b-amyloid levels) (Hu et al., 2010; Teichmann, Kas, et al., 2013), and an even
higher proportion (up to 90e100%) show brain amyloid deposition in PET imaging using the amyloid radioligand
Pittsburgh compound B (Rabinovici et al., 2008).

The relationship between lvPPA and AD pathology is not absolute. There are documented cases of lvPPA with
FTLD-tau or FTLD-TDP pathologies (Mesulam et al., 2008). In rare cases, lvPPA may be the presenting phenotype of
CreutzfeldteJakob disease or Lewy body dementia (Martory et al., 2012; Teichmann, Migliaccio, et al., 2013).

Genetics

As noted previously, the best-documented genetic risk factors for lvPPA are those that are associated with AD. Some
authors have therefore proposed that lvPPA is best understood as an asymmetric presentation of AD (Rohrer et al., 2012),
which begs the question of why some patients present with this pattern of clinical and neuroanatomical deterioration as
opposed to a pattern more typical for dementia of the AD type. One intriguing observation that may speak to this problem
is that patients with lvPPA more often have a history of language-related learning disabilities than do patients with other
PPA variants (Miller, Mandelli, et al., 2013). Thus, it may be that an underlying neurodevelopmental disorder involving the
lexical-phonological system increases the vulnerability of this network when neurodegenerative disease arises later in life.

Patients with mixed clinical syndromes who meet criteria for lvPPA may be more likely to have mutations in genes
associated with FTLD pathology (Fig. 32.5). For example, PGRN mutations have been found in patients with lvPPA who
also had severe single-word comprehension deficits, anomia, and surface dyslexia, as well as anterior temporal atrophy
more characteristic of svPPA (Rohrer, Ridgway, et al., 2010). Another patient with lvPPA with a PGRN mutation was
found to have symptoms of agrammatism accompanied by atrophy in the inferior frontal region (Rohrer, Crutch,
Warrington, & Warren, 2010). The logopenic-like symptoms in these patients may arise because of disruptions in the
functional connections of the temporoparietal junction to dorsal networks (involved in articulation-to-sound mapping) or
ventral networks (involved in processing word meaning).
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Chapter 33

Molecular Pathways Leading
to the Clinical Phenomenology
of Frontotemporal Dementia

Jennifer S. Yokoyama and Suzee E. Lee
University of California San Francisco, San Francisco, CA, United States

INTRODUCTION TO FRONTOTEMPORAL DEMENTIA AND ASSOCIATED
CLINICAL SYNDROMES

Frontotemporal dementia (FTD) is a disorder featuring profound, early personality and behavioral changes caused by
neurodegeneration in the frontal and temporal lobes. Arnold Pick (1982) first described a patient with progressive aphasia
and frontotemporal atrophy at autopsy. Subsequently, Alois Alzheimer studied the neuropathological characteristics of
this disease and named Pick bodies (distinctive round inclusions apparent on silver staining) as its defining hallmark
(Alzheimer, 1911). Once thought to be an uncommon illness, FTD is a common cause of dementia before age 65 years.
Over the past century, clinicians have struggled to determine which features distinguish FTD from Alzheimer disease (AD)
and other dementias. Because the pattern and extent of focal degeneration within the frontal and temporal lobes vary
among patients, causing different symptoms, FTD represents an umbrella term for three clinically defined syndromes,
including behavioral variant FTD (bvFTD) and two primary progressive aphasias (PPA), which include the nonfluent
variant (nfvPPA) and the semantic variant (svPPA). Some patients with FTD also develop parkinsonism or motor neuron
disease, layering yet further complexity to the clinical presentation.

Progressive changes in personality and behavior are the fundamental feature of bvFTD. These changes include
disinhibition and socially inappropriate interactions, a loss of manners or decorum, or impulsive, reckless actions
(Rascovsky et al., 2007). Apathy emerges as a loss of motivation or interest in social relationships and previously
rewarding activities. Caregivers of those with bvFTD note a loss of empathy with diminished responses to others’ needs
and emotions or waning interest in other people. Because cognitive decline emerges later in the disease course, clinicians
occasionally misdiagnose patients with bvFTD with psychiatric illnesses, such as depression or bipolar disorder. The other
two FTD clinical syndromes are PPA, in which insidious, progressive language impairments result in speech and language
expression and comprehension problems. Patients with nfvPPA struggle with motor speech production, although language
comprehension remains intact during milder disease stages. In contrast, patients with svPPA maintain fluent speech; word
finding difficulties evolve in both aphasias, but svPPA also erodes knowledge about objects and their salient
characteristics.

FTD arises sporadically and genetically. Interestingly, the three known autosomal dominant genetic mutations cause
FTD by different pathophysiological mechanisms, leading to coinciding neuroanatomical patterns of degeneration. To
complicate matters further, autopsies of FTD patients reveal different proteins (eg, tau, TAR DNA-binding protein 43
[TDP-43], fused in sarcoma) aggregated in diverse morphologies and dispersed in diverse constellations of neuroana-
tomical regions.

For each FTD clinical syndrome, the possible underlying neuropathological diagnoses are heterogeneous; thus, pre-
dicting underlying neuropathology, which is believed to reflect the pathophysiology of disease, remains an elusive goal.
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For clarity, we will use the term “frontotemporal lobar degeneration” (FTLD) to denote pathological diagnoses, whereas
“FTD” refers to clinical syndromes. In considering the complex and nuanced clinicoanatomical pathology seen in FTD,
clinicians and scientists face many questions. For example, why do neuropathologies arising from different molecular
mechanisms converge on the same brain circuitry? Conversely, what features of the cell populations underlying the brain
circuits vulnerable in FTD constitute their vulnerability to multiple but selective pathological mechanisms? We will first
explore the known genetic and molecular mechanisms causing genetic FTLD, review the neuroanatomical circuits asso-
ciated with each gene, and finally examine how disruptions in specific brain networks provide insight into understanding
clinical syndromes.

THREE UNIQUE GENETIC MECHANISMS CONVERGING ON FRONTOTEMPORAL
DEMENTIA SPECTRUM DISORDERS

About 10e20% of patients with FTLD are estimated to be genetic cases caused by a single mutation inherited in an
autosomal dominant fashion, and up to 40% have a family history of at least one family member with dementia or other
related disorder (Rohrer et al., 2009; See, LaMarre, Lee, & Miller, 2010). Three gene mutations (in order of discovery),
MAPT, GRN, and C9ORF72, cause most genetic cases of FTLD of known origin (rare mutations in VCP, CHMP2B,
TARDBP, and FUS also cause FTD, reviewed elsewhere) (See et al., 2010; Sieben et al., 2012). In this section, we will
outline the discovery and proposed pathogenic mechanisms of the three main FTLD genes.

MAPT

Mapping

The term “FTDP-17” was created at a consensus meeting in 1997 to characterize a group of 13 autosomal dominant
families segregating FTD with parkinsonism that was linked to chromosome 17q21 through genetic mapping studies
(Foster et al., 1997). Causative mutations inMAPT were identified in many of those families shortly thereafter (Dumanchin
et al., 1998; Hutton et al., 1998; Poorkaj et al., 1998; Spillantini et al., 1998). Over 40 different mutations have since been
reported in MAPT, including missense and silent mutations, single-codon deletions, and intronic mutations that alter
splicing (http://www.molgen.ua.ac.be/ADMutations/). Most disease-causing mutations in MAPT cluster around exons
9e13; pathogenic mutations have also been reported in exons 1e2. An extended (approximately 100-kb) haplotype
encompassing the entire MAPT region has also been identified, creating two common haplotypes termed “H1” and “H2”
(Baker et al., 1999). The more common H1 haplotype is associated with risk for progressive supranuclear palsy (PSP) and
corticobasal degeneration (CBD) (Baker et al., 1999), and an H1 subhaplotype is associated with risk for Parkinson disease
(Skipper et al., 2004). In addition, carriers of a rare nonsynonymous variant, p.A152T, show a two- to threefold risk for AD
and FTD-spectrum disorders, respectively (Coppola et al., 2012).

Molecular Pathogenicity

Microtubule-associated protein tau (tau) was first isolated in the 1970s (Cleveland, Hwo, & Kirschner, 1977a, 1977b;
Weingarten, Lockwood, Hwo, & Kirschner, 1975) and is highly constitutively expressed in both the central and peripheral
nervous systems (Binder, Frankfurter, & Rebhun, 1985). Goedert and colleagues identified tau as the core protein of the
neurofibrillary tangle in AD pathology and then subsequently cloned and sequenced tau cDNA (Goedert, Spillantini,
Potier, Ulrich, & Crowther, 1989; Goedert, Wischik, Crowther, Walker, & Klug, 1988). Tau protein is enriched in neuronal
axons and promotes microtubule assembly and stabilization by binding tubulin, the subunits that comprise microtubules
(Hirokawa, 1994). Tau also regulates intracellular trafficking by modulating the attachment of the motor protein, kinesin, to
axonal microtubules (Ebneth et al., 1998; Sato-Harada, Okabe, Umeyama, Kanai, & Hirokawa, 1996; Trinczek, Ebneth,
Mandelkow, & Mandelkow, 1999). MAPT contains 15 exons, and differential splicing of exons 2, 3, and 10 results in six
major protein isoforms that are expressed in the brain (Rademakers, Cruts, & Broeckhoven, 2004). The
microtubule-binding domain of tau occurs as imperfect repeat motifs of 31 or 32 amino acids in the C-terminal portion of
the protein (coded by exons 9e13), with three or four repeats depending on whether exon 10 is included (termed 3 and 4R,
respectively). The 4R isoform (originally cloned by Goedert et al. (1989)) promotes microtubule assembly more than 3R
tau owing to a threefold higher affinity for tubulin (Rademakers et al., 2004).

Tau expression and posttranslational modifications change because the requirements for cytoskeletal reorganization
evolve during human brain development. This change appears to transpire in two ways. First, the ratio of 3R versus 4R
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tau expression varies throughout the lifespan; fetal brains express only 3R tau, whereas 3 and 4R tau are expressed in
approximately equal proportions in the adult brain (Goedert et al., 1989). Second, posttranslational phosphorylation of
tau decreases binding affinity to microtubules. Tau in the fetal brain is more phosphorylated than in the adult brain
(Kanemaru, Takio, Miura, Titani, & Ihara, 1992). Increases in 4R tau levels and reduced tau phosphorylation result in
increased microtubule stability as the human brain matures. For these reasons, maintenance of specific 3R:4R ratios and
modulation of tau phosphorylation are two critical mechanisms by which microtubule dynamics are regulated in
different stages of life.

In general, posttranslational modifications regulate a protein’s activity, localization, and interaction with other
molecules, thereby expanding the functional variety and complexity of the proteome. The most common post-
translational modification of tau is phosphorylation; over 25 phosphorylation sites have been identified across the
protein. As mentioned, phosphorylation of tau first serves as a way of modifying microtubule assembly during devel-
opment. However, hyperphosphorylated tau is a pathological hallmark of FTLD and promotes tau misfolding and ag-
gregation (Tenreiro, Eckermann, & Outeiro, 2014). In addition to phosphorylation, posttranslational acetylation may
also have a critical role in FTLD owing to tau pathology by modifying the rate of tau aggregation and clearance (Cohen
et al., 2011; Cook, Stankowski, Carlomagno, Stetler, & Petrucelli, 2014; Min et al., 2010). Research suggests that
acetylation may also promote the accumulation and hyperphosphorylation of TDP-43, the other frequently aggregated
FTLD protein (Cohen et al., 2015).

Tau’s role in binding and assembling tubulin is critical for cell homeostasis and represents a balancing act between
stabilization and dynamic mobility. Indeed, MAPT mutations associated with disease most often alter the homeostasis of
bound versus free tau within the neuron. This typically occurs through changes in the 3R:4R tau ratio or enhancement of
tau self-aggregation. Most of the disease-causing MAPT mutations in intron 10 and exon 10 alter exon 10 splicing, thereby
altering the balance of 3R:4R tau and changing microtubule assembly dynamics. Missense mutations also appear to affect
microtubule assembly, likely by interfering with tau’s ability to bind tubulin (Rademakers et al., 2004). Changes in the
ratio of tau’s binding affinity to tubulin result in altered microtubule stabilization, which results in alterations in cyto-
skeletal integrity. Moreover, as a consequence of reduced binding to tubulin, there is an increase in free tau available to
form pathological aggregates. As tau aggregates, the pool of free tau available to maintain microtubule stability and
cytoskeletal architecture is further drained, culminating in defective axonal transport (Rademakers et al., 2004). Because of
these detrimental changes, microtubule stabilizing compounds are one type of therapeutic currently being explored to treat
tauopathies (Lou et al., 2014).

Disease-causing coding mutations in MAPT appear to increase affinity for tau aggregation through filament assembly
(first described through biochemical assays using polymerization-inducing agents) (Goedert, Jakes, & Crowther, 1999;
Yen, Hutton, DeTure, Ko, & Nacharaju, 1999). Misfolded tau has been shown to propagate in a prion-like manner such
that misfolded tau can induce normal tau to misfold (eg, (Calignon et al., 2012; Goedert, Clavaguera, & Tolnay, 2010; Liu
et al., 2012)). In addition to promoting aggregation, misfolded tau can travel from one neuron to the next, likely via
macropinocytosis (Falcon et al., 2014), spreading pathological aggregation throughout connected neuronal networks
(Clavaguera et al., 2009; Holmes et al., 2014). Prion-like spread has also been suggested for TDP-43, first observed in vitro
(Furukawa, Kaneko, Watanabe, Yamanaka, & Nukina, 2011). Antibodies halting tau propagation are currently being
investigated as one avenue for preventing spread of tau pathology throughout the brain and have been shown in mouse
models to improve cognitive function by blocking propagation and reducing hyperphosphorylation, aggregation, insoluble
tau levels, and microglial activation (Yanamandra et al., 2013). Identifying the earliest site of protein aggregation for
targeted delivery of such antibodies will be key for this strategy to prevent widespread neuronal damage throughout the
brain networks affected by disease.

Altering the 3R:4R tau ratio and tau phosphorylation represent two critical mechanisms by which tau promotes
microtubule assembly during different aspects of normal brain development. Whether disease-causing mutations altering
tau function also affect neuronal development remains an open question. Understanding how functional changes in tau
result in neuronal dysfunction, neuropathological changes, and cell death will be critical for elucidating the underpinnings
of FTD and AD pathophysiology.

GRN

Mapping

Some familial cases of FTD linked to chromosome 17q21 showed mutations in MAPT (Froelich et al., 1997; Rizzu et al.,
1999). The remainder of cases did not have tau pathology; however; linkage for this group was narrowed to a region on
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chr17 that did not contain the MAPT locus (Rademakers et al., 2002) and this second candidate region was further refined
in 2006 via a large Belgian kindred (van der Zee et al., 2006). Shortly thereafter, two groups identified autosomal dominant
GRN mutations in tau-negative familial cases (Baker et al., 2006; Cruts et al., 2006). A total of 69 GRN mutations have
since been reported (http://www.molgen.ua.ac.be/ADMutations/). GRN mutations cause FTLD through haploinsufficiency
of the progranulin (PGRN) protein that it codes, primarily through nonsense or frameshift mutations (Kleinberger, Capell,
Haass, & Broeckhoven, 2013). Rarely homozygous GRN mutation carriers develop neuronal ceroid lipofuscinosis, a
lysosomal storage disorder, which in all other known cases is an autosomal recessive disease caused by a completely
different mutation (Smith et al., 2012).

Molecular Pathogenicity

Mutations in GRN affect PGRN levels both in the nervous system and systemically. GRN mutation carriers show greater
than 50% reduced plasma and cerebrospinal fluid levels of PGRN (Coppola et al., 2008; Finch et al., 2009; Ghidoni,
Benussi, Glionna, Franzoni, & Binetti, 2008; Sleegers et al., 2009; Van Damme et al., 2008). In the body, PGRN is
involved in development, wound healing, inflammation, tumor growth, and energy homeostasis (De Muynck & Van
Damme, 2011; Kleinberger et al., 2013). In the nervous system, PGRN has been suggested to participate in neuro-
protection. PGRN exhibits antiinflammatory effects inhibiting the tumor necrosis factor-a receptor (Tang et al., 2011).
Extracellularly, PGRN is cleaved by proteases into peptides, termed granulins AeG (GRN AeG), some of which serve as
neurotrophic factors (eg, E) (De Muynck et al., 2013) whereas others appear to be proinflammatory (eg, A, B) (Okura et al.,
2010; Zhu et al., 2002).

Studies in multiple model systems support a role for PGRN in neuronal development and survival. In studies of
zebrafish, knockdown of the Danio rerio paralogues of GRN results in truncated motor neurons and other growth ab-
normalities (Chitramuthu, Baranowski, Kay, Bateman, & Bennett, 2010; Laird et al., 2010). In Caenorhabditis elegans
models of GRN haploinsufficiency, worms lacking PGRN undergo hastened apoptosis, which may reduce the ability of
injured neurons to repair themselves and ultimately culminate in premature cell death (Kao et al., 2011). These zebrafish
and worm findings are consistent with studies in rodents and human cell culture models, which suggests that PGRN
promotes neurite outgrowth and neuronal survival (Kleinberger et al., 2013).

Maintaining the proper amount of PGRN and resulting GRN appears particularly important for maintaining a balance
between the anti- and proinflammatory activities involved in neuronal protection. GRN-deficient mice demonstrate
increased inflammatory responses to neuronal injury owing to activated microglia resulting in reduced neuronal survival,
which suggests a mechanism by which PGRN deficiency affects responses to neuronal insult (Martens et al., 2012). The
effect of GRN mutations across the lifespan remains unknown, but given the evidence that PGRN has important roles in
inflammation, it is possible that as GRN-haploinsufficient patients age, the exaggerated neuroinflammatory response
brought on by reduced PGRN levels begets a cascade of pathological processes after an insult such as an acute injury or
chronic inflammation.

Could genetic modifiers of PGRN expression affect disease onset and clinical presentation? A variant in TMEM106B
modifying levels of serum PGRN (Cruchaga et al., 2011; Finch et al., 2010) has been associated with risk for sporadic
FTLD-TDP (Van Deerlin et al., 2010) and may modify the clinical presentation in GRN and C9ORF72 mutation carriers
(van Blitterswijk et al., 2014; Gallagher et al., 2014). TMEM106B influences lysosomal morphology and dendritic traf-
ficking of lysosomes (Brady, Zheng, Murphy, Huang, & Hu, 2013; Schwenk et al., 2014); protective variation in
TMEM106B may increase PGRN levels by reducing efficiency of its trafficking into degradation pathways. Molecular
modifiers of PGRN expression that would boost protein levels in GRN mutation carriers are currently being explored as
potential therapeutics. For example, PGRN’s neuronal receptor, sortilin (SORT1), regulates extracellular levels of PGRN
by routing it to the lysosomal pathway for degradation via endocytosis (Hu et al., 2010); studies in induced pluripotent
stem cell (iPSC) neurons and lymphocytes derived from a GRN mutation carrier with bvFTD have demonstrated that small
molecules that interfere with PGRN’s interaction with SORT1 can increase extracellular PGRN levels by inhibiting PGRN
endocytosis and its subsequent degradation (Lee, Almeida, et al., 2014). In addition, the histone deacetylase inhibitor,
suberoylanilide hydroxamic acid, has been shown to be a potent activator of GRN mRNA and protein expression,
normalizing PGRN levels in immortalized human lymphoblastoid cells derived from patients carrying GRN mutations
(Cenik et al., 2011). Notably, GRN mutations are the only known cause of neurodegenerative disease resulting from protein
haploinsufficiency rather than toxic gain of function. Thus, drugs elevating PGRN levels may abate or even prevent GRN-
related FTLD.
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C9ORF72

Mapping

A region at chromosome 9q21 was first linked to familial cases of FTD co-occurring with amyotrophic lateral sclerosis
(ALS) in 2000 (Hosler et al., 2000) with subsequent fine-mapping to 9p13.2e21.3 in 2006 (Morita et al., 2006;
Vance et al., 2006). The region was mapped to a minimum critical region containing 10 genes by 2011 (Boxer et al.,
2011). Later that year, two groups simultaneously published the pathogenic mutation (DeJesus-Hernandez et al.,
2011; Renton et al., 2011): a large GGGGCC hexanucleotide repeat expansion in the intronic region between exons 1a
and 1b of C9ORF72, a gene that codes an uncharacterized protein. Unaffected individuals carry 2e23 repeats; path-
ogenic expansion occurs when 30 or more to greater than 1600 repeats are present (DeJesus-Hernandez et al., 2011;
Renton et al., 2011). C9ORF72 expansion represents the most common genetic cause of both FTD and ALS. In
addition, about 4e7% of individuals with FTD and/or patients with ALS with no family history (presumed sporadic
disease) also have pathologic expansions (Fong, Karydas, & Goldman, 2012). C9ORF72 mutation appears to be
autosomal dominant, with nearly all reported cases carrying one expanded copy and one normal length copy of the
gene. In the literature, one patient with bvFTD has been identified as carrying two copies of the pathogenic C9ORF72
expansion. He developed behavioral changes and cognitive impairment at 43, followed by severe apathy and declining
speech output, and a disease course within the range of individuals carrying one C9ORF72 expansion (Fratta
et al., 2013).

Molecular Pathogenicity

C9ORF72 shares homology with DENN-domain containing proteins (Levine, Daniels, Gatta, Wong, & Hayes, 2013;
Zhang, Iyer, He, & Aravind, 2012) involved in endolysosomal trafficking (Yokoyama, Sirkis, & Miller, 2014). There are
three transcribed isoforms of C9ORF72, variants 1e3, which result in two predicted forms of the protein, a shorter
222eamino acid version (variants 1 and 3), and a longer 481eamino acid version (variant 2) (DeJesus-Hernandez et al.,
2011). Characterization of the native activity of C9ORF72 proteins remains unknown. Hexanucleotide expansions occur
either in the promoter region (variant 1) or in intron 1 (variants 2e3). Pathogenic expansion in the promoter results in
silencing of that allele via methylation (Belzil et al., 2013; Xi et al., 2013). One case report of an individual carrying two
C9ORF72 repeat expansions demonstrated no obvious differences in disease course or severity compared with single
expansion carriers, which argues against haploinsufficiency as a primary mode of disease. However, lack of knowledge
regarding C9ORF72’s regular function, particularly in light of its homology to proteins that are involved in cellular
trafficking, makes it difficult to rule out that C9ORF72 depletion does not contribute to disease pathogenesis (Yokoyama
et al., 2014).

In addition to haploinsufficiency, another possible mechanism of molecular pathogenicity may involve transcription of
pre-mRNA of the repeat expansion in intron 1 (Polymenidou et al., 2012). After transcription of the expanded hex-
anucleotide repeat, RNA foci can form from the sense and antisense strands, which accumulate in the neuronal nucleus
(DeJesus-Hernandez et al., 2011). These foci have the potential to sequester RNA-binding proteins, potentially leading
broad dysregulation of RNA metabolism and protein production (Polymenidou et al., 2012). This form of toxic
gain-of-function has also been observed in other noncoding repeat expansion disorders such as Huntington disease, fragile
Xeassociated tremor ataxia syndrome, and myotonic dystrophy (van Blitterswijk, DeJesus-Hernandez, & Rademakers,
2012). Antisense oligonucleotides that hybridize with the C9ORF72 transcript appear to suppress RNA foci formation and
reverse pathological changes in patient-derived iPSCs and are currently being explored as a treatment for C9ORF72-
associated ALS (Donnelly et al., 2013; Sareen et al., 2013).

Pathological studies demonstrate that C9ORF72 repeat expansion carriers uniquely develop ubiquitin/p62þ pathology
composed of the five dipeptide repeats resulting from non-ATGemediated (RAN) translation of the hexanucleotide repeat
from both DNA strands and all reading frames (Ash et al., 2013; Mori et al., 2013). RAN translation of the sense strand
creates poly Gly-Arg, poly Gly-Pro, and poly Gly-Ala dipeptides; antisense RAN translation results in ProeAla, ProeGly,
and ProeArg dipeptides. Studies suggest that dipeptide formation arises more commonly from the sense strand, whereas
stabilizing three-dimensional (secondary) structures form owing to interactions between complementary G and C nucle-
otides in the extended strand of rGGGGCC repeats (Fratta et al., 2012; Reddy, Zamiri, Stanley, Macgregor, & Pearson,
2013). Small molecules that block the formation of these secondary structures are being developed as one avenue for
preventing this pathogenicity (Su et al., 2014).
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An inducible mouse model of “RNA-only” gain-of-function toxicity expressing 80 GGGGCC repeats that could not
undergo RAN translation recapitulated the ubiquitin-positive but not TDP-43 pathology associated with C9ORF72
expansion in human pathological samples, and the mice showed no clear behavioral phenotype or neuronal loss (Hukema
et al., 2014). The authors pointed out that TDP-43 dysfunction could still occur without the presence of TDP-43 pathology.
It is also possible that the 12-week exposure period was not long enough to induce pathological, neurodegenerative, and
behavioral changes in these rodents. Early pathological studies suggest that neuronal death may not correlate with the
burden of dipeptide aggregation but instead correlates with FTLD-TDP pathology (Mackenzie et al., 2013). In animal
models, the arginine-rich dipeptides particularly appear to cause the most toxicity and neurodegeneration in Drosophila
and cell culture models (Kwon et al., 2014; Mizielinska et al., 2014; Wen et al., 2014). Further studies are required to refine
the effects of each C9ORF72 expansion-associated change and their role in human disease.

NEUROANATOMICAL CIRCUITS AND CLINICAL SYNDROMES IN AUTOSOMAL
DOMINANT FRONTOTEMPORAL LOBAR DEGENERATION

How do gene mutations with such diverse molecular mechanisms converge on the common structural and functional brain
networks affected in FTLD? In the following section, we will examine the neuroanatomical correlations of clinically
defined bvFTD, discuss how different neurodegenerative diseases target specific circuits in the healthy brain, and explore
how mapping large-scale brain circuits holds promise for differentiating the unique profiles of each FTLD genetic
mutation.

Behavioral Variant Frontotemporal Dementia Provides Insight Into the Anatomical
Correlates of Behavior

The broad spectrum of neuropsychiatric symptoms comprising the bvFTD syndrome has greatly refined our understanding
of which neuroanatomical regions are associated with impairments in behavior and social cognition. The key feature of the
bvFTD syndrome is the progressive deterioration of behavior with cognitive functions spared early in the disease course
(Rascovsky et al., 2011). bvFTD research criteria require that three of the six following behavioral or cognitive symptoms
must be present: (1) behavioral disinhibition; (2) apathy; (3) loss of sympathy or empathy; (4) perseverative, compulsive
behavior; (5) hyperorality and dietary changes; and (6) neuropsychological testing with executive function deficits with
relative sparing of memory and visuospatial function.

Individual patients with neurodegenerative diseases, including bvFTD, show diverse constellations of behavioral
symptoms, which allow researchers to draw correlations between a particular behavioral trait and focal regions of brain
atrophy. For example, disinhibited behavior is associated with atrophy in orbitofrontal cortex (Rosen et al., 2005) whereas
apathy is associated with neurodegeneration in medial frontal cortex (Rosen et al., 2006). Patients with bvFTD developing
insidiously worsening empathy toward others show neurodegeneration focally in the right anterior temporal lobe (Rankin
et al., 2006).

In addition to these emotional and behavioral changes, compulsions and eating behaviors are associated with focal
brain regions. Compulsive, repetitive behaviors range from simple repetitive movements (finger tapping or rubbing) to
ritualistic behaviors (eg, compulsive, frequent urination) or repeating stereotyped catchphrases. Simple stereotyped
movements have been associated with striatal atrophy, whereas more complex repetitive behaviors involve orbitofrontal
and temporal cortex and the striatum (Ames, Cummings, Wirshing, Quinn, & Mahler, 1994; Perry et al., 2012; Rosso et al.,
2001). Patients with bvFTD with compulsive eating behaviors such as consuming large quantities of sweets and carbo-
hydrates or placing inedible objects in the mouth show degeneration in the orbitofrontal cortex, right frontoinsula, striatum
(Woolley et al., 2007), and hypothalamus (Piguet et al., 2011).

Younger patients in their fifties or sixties with poor performance on executive function testing and with no behavioral
changes represent a common scenario for misdiagnosed bvFTD. Although patients with bvFTD eventually develop ex-
ecutive function impairments (Possin et al., 2013), patients with bvFTD usually show behavioral impairments before
executive dysfunction (Seeley et al., 2008). Typically, patients with bvFTD have relative preservation of memory and
visuospatial function in keeping with relatively spared hippocampus and parieto-occipital cortices.

Toward a Circuit-Based Understanding of Neurodegenerative Diseases

Behavioral symptomatology can be parsed into various components, each with its neuroanatomical correlate. But how is it
that particular ensembles of distant brain regions are consistently targeted in different neurodegenerative diseases?
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Structural and functional connectivity analyses have enabled mapping of white matter tract integrity and large-scale
functional brain networks in healthy individuals and patients. In task-free functional MRI (fMRI), a participant is
instructed simply to lie inside an fMRI scanner and spontaneous low-frequency fluctuations in the bold oxygen levele
dependent (BOLD) signal are detectable across the brain. Brain regions whose BOLD time series are highly correlated are
identified as intrinsic connectivity networks (ICNs). Neural functional connectivity may be similarly determined in
electroencephalography and magnetoencephalography signals, whereas techniques such as diffusion tensor imaging
measure the microstructural integrity of white matter tracts.

Each neurodegenerative disease syndrome targets a unique ICN that is detectable in the healthy brain (Seeley,
Crawford, Zhou, Miller, & Greicius, 2009). For example, bvFTD causes degeneration earliest in the frontoinsula, anterior
cingulate cortex, mediofrontal and orbitoprefrontal cortex, amygdala, and striatum in patients with both genetic and
sporadic disease (Boccardi et al., 2005; Broe et al., 2003; Rosen et al., 2002; Seeley et al., 2008). These regions comprise
the salience network, which was first delineated in healthy individuals by examining task-free fMRI connectivity to the
right frontoinsula, the region most atrophied in bvFTD (Seeley et al., 2009). The salience network is believed to evaluate
the emotional importance of internal and external stimuli and coordinate cognitive, behavioral, and visceroautonomic
responses (Seeley et al., 2007).

In contrast, AD is associated with atrophy in the hippocampus, posterior cingulate, and temporoparietal cortices, re-
gions comprising the default mode network (DMN). The DMN was first identified as a network of regions that deactivate
in task-related fMRI during cognitive tasks (Raichle et al., 2001) and is active during memory retrieval and visual imagery
(Buckner, Andrews-Hanna, & Schacter, 2008; Mason et al., 2007). In addition, other ICNs identified in the healthy brain
show anatomical congruence with atrophy patterns in CBS, semantic and nonfluent PPA (Seeley et al., 2009), and PSP
(Gardner et al., 2013), which suggests that spatially distant brain regions comprise networks targeted in neurodegenerative
diseases.

Interestingly, ICN disruptions and enhancements emerge in bvFTD and AD compared with healthy individuals.
For example, patients with bvFTD show disruption in the salience network compared with healthy control subjects
(Farb et al., 2013; Whitwell et al., 2011; Zhou et al., 2010). In bvFTD, disintegration of salience network connectivity
worsens with disease severity and parallels impairments in the social-emotional and visceroautonomic responses that
prevail in the disease (Zhou et al., 2010). Although frontal lobe functions decline in bvFTD, abilities referable to
parietal cortex such as visuospatial ability and artistic creativity show relative preservation or even enhancement in
some patients (Miller et al., 1998; Viskontas et al., 2011), a duality reminiscent of the social-emotional impairments
accompanied by extraordinary visuospatial abilities seen in some individuals with autism (Dakin & Frith, 2005).
Such enhancements are suspected to underlie the increased DMN connectivity seen in bvFTD compared with both
patients with AD and control subjects. Patients with AD, on the other hand, show reductions in DMN connectivity,
which reflects the impairments in memory and loss of visuoconstruction and navigational abilities that evolve as core
features of the disease. On the other hand, patients with AD show preserved social graces and emotions early in the
course of the disease, with family members sometimes relating that patients may show greater emotional sensitivity,
irritability, or anxiety, which correlate with salience network connectivity enhancement (Balthazar et al., 2014; Zhou
et al., 2010).

Characterizing Genetic Frontotemporal Lobar Degeneration With Structural
and Functional Brain Circuitry

Building on early work in sporadic FTD, studies have aimed to characterize common and distinctive atrophy patterns,
white matter vulnerability, and functional network alterations for each of the three autosomal dominant FTLD genetic
mutations. To complicate matters, each gene is associated with heterogeneous clinical neurodegenerative disease syn-
dromes. Even family members with the same mutation may develop different clinical syndromes, which suggests that other
genetic or environmental factors contribute to disease development.

For example, patients with MAPT mutations commonly present with bvFTD, which may be accompanied by CBS, or
less commonly, PSP, both parkinsonian neurodegenerative diseases. Whereas neuropathological findings in MAPT mu-
tation carriers consistently reveal tau protein inclusions in either neurons or in both neurons and glia, substantial variations
in the morphology and distribution of tau protein inclusions by mutation type appear (van Swieten & Spillantini, 2007). In
contrast to sporadic bvFTD, episodic memory deficits may be prominent in MAPT mutation carriers (van Swieten &
Spillantini, 2007), reflective of mesial temporal lobe degeneration. Group analyses of symptomatic MAPT carriers show a
symmetrical atrophy pattern with orbitofrontal, anterior and medial temporal, and ventral anterior insula (Rohrer et al.,
2010; Whitwell, Jack, Boeve, Senjem, Baker, Rademakers, et al., 2009). Efforts to profile whether specific MAPT
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mutations target different structural or functional brain networks will be challenging owing to the rarity of the MAPT
mutation, and different brain regions may be vulnerable for each mutation type (Whitwell, Jack, Boeve, Senjem, Baker,
Ivnik, et al., 2009).

Patients with GRN mutations show the most heterogeneity in terms of clinical presentations. Whereas the most common
presentation is bvFTD, GRN mutation carriers may also present with CBS, PPA, and clinical AD (Le Ber et al., 2008).
GRN mutation carriers show FTLD pathological changes consisting of TDP-43 and ubiquitin-positive neuronal inclusions
in the frontotemporal cortex and dentate gyrus (Mackenzie et al., 2011). In contrast to symptomatic MAPT carriers,
symptomatic GRN carriers show atrophy not only in the anterior insula and frontotemporal cortex but also extending into
parietal cortices (Rohrer et al., 2010; Whitwell, Jack, Boeve, Senjem, Baker, Rademakers, et al., 2009). Curiously, GRN
carriers develop asymmetric brain atrophy (Rohrer et al., 2010; Whitwell, Jack, Boeve, Senjem, Baker, Rademakers, et al.,
2009) and show the fastest rates of atrophy compared with MAPT and C9ORF72 mutation carriers (Whitwell et al., 2015).
One study of seven symptomatic GRN carriers suggested reductions in DMN connectivity compared with symptomatic
noncarriers matched for clinical syndrome (Borroni et al., 2012); further studies with larger numbers of individuals will
elucidate functional brain alterations in GRN.

bvFTD with or without motor neuron disease and ALS are the most common presentations of C9ORF72
repeat expansion carriers. Less commonly, C9ORF72 expansion carriers with clinical AD (Murray et al., 2011)
and PPA (Mahoney et al., 2012; Snowden, Rollinson, Thompson, et al., 2012) have been reported. Three neuropath-
ological changes have been yet identified in C9ORF72 expansion carriers: (1) neuronal and oligodendroglial
inclusions composed of FTLD-TDP type B pathology; (2) dipeptide repeat proteins, reflecting the translation of the
expanded hexanucleotide GGGGCC sequence (Mori et al., 2013); and (3) nuclear RNA foci (DeJesus-Hernandez
et al., 2011).

In contrast to sporadic and other forms of genetic FTD, patients with C9ORF72 show a higher incidence of psychotic
symptoms, including hallucinations and delusions (Boeve et al., 2012; Sha et al., 2012; Snowden, Rollinson, Lafon, et al.,
2012). The atrophy pattern seen in C9ORF72 expansion carriers mirrors the principal regions of degeneration seen in
sporadic bvFTD, including the anterior insula, frontotemporal cortex, and anterior cingulate (Irwin et al., 2013; Sha et al.,
2012; Whitwell et al., 2012). Interestingly, C9ORF72 mutation carriers with bvFTD show milder atrophy in regions
targeted in sporadic bvFTD, but also show atrophy extending more posteriorly into parietal cortices and posterior thalamus
(Lee, Khazenzon, et al., 2014; Yokoyama & Rosen, 2012). Adding to the complexity of the clinical presentation is that
some C9ORF72 mutation carriers show a protracted disease course with slowly progressive symptoms and minimal
structural brain atrophy (Boeve et al., 2012; Khan et al., 2012). Intrinsic connectivity mapping of C9ORF72 carriers with
bvFTD suggests similar alterations in the salience network, and sensorimotor network compared with sporadic bvFTD
(Lee, Khazenzon, et al., 2014). Medial pulvinar atrophy may mediate salience network disruptions in C9ORF72, resulting
in the bvFTD syndrome. On the other hand, the DMN, enhanced in sporadic bvFTD, shows no such enhancements in
C9ORF72 bvFTD. Interestingly, C9ORF72 mutation carriers with early-stage or slowly progressive disease show DMN
enhancements, which suggests that DMN connectivity may change dynamically throughout the C9ORF72 carrier lifespan
(Lee, Khazenzon, et al., 2014).

Investigating the presymptomatic phase of genetic FTLD will prove critical for early disease detection and under-
standing the natural course of the disease. In a study of 78 presymptomatic mutation carriers, lower neuropsychological
measures and gray matter volume emerged in carriers about 5 years before symptom onset (Rohrer et al., 2015). Smaller
group studies investigating task-free fMRI in genetic FTLD carriers have shown variable alterations in ICNs, with pre-
symptomatic GRN carriers showing reductions in salience network connectivity and no differences in DMN connectivity in
one study (Borroni et al., 2012; Dopper et al., 2014) and presymptomatic MAPT showing increases (lateral temporal and
medial prefrontal cortex) and decreases (precuneus) in DMN connectivity, but no salience network alterations compared
with control subjects (Whitwell et al., 2011). Presymptomatic MAPT and GRN carriers also demonstrate reduced white
matter integrity in certain tracts (Borroni et al., 2008; Dopper et al., 2014).

Future Questions

Investigations into hereditary FTLD have broadly ranged from studies of genetic analyses to clinical syndromes, bio-
markers (including neuroimaging), and neuropathology; integrating translational data from such studies presents a chal-
lenge for the future. It remains unknown why the effects of all three genetic mutations cause neurodegeneration in later life
despite being present from conception, and whether FTLD mutation carriers or those with sporadic FTLD harbor neu-
rodevelopmental differences. Advances in molecular imaging, such as tau PET, will be important for early disease
characterization and diagnosis. Longitudinal studies in MAPT, GRN, and C9ORF72 carriers have begun to quantify
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changes in structural brain degeneration (Mahoney et al., 2014; Whitwell et al., 2015) and collaborations to recruit and
follow large numbers of subjects over many years will be important to understanding the disease course and differentiating
brain changes from normal aging.
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Chapter 34

The Genetic Basis of Alzheimer’s Disease:
Findings From Genome-Wide Studies

Basavaraj Hooli and Rudolph E. Tanzi
Massachusetts General Hospital, Boston, MA, United States; Harvard Medical School, Boston, MA, United States

INTRODUCTION

Alzheimer’s disease (AD) is the sixth leading cause of death in the United States, with health care costs surpassing
$200 billion in 2013 (www.curealz.org; www.alz.org). With longer life expectancies in the aging population, the costs
associated with this devastating illness are expected to quadruple in coming years, which poses a significant threat to the
public health system. The clinical symptoms are broadly defined by a slowly progressing loss of memory and cognitive
functions, dementia, and ultimately death. Neuropathologically, aggregation, and deposition of b-amyloid (Ab) peptide
aggregations in the form of extracellular or neuritic “plaques,” is crucial to initiating AD pathogenesis. In the original amyloid
hypothesis proposed by George Glenner (Glenner & Wong, 1984), deposition of amyloid plaques induces the accumulation
of hyperphosphorlylated tau protein in the form of intracellular neurofibrillary “tangles” (NFTs) leading to cell death,
neuroinflammation (beyond that initially caused by Ab), and dementia. After 30 years of debate, Glenner’s hypothesis was
confirmed in a three-dimensional human neural culture system (Choi et al., 2014). Increased synaptic load of Ab aggregates
and neurofibrillary tangles in AD brains strongly correlate with neuronal dysfunction and disease progression (Hooli & Tanzi,
2009). In many cases, these cellular changes are often accompanied by various other pathological phenotypes, including
TDP-43 immunoreactivity, cerebral amyloid angiopathy (CAA), and white matter lesions (Dubois et al., 2014).

Advanced age is the greatest risk factor for AD; risk doubles with every decade after 65 years of age. After advanced
age, family history is the second strongest risk factor for AD. Population and twin studies estimate that up to 80% of cases
of AD are attributable to genetic factors (Gatz et al., 2006). Studies conducted over the past 3 decades have shown that
genetic factors leading to AD are complex and heterogeneous, which means that the risk for AD is a complex interaction of
heritable (eg, genetic) and nonheritable (eg, environmental, lifestyle) factors.

AD has been traditionally classified into two dichotomous forms based on the age of onset and associated genetic
factors. The less prevalent, early-onset familial form of AD (EOFAD) (<5% of patients with AD) represents patients with
AD who exhibit a Mendelian mode of inheritance of highly penetrant autosomal dominant gene variants. To date, more
than 200 mutations in the genes Amyloid Precursor Protein (APP), presenilin (PSEN)1, and PSEN2 are known to cause
EOFAD with an onset at age <60 years. On the other hand, the more predominantly diagnosed form (>90% of patients) of
AD is classified as “sporadic” late-onset AD (LOAD), with less obvious familial aggregation of genetic risk factors and a
later-onset age of >60 years. The consensus in the research community posits (Lill & Bertram, 2011; Mitsui & Tsuji, 2014;
Sharma, Kruger, & Gasser, 2014; Tanzi, 2012) that susceptibility for LOAD is conferred by (1) numerous genetic risk
factors of relatively high allele frequency but low penetrance and small effect sizes (Table 34.1), or (2) rare and private
functional gene variants with high penetrance. In LOAD, the apolipoprotein E (APOE) gene remains the most
well-established risk factor, in which the ε4 allele confers between 3.7- and 14-fold risk, depending on the number of
copies present in the carrier (Farrer et al., 1997). That this broad dichotomization of EOFAD and LOAD is almost certainly
overly simplistic; reports of EOFAD without Mendelian transmission but with strong familial clustering are also noted for
LOAD. Large-scale, whole-genome sequencing efforts should eventually reveal the extent to which LOAD is caused by
highly penetrant rare functional variants.

Genomics, Circuits, and Pathways in Clinical Neuropsychiatry. http://dx.doi.org/10.1016/B978-0-12-800105-9.00034-2
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TABLE 34.1 List of Genes Associated With Alzheimer’s Disease Pathogenesis

Gene Category Gene Postulated Mechanisms in AD

EOFAD Genes

APP, PSEN1, and PSEN2 Ab production/aggregation, Ab42/Ab40 ratio

APOE Ab clearance

AD GWAS Confirmed

CR1 Complement system-mediated Ab clearance, immunological response

MS4A4A, MS4A6A Signal transduction, IgE-mediated immune response

PICALM Accumulation of Ab via APP processing, clarithin-mediated endocytosis

SORL1 Accumulation of Ab via APP endosome recycling pathways

FERMT2 Integrin-mediated axonal transport, tau metabolism, and toxicity

DSG2 Mediate Ab and intermediate NFTs interaction

ABCA7 Accumulation of Ab, regulate immune response

CD33 Ab clearance and microglia-mediated neuroinflammation

BIN1 Endocytosis, immune response, synaptic activity, tau-induced toxicity

INPP5D Immune response and inflammation

CASS4 Cytoskeleton and axonal support transport, APP and tau toxicity

MEF2C Synaptic function and immunological response

CD2AP Cytoskeletal function, synapse formation, endocytosis

NME8 Oxidative stress, cytoskeletal function, immune response

ZCWPW1 Immune response and inflammation

NYAP1 Cytoskeletal function, synapse formation

EPHA1 Synapse formation, cytoskeletal function, immune response

CLU Ab clearance, immune response and inflammation

TREM2 Ab clearance, immune response and inflammation

AD GWAS-Suggestive

DLGAP1 Postsynaptic density regulation

ECHDC3 Synaptic activity

TREML2 Ab clearance, immune response, and inflammation

CELF1 Synaptic activity, tau toxicity

ADAMTS20 Synapse formation, Ab accumulation

RIN3 Endosomal trafficking

IGHV1-67 Immune response and inflammation

SPPL2A Signal transduction, immune response

TRIP4 Synapse survival, immune response

SCIMP Signal transduction, immune response

ACE Ab clearance and inflammation

HS3ST1 Ab clearance and synaptic activity

Continued
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Overall, although twin and population studies estimate heritability in AD as high as 60e80%, the genetic factors known
to date explain roughly 30e50% of heritability in AD (Bertram & Tanzi, 2012). The absence of viable therapeutics reflects
the fact that pathophysiological and genomic causes of the disease are not entirely understood. Moreover, the environ-
mental and epigenetic factors that are also most likely to make significant contributions to an individual’s risk remain
elusive, owing mainly to difficulties in assessment techniques (Traynor & Singleton, 2010).

Genome-wide association studies (GWAS), a small number of which use next-generation sequencing (NGS) tech-
nology, have revealed more than 30 additional AD genetic loci (Bertram, 2011; Bertram et al., 2008; Hollingworth et al.,
2011; Lambert et al., 2013; Naj et al., 2011; Reitz et al., 2013), which hints at a promising new era of individualized
medicine in AD (Sharma et al., 2014). Future NGS studies hold an enormous potential for creating a detailed catalog of the
genetic variants in AD and for consequently elucidating the missing heritability in the onset of AD. In this chapter we
review implicated GWAS loci in AD, with particular emphasis on genes that show evidence for genome-wide significant
association either in large studies or as a result of systematic meta-analyses.

GENETICS OF EARLY-ONSET FAMILIAL ALZHEIMER’S DISEASE

EOFAD is an autosomal-dominant Mendelian form of the disease that appears in multiple affected subjects in the carrier
families and in more than one generation. The age of disease onset is consistently before age 60e65 years and often before
age 55 years. Roughly 50% of reported EOFAD is caused by more than 200 mutations in three genes: APP, PSEN1, and
PSEN2 (Bird, 2008; Campion et al., 1999; Cruts, Theuns, & Van Broeckhoven, 2012b; Rocca et al., 1991). These three
genes, as well as the most established late-onset gene APOE, were identified through genetic linkage studies in large
multigenerational pedigrees that had AD (Tanzi & Bertram, 2005). In fact, identification of these mutations was crucial to
our current understanding of the disease pathogenesis (“amyloid hypothesis”) (Glenner & Wong, 1984; Hardy & Higgins,
1992; Hardy & Selkoe, 2002; Tanzi, 2013; Tanzi & Bertram, 2005).

Functionally, pathogenic variants in the three genes (APP, PSEN1, and PSEN2) lead to EOFAD by altering the
production or rate of aggregation of Ab. Most mutations causing AD are clustered in the vicinity of the cleavage sites in
APP or in the genes (PSEN1 or PSEN2) encoding the g-secretase complex enzyme that cleaves APP to produce Ab
(Cruts, Theuns, & Van Broeckhoven, 2012a), and increase the Ab42:Ab40 ratio. Whereas these three currently known
EOFAD genes explain a large proportion of this Mendelian form of AD (13e50% of cases), incidences of EOFAD
kindreds without mutations in these three genes suggest that additional unknown EOFAD-causing gene variants most
likely exist.

AMYLOID PRECURSOR PROTEIN

APP (Chr 21q21) gene encodes a ubiquitously expressed type 1 transmembrane protein with three predominant splice
variants: APP695, APP751, and APP770. APP695, the major isoform, is expressed in neurons, whereas the APP751
splice variant is detected mainly in astrocytes (Yoshikai, Sasaki, Doh-ura, Furuya, & Sakaki, 1991). The cell-surface
APP is internalized, allowing APP to be processed by endocytic pathways, and different fragments are secreted into
the extracellular space (Thinakaran & Koo, 2008). Most of APP undergoes nonamyloidogenic processing via consec-
utive cleavage by a- and g-secretases within the Ab domain, resulting in nonpathogenic fragments, sAPPa and

TABLE 34.1 List of Genes Associated With Alzheimer’s Disease Pathogenesisdcont’d

Gene Category Gene Postulated Mechanisms in AD

SQSTM1 Ab clearance and inflammation

ATXN1 Ab accumulation

DPYSL2 Synaptic activity, tau toxicity

TP53INP1 Apoptosis

ADAM10 Ab production

Table shows an exhaustive list of genes associated with Alzheimer’s disease (AD) based on published genetic studies, including genome-wide associa-
tion studies (GWAS) and meta-analysis reports. Genes are classified into three broad categories: EOFAD genes carry mutations that cause early-onset
Mendelian form of AD; GWAS-confirmed gene variants have shown consistent association across multiple AD study cohort in the GWAS and
meta-analyses results; GWAS-suggestive genes show the presence for variants that reach clear and consistent genome-wide significance in all replication
studies.
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C-terminal fragments (CTFs) (Vetrivel & Thinakaran, 2006). Alternatively, APP undergoes sequential proteolytic
cleavage by b- and g-secretases to generate the neurotoxic Ab peptides, as well as sAPPb and CTF. More than 30
pathogenic APP gene variants are reported to date (causing 10e15% of EOFAD cases). In addition, APP gene dupli-
cation (three copies of APP, <1% of EOFAD) causes EOFAD with CAA in carrier families by increased Ab production
(Hooli et al., 2012).

A rare protective variant in APP, A673T, has been reported in Icelandic and Finnish study subjects that confers
resilience against dementia (Kero et al., 2013; Maloney et al., 2014). To date, studies indicate that this rare variant is likely
limited to members of the two populations in the original study (Bamne et al., 2014; Wang, Naj, et al., 2015). The as-
sociation between APP and EOFAD is well established; however, there are no confirmed reports showing the presence of
risk-conferring APP variants in LOAD (Hooli et al., 2012). This is in stark contrast to other neurodegenerative disorders,
eg, Parkinson disease or frontotemporal lobe dementia (FTLD), in which genes carrying rare variants that cause Mendelian
disease forms also show the presence of risk-conferring alleles (Lill & Bertram, 2011). Moreover, all known pathogenic
variants in APP cluster in cleavage sites near exons 16 and 17, ie, the Ab domain, which leaves the possibility of additional
variants to be found elsewhere in the APP gene.

PRESENILIN GENES (PSEN1 AND PSEN2)

PSEN1 (14q24.2) and its homolog, PSEN2 (1q42.13), are structurally similar integral membrane proteins that contain nine
transmembrane domains with a hydrophilic intracellular loop region. The presenilins, PSEN1 and PSEN2, together with
nicastrin, anterior pharynx-defective-1, and presenilin enhancer 2, form the g-secretase complex that catalyzes the cleavage
of numerous membrane proteins, including Notch, which is crucial in the developmental stages (Donoviel et al., 1999;
Wakabayashi & De Strooper, 2008). Both of these proteins localize in the endoplasmic reticulum and Golgi apparatus (De
Strooper, 2003; Hansson et al., 2004; Kovacs et al., 1996) and have a key role in processing APP by the amyloidogenic
pathway to release Ab fragments. Close to 200 dominant pathogenic mutations in PSEN1 and 14 single-nucleotide variants
in PSEN2 (40e80% and <5%, respectively) cause EOFAD (Bagyinszky, Youn, An, & Kim, 2014; Cruts et al., 2012a).
The pathogenic variants in PSEN1 and PSEN2 are present all across the protein but show some clustering close to the
transmembrane domains (Wagner, Tanzi, Mobley, & Galasko, 2012). Interestingly, there are no genomic structural var-
iants reported in these genes, possibly owing to high cross-species conservation (Hooli, Kovacs-Vajna, et al., 2014).

OTHER EARLY-ONSET FAMILIAL ALZHEIMER’S DISEASE GENES

Efforts to identify novel EOFAD genes beyond APP, PSEN1, and PSEN2 have led to potentially pathogenic mutations in
genes implicated in FTLD, including the genes MAPT and CHMP2B. MAPT encodes Tau protein, which is a key
component of the neurofibrillary tangles. MAPT is present in the highly variable 17q21.31 region and is associated with a
broad range of disorders, including neurodevelopmental and neurodegenerative disorders (Rovelet-Lecrux & Campion,
2012). A family-based genome-wide copy number variant analysis reported a private variant in one of the early-onset
National Institutes of Mental Health (NIMH) families, with all the affected members carrying an extra copy of the
MAPT gene but no other adjacent genes (Hooli, Kovacs-Vajna, et al., 2014). The same study identified the pathogenic
Pro301Leu variant in one family diagnosed with probable AD (not confirmed postmortem). In the same line, our laboratory
has identified another postmortem-confirmed individual with dementia carrying the same P301L change but without NFTs
in the brain (unpublished), which further affirms the role of MAPT genetic variants leading to a range of disease phe-
notypes. A list of additional missense mutations in the tau gene in patients exhibiting the AD/FTLD phenotype can be
found on the AD&FTD mutation database (Cruts et al., 2012a). A heterozygous deletion in the CHMP2B gene was also
associated with neurodegeneration in a family in which one copy of CHMP2B was absent in affected subjects (hetero-
zygous deletion) (Hooli, Kovacs-Vajna, et al., 2014). As a precautionary note, however, before all of these mutations can
be validated to cause AD, autopsy confirmation of individuals carrying these structural variants will be necessary to
confirm the diagnosis of AD.

LATE-ONSET SPORADIC FORM OF ALZHEIMER’S DISEASE

In 2007, the first GWAS was reported in AD (Reiman et al., 2007). However, the family-based association analysis (Lange,
DeMeo, Silverman, Weiss, & Laird, 2004) in close to 1500 subjects from 450 families from the NIMH AD initiative study
cohort in 2008 was the first study to identify genetic markers showing genome-wide significance beyond APOE (Bertram
et al., 2008). This 2008 GWAS (Bertram et al., 2008) reported genome-wide significance for association of three AD genes
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in AD, including ATXN1 (ataxin 1), CD33 (siglec 3), and an uncharacterized locus on chromosome 14 (GWA_14q31.2),
and a highly suggestive association of AD with DLGAP1. Several additional GWAS and meta-analyses of large LOAD
consortium data sets have since been reported, revealing close to 30 different loci showing association with AD
(Table 34.1).

Some genes that either encompass confirmed AD-associated GWAS markers or are in close vicinity to them include
TREM2, BIN1, CLU, ABCA7, CR1, PICALM, MS4A6A, CD33, CD2AP, SORL1, FERMT2, DSG2, INPP5D, CASS4,
MEF2C, NME8, ZCWPW1, EPHA1, HLA-DRB1/HLA-DRB5, PTK2B, CELF1, and RIN3 (Abraham et al., 2008; Beecham
et al., 2009; Bertram et al., 2008; Bertram & Tanzi, 2009, 2012; Carrasquillo et al., 2009; Coon et al., 2007; Grupe et al.,
2007; Guerreiro et al., 2013; Harold et al., 2009; Heinzen et al., 2010; Hollingworth et al., 2011; Hooli et al., 2015; Jonsson
et al., 2013; Jun et al., 2015; Lambert et al.,2009, 2013; Li et al., 2008; Naj et al., 2010, 2011; Poduslo, Huang, Huang, &
Smith, 2009; Potkin et al., 2009; Seshadri et al., 2010; Shaw et al., 2011). Although these gene variants have shown a
significant association with AD, the functional variants that lead to AD are not fully obvious (Swerdlow & Corder, 2012).
In fact, GWAS markers generally identify the genomic region associated with the disease and not necessarily the actual
gene. In most cases, the genes associated markers remain elusive owing to the presence of multiple genes in close vicinity
to the disease-associated markers. Therefore, most GWAS-derived AD gene candidates require more in-depth genetic and
functional studies.

Nonetheless, the AD genes arising from GWAS likely affect various molecular and biochemical pathways (Fig. 34.1;
Table 34.1) and aspects of AD pathologies, including Ab production, aggregation and clearance, tangle formation, and
neuroinflammation (Fig. 34.1). However, an understanding of the precise functional mechanisms leading to AD and the
affected pathways remains rudimentary. Furthermore, despite strong statistical support for these genes arising from
GWAS, the effects of these genes on risk for AD are exceedingly small, with allelic odds ratios (ORs) between 0.85 and
1.15: that is, increasing or decreasing risk for AD by about 15%. This risk impact in these GWAS genes is considerably
low compared with the OR for APOE ε4, which is between fourfold and 15-fold for one or two alleles, respectively (Farrer
et al., 1997).

In the following sections, we examine both general and postulated disease functions of the new AD GWAS genes and
provide an overview of their potential roles in LOAD risk (Fig. 34.1; Table 34.1). We will summarize the genetic

FIGURE 34.1 Overview of GWAS genes and AD neuropathological features influenced by these genes. The AD genes showing significant as-
sociation in GWAS and the disease-specific neuropathological features most likely linked to their functional role are shown above. The three main
pathological phenotypes shown above correlate with the relevant disease mechanisms leading to AD, ie, amyloidogenic pathways, inflammation response,
and neurofibrillary tangles. b-Amyloid deposition can lead to tangle formation (Choi et al., 2014) and inflammation. Tangles and inflammation lead to
neuronal cell death, and then to more inflammation and b-amyloid deposition in a vicious cycle of neurodegeneration.
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epidemiological evidence, review the potential functional genomic consequences of the implicated sequence variants, and
discuss these variants’ possible role in the onset of this devastating disease in elderly people.

APOLIPOPROTEIN E

The APOE (19q13.32) gene encodes a pleiotropic glycoprotein, which is a major component of very-low density lipo-
proteins. There are at least three major alleles in the APOE gene (ε2, ε3, and ε4), corresponding to combinations of two
amino acid changes at residues 112 and 158 (ε2: Cys112/Cys158; ε3: Cys112/Arg158; and ε4: Arg112/Arg158). The most
common allele, ε3, is present in more than half of the general population (up to 70%). Family-based methods originally led
to the identification of genetic linkage between AD and the APOE gene (Corder et al., 1994; Strittmatter et al., 1993),
revealing that the APOE-ε4 allele increases risk in both familial and sporadic AD. Unlike mutations in the three known
EOFAD genes discussed previously, the APOE-ε4 allele is neither necessary nor sufficient to cause AD but instead confers
risk by decreasing the age of onset in a dose-dependent manner. The risk effect of APOE-ε4 has been consistently replicated
in a large number of studies across study cohorts from different ethnic groups; in addition, with ORs between fourfold and
15-fold, it remains the strongest predictor for AD risk. Studies have also revealed rare coding variants that affect risk for AD
(Kamboh et al., 1999; Medway et al., 2014). APOE variants in regulatory regions that alter APOE expression leading to
decreased plaque clearance have also been studied in mouse models (Bien-Ly, Gillespie, Walker, Yoon, & Huang, 2012;
Kim et al., 2011). However, further studies are required to confirm whether these functional variants in APOE lead to AD.

The functional consequences of APOE in AD pathogenesis are complex (Holtzman, Herz, & Bu, 2012; Michaelson,
2014). APOE is expressed in liver, brain, and macrophages (Siest et al., 1995) and is involved in cholesterol mobilization
and redistribution (Mahley & Rall, 2000). The APOE-ε4 allele also predisposes patients to vascular disease as a result of its
association with increased plasma cholesterol levels (Huang, 2010). APOE also regulates Ab metabolism indirectly by
interacting with low-density lipoprotein receptor-related protein 1 receptors (Verghese et al., 2013). In the brains of
transgenic AD mice, cholesterol has also been shown to increase Ab production and stabilize the peptide (Kim, Basak, &
Holtzman, 2009). Thus, it is possible that APOE-ε4 confers risk for AD via hypercholesterolemia, because this would also
influence the clearance of soluble Ab and Ab aggregation (Castellano et al., 2011; Kanekiyo, Xu, & Bu, 2014). APOE-ε4
binds to Ab more rapidly than does APOE-ε3, resulting in accelerated fibril formation (Hauser & Ryan, 2013; Stratman
et al., 2005). In vivo, APOE influences the amount and structure of intraparenchymal Ab deposits in an isoform-dependent
manner (Fagan et al., 2014). Overall, data indicate that APOE most likely influences Ab metabolism and clearance
(Bertram & Tanzi, 2005; Liu, Kanekiyo, Xu, & Bu, 2013).

ADAM METALLOPEPTIDASE DOMAIN 10

ADAM Metallopeptidase Domain 10 (ADAM10) encodes the major a-secretase in the brain (Endres & Fahrenholz, 2012),
which cleaves the APP ectodomain to preclude Ab production (Jorissen et al., 2010; Kuhn et al., 2010; Postina et al.,
2004). Two rare missense mutations conferring risk for LOAD were reported in 2009 in seven LOAD families (Kim, Suh,
et al., 2009). The two ADAM10 LOAD mutations, Q170H and R181G, are located in the prodomain region and were
subsequently shown in vivo to impair the ability dramatically of ADAM10 to carry out a-secretase cleavage of APP,
resulting in elevated Ab deposition (Suh et al., 2013). Other studies have suggested that 50-untranslated region of
ADAM10 may have an important role for posttranscriptional regulation of ADAM10 expression and consequently Ab
production (Lammich et al., 2010). These genetic and biological findings provide further support for the amyloid hy-
pothesis implicating APP processing and Ab generation, and also targets to identify therapeutic interventions to treat AD.

TRIGGERING RECEPTOR EXPRESSED ON MYELOID CELLS 2

Triggering Receptor Expressed on Myeloid Cells 2 (TREM2) harbors a missense mutation, with the second highest re-
ported effect size after the APOE-ε4 allele (Lill et al., 2015) for LOAD. The rare TREM2-R47H codon change (OR, about
1.5), first found in an Icelandic population and later in an international cohort of a European population (Guerreiro et al.,
2013; Jonsson et al., 2013), has been replicated in a meta-analysis (Benitez et al., 2013; Hooli, Parrado, et al., 2014; Pottier
et al., 2013). Previously, mutations in TREM2 were associated with Nasu-Hakola disease, a polycystic lipomembranous
osteodysplasia with sclerosing leukoencephalopathy (Bianchin et al., 2004; Paloneva et al., 2003). This rare recessive
disease includes progressive frontal-type dementia among its clinical features (Bock et al., 2013; Madry, Prudlo, Grgic, &
Freyschmidt, 2007; Neumann & Takahashi, 2007; Paloneva, Autti, Hakola, & Haltia, 1993).
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TREM2 likely influences risk for AD via innate immune-related pathogenic mechanisms. TREM2 is a type 1 trans-
membrane receptor protein expressed on myeloid cells including microglia, monocyte-derived dendritic cells, osteoclasts,
and bone marrowederived macrophages (Colonna, 2003; Ford & McVicar, 2009; Klesney-Tait, Turnbull, & Colonna,
2006; Lue, Schmitz, & Walker, 2014). TREM2 transduces intracellular signaling through TYRO protein tyrosine kinase
binding protein. In the brain, TREM2 is primarily expressed on microglia and has been shown to control two signaling
pathways: regulation of phagocytosis and suppression of inflammation reactivity, which suggests that TREM2 influences
neurodegeneration through neuroinflammation and dysregulation of the immune response feature of AD (Golde, Streit, &
Chakrabarty, 2013; Hickman & El Khoury, 2014; Holtzman, Morris, & Goate, 2011). Furthermore, inhibition of TREM2
activity decreases phagocytosis of these cells by approximately one-third, which suggests that the interaction between
TREM2 and its ligands facilitates clearance of apoptotic neurons (Hsieh et al., 2009). However, the pathogenetic mech-
anism by which these variants increase risk for AD remains to be fully elucidated (Hickman & El Khoury, 2014).
Interestingly, other TREM2-related genes, including TREM1 and TREML2, have also been associated with AD, pending
confirmation.

CD33 (MYELOID CELL SURFACE ANTIGEN CD33; SIALIC ACID-BINDING
IMMUNOGLOBULIN-LIKE LECTIN 3)

The CD33 gene, which is located on chromosome 19q13.3, is a member of a class of immune cell surface receptors called
sialic acidebinding immunoglobulin (Ig)-like lectins (Siglecs) family of receptors. AD-associated variants in CD33 were
first reported in the family-based GWAS (Bertram et al., 2008) and were later confirmed by two other large GWAS
(Lambert et al., 2013; Naj et al., 2011). The original family-based study led to a CD33 single-nucleotide polymorphism
(SNP) that increased risk for AD, whereas the two latter caseecontrol GWAS meta-analyses found two protective SNPs
about 1400 base pairs away. Similar to other Siglec families of receptors, CD33 is expressed on myeloid cells and
microglia (Crocker, 2002; Crocker, Hartnell, Munday, & Nath, 1997). Binding of sialic acid activates CD33, leading to
monocyte inhibition via immunoreceptor tyrosine-based inhibitory motif domains (Linnartz-Gerlach, Mathews, & Neu-
mann, 2014). CD33 is also reported to have a role in clathrinin-dependent receptor-mediated endocytosis (Cao & Crocker,
2011; Tateno et al., 2007).

Functional studies in AD show that CD33 is associated with Ab clearance and microglia-mediated neuroinflammatory
pathways (Griciuc et al., 2013; Malik et al., 2013; Raj et al., 2014). CD33 mRNA expression is specifically increased in
microglia, and expression in autopsy brain tissue is associated with more advanced cognitive decline (Bradshaw et al.,
2013; Jiang et al., 2014). Ab phagocytosis is inhibited in microglial cells overexpressing CD33 (Griciuc et al., 2013), and
this effect is abolished in cells expressing CD33 lacking exon 2, which encodes the sialic acidebinding domain. The risk
SNP rs3865444 was shown to increase expression of the CD33 splice form lacking exon 2, whereas the second protective
marker rs12459419 affects exon 2 splicing efficiency. Overall, results from multiple GWAS showing significant associ-
ation of CD33 variants with AD, together with evidence from functional studies, suggest that CD33 has an important role
in the onset of LOAD.

CAS SCAFFOLDING PROTEIN FAMILY MEMBER 4

Cas Scaffolding Protein Family Member 4 (CASS4) is a member of the CAS protein family, scaffolding proteins
responsible for a number of cellular activities (Nikonova, Gaponova, Kudinov, & Golemis, 2014; Tikhmyanova, Little, &
Golemis, 2010). CASS4 is a docking protein in the tyrosine-kinase signaling pathway and is associated with cell adhesion
and spreading (Tornillo, Defilippi, & Cabodi, 2014). First characterized in 2008, CASS4 shares up to 42% similarity in
gene sequence with the other three members of the CASS family but it lacks the conserved YDYVHL motif (Singh et al.,
2008). It is most highly expressed in spleen and lung tissues as well as ovarian and leukemia cells and its tissue-specific
function is linked to the activity of the other CAS family members.

CASS4 is a relatively understudied gene, but it has been implicated in APP and tau metabolism (Beck, Nicolas, Kopp,
& Golemis, 2014). The reported GWAS significant SNP rs7274581 shows overtransmission of minor allele in unaffected
controls, indicating a protective effect. Another SNP in linkage disequilibrium (LD) with this protective SNP, rs6024870,
also has been reported to show evidence of regulatory function (Wang, Lopez, et al., 2015). Dcas, the Drosophila homolog
to CAS family proteins, interacts with integrin pathway genes (Tikhmyanova, Tulin, Roegiers, & Golemis, 2010), and
CASS4 is speculated to have a role in AD through its interaction with CD2AP, another gene implicated in AD (Becam,
Tanentzapf, Lepesant, Brown, & Huynh, 2005; Tibaldi & Reinherz, 2003).
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COMPLEMENT COMPONENT (3B/4B) RECEPTOR 1

Complement receptor 1 (CR1), which is located on chromosome 1q32 in a cluster of complement-related proteins, is a
major player in the immune system. CR1 is one of the genes showing consistent association with AD since the early wave
of large collaborative GWAS in AD (Harold et al., 2009; Hollingworth et al., 2011; Lambert et al., 2013; Naj et al., 2010,
2011; Seshadri et al., 2010). Several CR1 SNPs, mainly in the noncoding region, show a significant association with
LOAD across these studies. The CR1 locus has a high degree of repetitive sequences, which complicates identification of
the true functional risk factors. However, CR1 encodes four isoforms that differ based on genomic duplication and de-
letions (Liu & Niu, 2009), and analysis of splice variants revealed a functional isoform (Brouwers et al., 2012) showing
association with AD pathogenesis (Crehan et al., 2012; Krych-Goldberg, Moulds, & Atkinson, 2002). The splice form
associated with AD determines the length of the CR1 protein, and with that the number of C3b or C4b cofactor activity
binding sites that are important in the complement cascade (Rogers et al., 2006; Velazquez, Cribbs, Poulos, & Tenner,
1997).

Mechanistically, CR1 expression in phagocytic cells such as erythrocytes results in the ingestion and removal of
complement-activated particles (Khera & Das, 2009). It serves as a B-cell receptor for fragments of complement com-
ponents C3 and C4 and is involved in factor-Iemediated cleavage of C3, and thus regulates complement activation
(Dunkelberger & Song, 2010; Zipfel & Skerka, 2009). CR1 expression of complement factors is reportedly upregulated in
affected neurons and glia are sources of complement in the brain regions of brains with AD (Hazrati et al., 2012). Higher
CR1 protein expression is associated with a higher clearance rate of immune complexes (Gibson & Waxman, 1994;
Schifferli & Paccaud, 1989). On the other hand, CR1 mRNA expression in autopsy brain tissue is also associated with
advanced cognitive decline (Chibnik et al., 2011). CR1 SNPs are associated with increased amyloid b1-42 concentrations
in cerebrospinal fluid but require further confirmation in larger samples (Schjeide et al., 2011). Variants in the CR1 locus
are also associated with neuroimaging measures in AD and neuritic plaque burden in brains with AD (Chibnik et al., 2011;
Shulman et al., 2013). CR1 SNPs are also associated with low CR1 expression in white matter and cerebellum, leading to
shrinking of entorhinal cortex and further evidence for the role of CR1 in brain vasculature (Holton et al., 2013). In-
dividuals with the CR1-GG and APOE-ε4 had decreased episodic memory, an endophenotype of LOAD, which provides
further evidence for CR1’s role in LOAD risk (Barral et al., 2012).

BRIDGING INTEGRATOR 1

The association of Bridging Integrator 1 (BIN1) gene variants with AD has also emerged from GWAS and has been
replicated in multiple studies in different ethnic populations worldwide (Tan, Yu, & Tan, 2013). BIN1 yields the
strongest association signal in the meta-analyses results of large GWAS data sets after APOE-ε4 (www.alzgene.org).
BIN1 has been systematically studied for its role as a tumor suppressor gene (Prokic, Cowling, & Laporte, 2014) and has
been shown to be involved in a number of cancer phenotypes (Ge et al., 1999; Ghaneie et al., 2007; Pan et al., 2012).
BIN1 is important in endocytosis (Pant et al., 2009; Treusch et al., 2011), and BIN1 protein levels were significantly
lower in tissues from patients with LOAD than in age-matched control subjects, which suggests its role in multiple
pathways involved in AD pathogenesis (Camargo et al., 2015; De Jager et al., 2014). As with the other GWAS genes, the
functional gene variants that confer risk for AD and the pathogenic mechanisms leading to the disease have not yet been
established.

CLUSTERIN

Clusterin (CLU ), also referred to as apolipoprotein J, is another gene carrying variants that have a significant association
with AD in most of the large GWAS in AD to date (Shuai et al., 2015). CLU has been implicated in the formation of
complexes that can cross the bloodebrain barrier (Calero et al., 2000) and has been proposed as one of the primary
chaperones for reentry of Ab back into the brain from the plasma (Calero, Rostagno, Frangione, & Ghiso, 2005; Rohne,
Prochnow, Wolf, Renner, & Koch-Brandt, 2014).

Patients with AD have increased levels of CLU in the cortex and hippocampus (May et al., 1990; Oda et al., 1994).
Thus, a link between increased levels of CLU and AD risk is both expected and observed (Nuutinen, Suuronen,
Kauppinen, & Salminen, 2009; Schrijvers, Koudstaal, Hofman, & Breteler, 2011). In the same line, analysis of blood
plasma revealed increased plasma CLU, which correlated with hippocampal atrophy, disease severity, and progression
(Thambisetty et al., 2012). In contrast, other studies show that CLU variants are associated with increased CLU expression
but decreased AD risk (Allen et al., 2012; Ling, Bhongsatiern, Simpson, Fardo, & Estus, 2012). CLU affects inflammation,
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immune responses, and amyloid clearance, alterations which can result in neurodegeneration (Allen et al., 2012; Li et al.,
2014; Park, Mathis, & Lee, 2014; Russell, Koncarevic, & Ward, 2014).

ADENOSINE TRIPHOSPHATE-BINDING CASSETTE, SUBFAMILY A (ABC1), MEMBER 7

Adenosine triphosphate (ATP)-Binding Cassette, Subfamily A (ABC1), Member 7 (ABCA7 ) is a member of the
ATP-binding cassette genes family that is responsible for lipid transport, a particularly important function in the central
nervous system (Mack, Townsend, Beljanski, & Tew, 2007; Reitz, 2013). Variants in ABCA7 have been associated with
AD in numerous GWAS with significant risk for the disease and age at onset. Functional studies in mice have shown that
loss of ABCA7 is not embryonic lethal and does not produce clear irregularities in young mice, which is consistent with the
late age at onset of AD (Kim et al., 2005; Kim, Guillemin, Glaros, Lim, & Garner, 2006; Kim, Weickert, & Garner, 2008).
Those studies have demonstrated that knockout of ABCA7 does not affect cholesterol efflux by macrophages, nor is it
sufficient to compensate when function of the homologous lipid transporter ABCA1 is lost. ABCA7 expression is highest
in the hippocampus, one of the earliest affected regions in the brains of patients with AD, and microglia, cells responsible
for cerebral inflammatory response (Kim et al., 2008). ABCA7 also participates in macrophage uptake of Ab, and lack of
ABCA7 results in increased levels of insoluble Ab (Kim et al., 2013). Although ABCA7 has been shown to mediate APP
processing, it remains to be established whether ABCA7 influences AD onset through Ab-related pathways, its interaction
with APOE and lipid metabolism, or its role in the immune system response (Bohm et al., 2015; Pahnke, Frohlich, Krohn,
Schumacher, & Paarmann, 2013; Tanaka, Abe-Dohmae, Iwamoto, & Yokoyama, 2011). Interestingly, some of the lipids
for which transport is mediated by ABCA7, eg, anionic and zwitterionic lipids, may bind and activate TREM2 on
microglia to prevent neuroinflammation (Wang, Cella, et al., 2015).

PHOSPHATIDYLINOSITOL-BINDING CLATHRIN ASSEMBLY PROTEIN

Phosphatidylinositol-Binding Clathrin Assembly Protein (PICALM ) is located at chromosome 11q14.2 and carries an SNP
showing the strongest association with AD upstream of the gene. The minor allele of the SNP rs3851179 in PICALM
shows a protective effect in AD; ie, the minor allele is undertransmitted in patients with AD patients (95% confidence
interval (CI) in OR, about 0.86e0.91) (Kamboh, Minster, et al., 2012; Lambert et al., 2013). APP trafficking as well as Ab
clearance, specifically via clathrin-mediated endocytosis, is proposed to be the molecular pathway affecting risk for LOAD
(Harel, Wu, Mattson, Morris, & Yao, 2008; Tebar, Bohlander, & Sorkin, 1999). In the same line, studies conducted in
yeast and Caenorhabditis elegans also show homologs of PICALM to curb the toxic effects of Ab (Treusch et al., 2011).
Alternative splicing of PICALM yields 23 isoforms that are predominantly expressed in the brain (Xiao et al., 2012).
Postmortem studies of brain samples revealed a decrease in the levels of full-length PICALM and an increase in the shorter
species in cases, which indicates that abnormal proteolysis of PICALM may affect Ab clearance (Baig et al., 2010). More
recently, a link between PICALM and tau pathology in the AD brains was reported, in which PICALM was found to
colocalize with tau in NFTs but not with pretangles or extracellular ghost tangles (Tebar et al., 1999); further studies are
needed to confirm the role of PICALM in tau pathology (Kok et al., 2011; Schjeide et al., 2011). PICALM also appears to
have a key role in export of Ab out of the brain via low-density lipoprotein receptor-related protein (Zlokovic, Personal
Communication).

MEMBRANE-SPANNING 4 DOMAIN SUBFAMILY A MEMBERS 4A AND 6A

Located at chromosomal region 11q12.2, SNPs in the Membrane-Spanning 4A (MS4A) gene cluster have consistently
shown association with AD across multiple studies (Antunez et al., 2011; Harold et al., 2009; Hollingworth et al., 2011;
Lambert et al., 2013; Naj et al., 2011; Seshadri et al., 2010). The two genes, MS4A4A and MS4A6A, are implicated in AD;
however, because of the complex genomic arrangement in the region, other genes in the GWAS locus (MS4A3, MS4A2,
and MS4A6E) may also harbor variants that influence risk for AD (Liang, Buckley, Tu, Langdon, & Tedder, 2001).
Despite continued replication in multiple GWAS (OR, 95% CI, 0.88e0.93) of the intergenic markers, the exact functional
effect of the gene family in AD remains to be established (Ishibashi, Suzuki, Sasaki, & Imai, 2001; Kutok et al., 2005;
Liang & Tedder, 2001).

The two most implicated genes, MS4A4A and MS4A6A, but not MS4A6E, are expressed on primary adult microglial
cells and were downregulated when microglial cells were activated to induce neuroinflammation (Kofler, Bissel, Wiley,
Stauffer, & Murdoch, 2012). Thus, MS4A4A and MS4A6A variants may affect AD pathology by modulating microglial
function. Furthermore, gene expression analysis of markers in these genes has been shown to correlate with tangle and
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plaque scores in patients with AD and with disease risk (Allen et al., 2012; Karch et al., 2012). As evident from consistent
replication of the MS4A genes with AD risk, further studies are warranted to assess the role of these genes leading to AD.

CUGBP, ELAV-LIKE FAMILY MEMBER 1

CUGBP, Elav-like Family Member 1 (CELF1) is located at 11p11.2 in a gene-dense region with the genes SLC39A13,
PSMC3, NDUFS3, KBTBD4, PTPMT1, MTCH2, AGBL2, FNBP4, and NUP160 also located within the GWAS locus
associated with AD. The original study (Lambert et al., 2013) revealed that common CELF1 variants have small effects for
risk of AD (about 10%); this has been replicated by multiple studies (Hinney et al., 2014). As with the other new AD genes
emerging from GWAS, the role of functional variants in this GWAS locus has not been fully elucidated. Preliminary
studies indicate that the disruption of cytoskeletal transport and tau-mediated pathway owing to CELF1 variants could lead
to increased risk for AD (Shulman et al., 2014).

CELF1 has been largely studied with regard to the regulation of gene expression. CELF1 has been associated with
modulating alternative polyadenylation, an evolutionarily conserved mechanism for regulating gene expression, which in
turn controls cellular proliferation during biological processes such as development, oncogenesis, and T-cell activation
(Beisang, Reilly, & Bohjanen, 2014). In the same line, studies have implicated CELF1 mainly in cancer and myotonic
dystrophy type I (Klein, Gasnier, & Furling, 2011; Meola, Jones, Wei, & Timchenko, 2013; Talwar et al., 2013).
Expression quantitative trait loci studies suggest that CELF1 variants may be acting in conjunction with or serving as a
proxy for other AD-associated genes in this GWAS locus (Rosenthal & Kamboh, 2014).

SORTILIN-RELATED RECEPTOR, LDLR CLASS A REPEATS CONTAINING

Sortilin-Related Receptor, LDLR Class A Repeats Containing (SORL1) is located on chromosome 11q24.1 and has been
studied as a candidate gene in AD since the first report of decreased expression of SORL1 in a small set of patients with
AD (Scherzer et al., 2004). SORL1 is unique in the way the gene variants show the most compelling association with AD
in studies using the candidate gene approach and functional experiments, although the association signal is just below
genome-wide significance in many GWAS. SORL1 belongs to a family of sorting receptors that contain a vacuolar protein
sorting protein (VPS) 10 domain, and is widely expressed in the brain (Taira et al., 2001). SORL1 mediates various
intracellular sorting and trafficking functions (Yamazaki et al., 1996), including APP trafficking (Andersen et al., 2006)
that consequently affect APP processing and Ab generation leading to AD. However, whether SORL1 gene activity in the
brains of patients with AD is altered is not fully clear (Sager et al., 2012).

Several SORL1 variants were initially identified using a candidate gene approach (Rogaeva et al., 2007), and both
common and rare SORL1 variants have since been implicated for their potential role in AD risk in numerous GWAS
(Bettens et al., 2008; Lambert et al., 2013; Lee et al., 2008; Miyashita et al., 2013; Reitz et al., 2011; Vardarajan et al.,
2015). Although multiple different association signals throughout SORL1 are reported in these studies, many of the
associated SNPs show no clear and consistent evidence of association across all data sets, possibly owing to allelic het-
erogeneity in the study population. In addition, rare variants in SORL1 have been found (Pottier et al., 2012) which if
replicated in other study cohorts would result in SORL1 being the first gene in AD to carry both risk-conferring poly-
morphisms as well as rare disease causing functional variants. AlzGene meta-analyses demonstrate multiple SNPs showing
an association with AD that confers small to modest AD risk with summary ORs ranging from 1.09 to 1.21. The SNPs that
result in synonymous coding changes are in strong LD with the 30 half of the gene, which indicates that the postulated
functional effects on AD pathogenesis alter gene regulation in the 30 region (Willnow & Andersen, 2013). This observation
dovetails with functional experiments that suggest SORL1 directly influences the production of Ab by affecting the
processing or trafficking of APP by binding to a complement-type repeat domain in the SORL1 protein (Offe et al., 2006).

INOSITOL POLYPHOSPHATE-5-PHOSPHATASE

Inositol polyphosphate-5-phosphatase (INPP5DP) is located in the 2q37.1 region and has been extensively studied for a
possible role in inflammatory response, regulation of cytokine signaling, and signal transduction in oncogenic pathways
cancer (Metzner et al., 2009; Srivastava, Sudan, & Kerr, 2013). The highly frequent minor allele (>0.4 minor allele
frequency (MAF)) in the marker rs35349669 located in the intronic region shows a modest association with LOAD (OR,
95% CI, 1.05e1.11) in a large GWAS meta-analyses (Lambert et al., 2013) and has since been replicated in other cohorts
(Ruiz et al., 2014). INPP5D is yet another novel GWAS gene that highlights the role of immune-related pathways in AD.
INPP5D is well-characterized in negative regulation of immune cell activation. Besides catalytic biological mechanisms,
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INPP5D is associated with nonenzymatic activity in several immune pathways and in mediating proteineprotein in-
teractions (Conde, Gloire, & Piette, 2011). INPP5D interacts with CD2AP (also implicated in AD; see subsequent dis-
cussion) and in plasmacytoid dendritic cells (pDCs) and regulates degradation of the IgE receptor, FceRIc (Bao et al.,
2012). In the same line, INPP5D alters B-cell longevity, especially molecules that are involved in apoptosis (the Fas/Fas-L
pathway), as well as molecules that alter activation thresholds of B cells (CD19, CD21, CD22, etc.) in the development of
autoimmunity (Dorner & Lipsky, 2006). Further genetic and functional studies in INPP5D might hold clues unraveling the
role of these complex immune-related pathways in AD pathogenesis.

CD2-ASSOCIATED PROTEIN

CD2-Associated Protein (CD2AP) is located at chromosome 6p12.3 region; the original markers associated with AD were
reported in a study involving collaborative efforts from several large consortia in 2011 (Hollingworth et al., 2011; Lambert
et al., 2013; Naj et al., 2011; Shulman et al., 2013). Several variants in CD2AP show a modest 10% increased risk for AD
in these studies and neuritic plaque burden in brains with AD. Although the exact pathological AD variant in CD2AP
needs to be established, there are a number of speculations about its role in AD in published reports.

CD2AP is involved in receptor-mediated endocytosis (Kobayashi, Sawano, Nojima, Shibuya, & Maru, 2004) as well as
cytoskeleton and vesicle movement (Lynch et al., 2003); hence it is associated with modulating Ab clearance (Treusch
et al., 2011). CD2AP is required for synapse formation via its interaction with Cbl, endophilin, and synaptojanin.
Lysosomal function is impaired in cells from CD2AP-deficient mice, in which CD2AP has been shown to be an essential
regulator of vesicular trafficking (Cormont et al., 2003). CD2AP is also involved with immune-related pathways that can
have a role in AD pathogenesis owing to its interaction with two other LOAD genes, INPP5D and CASS4. CD2AP binds
and clusters CD2 to facilitate junction formation between T cells and antigen-presenting cells (Hutchings, Clarkson,
Chalkley, Barclay, & Brown, 2003). Although CD2AP expression levels were not altered in a Drosophila model (Shulman
et al., 2011), loss of the fly ortholog of CD2AP and CIN85, cindr, led to increased tau neurotoxicity in transgenic flies,
which suggests another mechanism by which CD2AP loss of function could influence risk for AD (Shulman et al., 2014).

MAJOR HISTOCOMPATIBILITY COMPLEX CLASS II, DRb1 AND 5

The Major Histocompatibility Complex Class II, DRb1 and 5 (HLA-DRB1/HLA-DRB5) gene locus is a member of the
major histocompatibility complex, a highly polymorphic region located on chromosome 6p21.32, and has been a focal
point in the studies concerning neurodegenerative diseases for decades. In fact, variants in the HLA-gene locus show the
single largest genetic effect in risk for multiple sclerosis (Cree, 2014; Hauser, Chan, & Oksenberg, 2013). Since the early
1970s, the HLA locus has been investigated in AD (Henschke, Bell, & Cape, 1978), Parkinsons (Nalls et al., 2014) and
FTLD (Nalls et al., 2014). (Please refer to the meta-analysis results on the disease-specific portals: MSGene Database
(http://www.msgene.org/), PDGene Database (http://www.pdgene.org), and AlzGene Database (http://www.alzgene.org)
for more details) (Bertram, McQueen, Mullin, Blacker, & Tanzi, 2007; Lill, Abel, Bertram, & Al-Chalabi, 2011; Lill et al.,
2012).

Although the first report on HLA-locus variants showing an association with AD emerged more than 35 years ago
using protein polymorphisms (Henschke et al., 1978), the GWAS from the analysis of the mega-consortium in 2013
(Lambert et al., 2013) provided a more comprehensive study of these genes. The region associated with AD includes other
human leukocyte antigen genes, including HLA-DRB6, HLA-DQA1, and HLA-DQB1 within the GWAS locus. The
strongest AD-associated marker in this meta-analysis report (Lambert et al., 2013), rs9271192 (MAF w0.3), marginally
increased risk for AD by just over 10%. These results were subsequently replicated (Mansouri et al., 2015) and expanded
further, leading to the observation of association of HLA-DRB1 with total brain volume (P ¼ 0.0006) (Chauhan et al.,
2015) and brain DNA methylation (Yu et al., 2015). The HLA genes add to the growing number of immune-related,
AD-associated genes (Trowsdale & Knight, 2013).

EPH RECEPTOR A1

The EPH Receptor A1 EPHA1 gene is located on chromosome 7q34 and contains 18 exons that span a little over 18 kb
(Coulthard et al., 2001). The SNP rs11767557, located upstream of EPHA1, was the first marker in this gene to be
associated with decreased LOAD risk in 2010 (OR, 95% CI, 0.83e0.96) (Seshadri et al., 2010) and was later confirmed by
multiple reports from larger studies (Carrasquillo et al., 2011; Hollingworth et al., 2011; Lambert et al., 2013; Naj et al.,
2011; Wang, Lopez, et al., 2015). EPH and EPH-related receptors comprise the largest of the receptor tyrosine kinases,
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which function in binding membrane-bound ephrin-A ligands on adjacent cells via bidirectional signaling (Yamazaki et al.,
2009). The ephrin genes are crucial during development of the nervous system (Wilkinson, 2000; Zhou, 1998) in axonal
guidance and synaptic plasticity (Lai & Ip, 2009). EPHA1 is also associated with regulation of T-cell interactions through
the integrin pathway (Sharfe et al., 2008). EPHA1 may be associated with AD via the a-secretase pathway owing to its role
as a substrate of ADAM10 (Deuss, Reiss, & Hartmann, 2008; Janes et al., 2005).

MYOCYTE ENHANCER FACTOR 2C

Myocyte Enhancer Factor 2C (MEF2C) is located on the chromosome 5q14.3 region and carries a minor allele in the SNP
rs190982 (MAF about 0.4, OR, 95% CI, 0.9e0.95) that confers modest protection against the onset of AD in the
mega-meta-analysis report (Lambert et al., 2013; Ruiz et al., 2014). The role of MEF2C in AD is not currently known.
MEF2C is crucial during neuronal development because of its role in synapse formation during activity-dependent
refinement of synapses (Janson, Chen, Li, & Leifer, 2001) and hippocampal-dependent learning and memory (Potthoff
& Olson, 2007). MEF2C mutations are implicated in causing distinct phenotypes in del5q14 developmental syndrome,
which is characterized by phenotypes similar to Rett syndrome, including seizures, severe mental retardation, and ste-
reotypical movement (Zweier & Rauch, 2012). MEF2C is also associated with another brain disorder, Angelman-like
syndrome (Tan, Bird, Thibert, & Williams, 2014), a clinical and behavioral aspect attributed to localized central ner-
vous system dysfunction. A large GWAS analysis in 31 study cohorts (N ¼ 53,949) found evidence for association of
MEF2C variants previously associated with AD to influence cognitive ability (Davies et al., 2015). MEF2C also modulates
transcription factors that have an antiinflammatory role in endothelial cells (Xu et al., 2015).

NME/NM23 FAMILY MEMBER 8

NME/NM23 Family Member 8 (NME8) is located in the 7p14.1 region and belongs to the NME gene family, a evolu-
tionarily highly conserved gene family linked to a wide variety of key developmental and cellular processes (Desvignes,
Pontarotti, & Bobe, 2010). The marker rs2718058, with a frequent minor allele (MAF about 0.37), was shown to confer
modest protection against AD (OR, 95% CI, 0.90e0.95) in the large GWAS meta-analysis (Lambert et al., 2013). The role
of NME8 in AD is still unknown. NME8 mutations cause primary ciliary dyskinesia type 6, a disorder characterized by
abnormalities of motile cilia leading to respiratory infections, chronic inflammation, and bronchiectasis (Leigh et al., 2009).
NME8 variants have also been linked to osteoarthritis (OA). Studies associate the regulatory 50 SNPs in NME8 with
increased bone mineral density and OA risk (Mahr et al., 2006; Yerges-Armstrong et al., 2014). NME8 may also be
considered an AD-associated gene with a role in innate immunity and inflammation.

ZINC FINGER, CW TYPE WITH PWWP DOMAIN 1

Zinc Finger, CW Type With PWWP Domain 1 (ZCWPW1), located on chromosome 7q22.1, carries a variant in the intron
close to the exon 12 splice site that shows a modest protective effect in AD (rs1476679; MAF about 0.287; OR, 95% CI,
0.89e0.94). Originally reported in the large GWAS meta-analysis study (Lambert et al., 2013), the same SNP was later
confirmed by another group with similar effect size and direction (Ruiz et al., 2014). The AD-associated marker was also
observed to show genome-wide significant association for potential regulatory functions using RegulomeDB (Rosenthal,
Barmada, Wang, Demirci, & Kamboh, 2014). A study also reported a significant association of the same marker,
rs1476679, in close to 5000 brain samples with postmortem neuropathologic confirmation (Beecham et al., 2014). This
large brain autopsy study further confirmed the association of ZCWPW1 variants with specific neuropathologic features in
AD. The only functional clues regarding this relate to chromatin remodeling and methylation states, owing to the
implication of ZCWPW1 as a histone modification reader (He et al., 2010). Thus, studies aimed at investigating a role for
this gene in epigenetic-mediated risk for AD may be warranted.

FERMITIN FAMILY MEMBER 2

Fermitin Family Member 2 (FERMT2) is located on chromosomal region 14q22.1 and is a member of the Fermitin (also
referred to as Kindlins) family of proteins, which represent a class of focal adhesion proteins implicated in integrin
activation. The variant rs17125944 also emerged from the large GWAS meta-analyses study (Lambert et al., 2013) re-
ported to increase about 15% risk for AD (OR, 95% CI, 1.09e1.19). Integrin activation mediates cellecell and cell-matrix
contact and is important in a wide range of pathways, including development, immune response, hemostasis, and wound
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healing (Lai-Cheong, Parsons, & McGrath, 2010). Known mutations in integrins or the major effectors of integrin
signaling pathways lead to defective organ development, immunodeficiency, cancer, or autoimmune disease (Ye, Snider, &
Ginsberg, 2014). Loss-of-function mutations in FERMT1 and FERMT3 cause Kindler syndrome and leukocyte adhesion
deficiency-III syndrome, respectively (Fagerholm, Lek, & Morrison, 2014), whereas FERMT2 association with AD re-
mains the only disease attributed to variants in this gene (Lai-Cheong et al., 2010). Studies performed in Drosophila
melanogaster (Shulman et al., 2011, 2014) suggest that FERMT2 influences LOAD risk by mediating Tau neurotoxicity.
Nonetheless, additional genetic and functional studies are needed to elucidate the role of FERMT2 in AD.

PROTEIN TYROSINE KINASE 2b

The Protein Tyrosine Kinase 2b (PTK2B) gene, located at chromosome 8p21.2, encodes a cytoplasmic protein tyrosine
kinase involved in calcium-induced regulation of ion channels and activation of the map kinase signaling pathway (Lev
et al., 1995). PTK2B is located close to CLU and interacts with CASS4 and NEDD9, two other LOAD-associated genes.
PTK2B variants were originally observed show an association with AD (Kamboh, Demirci, et al., 2012), and eventually
were confirmed in the large meta-analyses (Lambert et al., 2013). The most strongly associated SNP with AD, rs28834970
(MAF about 0.37), shows a modest (about 10%) increase in risk for AD (OR, 95% CI, 1.08e1.13). Together with the
highly conserved focal adhesion kinase (about 90% sequence identity), PTK2B comprises the complete focal adhesion
protein tyrosine kinase family, which is preferentially expressed in the central nervous system (Xiong, Macklem, &
Parsons, 1998). Studies suggest that balanced function resulting in reorganization of actin association with focal adhesions
and cell rounding of these proteins may be important for tissue organization (Mitra, Hanson, & Schlaepfer, 2005). Studies
conducted in mice show that loss of protein tyrosine phosphatase-a, a regulator of PTK2B, can cause defects in N-methyl-
D-aspartate receptor processes involving memory formation (Le, Maksumova, Wang, & Pallen, 2006). PTK2B is an
important signaling intermediate between neuropeptide-activated receptors or neurotransmitters that increase calcium flux
and the downstream signals that regulate neuronal activity, and associated is with depressive disorders (Beck et al., 2014).
The same intracellular calcium levels stimulus for PTK2B activation is also disrupted in AD brains (Avraham, Park,
Schinkmann, & Avraham, 2000; Bojarski, Herms, & Kuznicki, 2008), which suggests a possible role for PTK2B leading to
risk for AD. Interestingly, PTK2B also activates GSK3 (Sayas, Ariaens, Ponsioen, & Moolenaar, 2006), which has been
shown to be required for Ab-induced neurofibrillary tangle formation (Choi et al., 2014). Thus the gene may serve to link
plaque and tangle pathologies in AD.

RAS AND RAB INTERACTOR 3 (RIN3) AND SOLUTE CARRIER FAMILY 24 SODIUM/
POTASSIUM/CALCIUM EXCHANGER, MEMBER 4 (SLC24A4)

Rab Interactor 3 (RIN3) is located in the chromosome14q32.12 region and is in the vicinity of SNP rs10498633 (MAF
about 0.22; OR, 95% CI, 0.88e0.94), which exhibited a protective effect against the onset of AD in a GWAS
meta-analysis report (Lambert et al., 2013). The role of RIN3 in AD is not fully elucidated, but it is widely speculated that
RIN3 may influence the onset of AD via the endocytosis pathway, by altering APP trafficking and, as a result, Ab
generation. RIN3 represents a family of multifunctional proteins that have a VPS9 domain, Src homology, and Ras as-
sociation domains. By acting as a guanine nucleotide exchange factor, RIN3 activates GTPase Rab5 and controls mem-
brane budding and trafficking in the early endocytic pathway (Kajiho et al., 2011).

RIN3 is mainly found throughout the cytoplasm, and T-cell activation-dependent tyrosine phosphorylation initiates
RIN3 translocation into Rab5-positive early endocytic vesicles (Kaneko, Li, & Li, 2008; Yoshikawa et al., 2008).
GTP-Rab5 has an important role in transporting proteins from the plasma membrane to early endosomes, and hence could
affect APP trafficking via early endosomes and consequently Ab generation. RIN3 was shown to interact through its SH3
domain with two other LOAD genes, CD2AP and BIN1, in RIN3-expressing HeLa cells (Kajiho et al., 2003), which
provides further evidence for its role in AD. In addition to AD, RIN3 variants are associated with two other human
diseases. Paget disease of bone is a common late-onset skeletal disorder which, interestingly is caused by pathogenic
variants in Sequestosome-1 (another LOAD gene); additional research could provide clues to the shared disease pathway
(Albagha et al., 2011). RIN3 is also reported to carry genetic risk factors for susceptibility to chronic obstructive pulmonary
disease (Cho et al., 2014), which is attributed to a combination of risk-involving genetics and long-term exposure to
irritants causing an inflammatory response.

Next to RIN3 is the gene, SLC24A4, a solute carrier that belongs to the potassium-dependent sodium/calcium
exchanging protein family and is associated with a number of traits in humans. Variants in the gene SLC24A4 are
associated with pigmentation traits in European populations (Sturm, 2009; Sulem et al., 2007), regulation of adaptation in
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olfactory sensory neurons (Stephan et al., 2012) and amelogenesis (Parry et al., 2013; Urzua, Ortega-Pinto, Morales-Bozo,
Rojas-Alcayaga, & Cifuentes, 2011), to name a few. Additional research is necessary to unravel the role of the two genes in
this locus in AD.

CONCLUSION

The genetic factors leading to AD are complex and heterogeneous. EOFAD genes, APP, PSEN1, and PSEN2, carry over
200 rare mutations that virtually guarantee onset of disease. In contrast, GWAS conducted in the past 8 years have revealed
common genetic variants spread across multiple genomic loci showing an association with AD with modest effects on risk.
In most cases, these common variants likely do not cause the disease biologically but are LD with true functional variants,
common or rare.

Genome-wide agnostic studies using NGS technology will be necessary to identify the actual functional variants in
most GWAS genes. Until that time, we can at least begin to see three broad categories of AD pathology into which the
known and GWAS-confirmed AD genes fall: b-amyloid deposition, tangle formation, and neuroinflammation. Ultimately,
to treat and prevent AD, we will need a cocktail that hits all three pathologies. Although all three pathologies can be
targeted for prevention, in middle- to late-stage patients, it may be too late to treat only b-amyloid deposition, which occurs
2 decades before symptoms. Nonetheless, no matter what pathology is being therapeutically addressed, history has shown
that genetics provides the best pipeline of targets. As illustrated in this chapter, we now know of many of these
genetic-derived targets for addressing each of the three pillars of AD pathology.

Genetic studies of AD continue to hold enormous potential for affording a more comprehensive understanding of the
genetic basis of AD, and eventually to devising treatment to this truly devastating disease in the aging population. It will be
important to understand the role of any environmental or lifestyle factors that influence susceptibility to AD in tandem with
the genetic risk factors. Ultimately, we will end AD by a strategy of early prediction, early detection, and early prevention.
Whereas preventative strategies will almost certainly entail lifestyle changes, eg, regarding diet, exercise, sleep habits, etc.,
they will also require administering the right therapies aimed at the right patient at the right stage of the disease, from
prodromal asymptomatic accrual of b-amyloid to late-stage disease, in which neuroinflammation is likely doing most of the
damage. In each case, genetic targets such as those described here will be invaluable for devising future therapeutic
strategies aimed at effective treatment and prevention of this devastating disease.
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Chapter 35

Posttraumatic Stress Disorder:
From Circuits to Genes

Aliza P. Wingo, Lynn M. Almli and Kerry J. Ressler
Emory University, Atlanta, GA, United States; Harvard Medical School, Belmont, MA, United States

INTRODUCTION

Mental disorders are relatively common and can be seriously impairing in the United States as well as throughout the
world. The World Health Organization has reported that mental illnesses are the leading causes of disability worldwide, at
a cost of tens of billions in the United States alone and potentially in the trillions worldwide. In both our military and our
most at-risk civilian populations, posttraumatic stress disorder (PTSD) is among the most prevalent and debilitating
anxiety and fear-related disorders. About 7e8% of the US population will develop PTSD at some point in their lives.
Over 5 million adults have PTSD during a given year. Yet this is only a small portion of those who have gone through a
trauma both on the battlefield and at home, particularly in our inner cities and other areas of high trauma exposure.
Furthermore, women are twice as likely to develop PTSD, and about 10% develop it sometime in their lives (Breslau
et al., 1998).

The symptoms of PTSD most notably develop in the weeks to months after severe trauma, but they can last for years
to decades (Boe, Holgersen, & Holen, 2011; Hull, Alexander, & Klein, 2002). PTSD symptoms include overwhelming
fear, intrusive memories, avoidance of trauma reminders, and hyperarousal symptoms, among others (APA, 2013).
These symptoms can be overwhelming to the victims, because they are talked about as an “emotional black hole”
from which there is no escape. Among those with severe PTSD, the extreme fear resulting from past traumatic memories
can often generalize to fear in other areas in their lives. For instance, they can become paranoid, have difficulty holding
jobs and staying in relationships, or have erratic behavior. PTSD is a severe problem among war veterans, and it is at
underrecognized, near endemic proportions in inner cities where violence, drugs, and danger are common. At a
time when there is so much promise in our nation and world, it is shameful that a disorder of fear prevents progress for
so many.

Translational Neuroscience and Psychiatry: Posttraumatic Stress Disorder as a Model

Scientifically, PTSD offers an ideal opportunity to study environmental and biological factors that result in the devel-
opment of pathological fear responses. Because we know when the PTSD symptoms start, usually at the time of trauma
exposure, they may be amenable to interventions initiated shortly after a trauma to prevent their development.

New, rationally designed treatments that derive from basic neuroscience and preclinical animal and human studies are
currently under investigation. Remarkably, the same brain regions (the amygdala, hippocampus, and insula, to name a few)
are involved in fear processing from mice to humans. Therefore, PTSD and other fear disorders may be among the most
tractable targets in psychiatry. We are now beginning to dissect specific cell pathways functionally within small subregions
of the amygdala that activate the “fear reflex” (the fight or flight response), as well as opposing circuits that act to “turn off”
fear. Further understanding the molecular, cellular, and circuit mechanisms underlying fear will have huge implications for
the millions of people experiencing PTSD and other fear and anxiety-related disorders.
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Importance of Large Science Consortia and Public/Private Partnerships

The Framingham Heart Study, started in the 1940s, marked a watershed event in using large cross-sectional and pro-
spective collaborative research to identify risk factors for cardiovascular disease, changing the prevalence, treatment, and
prevention strategies for heart attacks, strokes, and related illness. Similarly, several ongoing initiatives between the
National Institutes of Health and the military, including the Army STARRS project, STRONG STARR, and the Marine
Resiliency Study, provide the beginning of similar large scientific cohorts in mental disorders.

From the perspective of large-scale genetics, the Psychiatric Genomics Consortia has made great strides in under-
standing the genetics of schizophrenia and autism through large-scale collaborations involving hundreds of thousands of
patients, which is leading to exciting discovery and treatment approaches for these debilitating illnesses. We need to do the
same for other disorders of the brain. We know that up to 40% of PTSD is genetically determined (True et al., 1993; Xian
et al., 2000). Hence, consortia are under way to uncover the genomic architecture of PTSD through large-scale, collab-
orative studies. Identifying the molecular pathways underlying PTSD will lead to improved understanding, prevention, and
treatment of this illness.

Targeted Interventions and Preventions, From Bench to Bedside

Every day, promising advances are being translated from basic science to the clinic, including methods to interfere with
fear development after a trauma and prevent PTSD from forming initially, as well as techniques to augment therapy by
normalizing the fearful memories (Bowers & Ressler, 2014; Gafford, Jasnow, & Ressler, 2014; Heldt et al., 2014; de
Kleine, Rothbaum, & van Minnen, 2013; Pitts, Todorovic, Blank, & Takahashi, 2009; Rothbaum et al., 2012; Rothbaum,
Kearns, et al., 2014). Invasive treatments that affect disrupted emotion circuits, such as transcranial magnetic stimulation
and deep brain stimulation, are borrowed from neurosurgical interventions that attempt to regulate the known brain targets
identified from neuroscience research.

Other approaches include drugs that are given at the time of specific learning events to enhance or disrupt emotional
learning with talk therapy, derived from the neuroscience of learning, memory, and brain plasticity (Litz et al., 2012;
Ressler et al., 2004; Rothbaum, Price, et al., 2014). Neuroimaging studies suggest that both biological treatments and
emotional learning target common regions of the brain. By understanding the roles of specific molecules and cells, net-
works and circuits, underlying fear and emotion, it is hoped to target prevention of PTSD in the early hours on the
battlefield and in emergency rooms as well as to use new, targeted, and powerful approaches to treatment and recovery. To
do this, however, the field needs a greater understanding of the brain.

CLINICAL ASPECTS OF POSTTRAUMATIC STRESS DISORDER DIAGNOSIS

The Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-V) diagnostic criteria for PTSD include
having trauma exposure followed by the development of a cluster of symptoms from each of the four categories of
intrusion (at least one), avoidance (at least one), persistent negative alterations in cognition and mood (at least two), and
dysregulated arousal and reactivity (at least two) (APA, 2013). Duration of these symptoms should be 1 month or longer,
and the symptoms cause significant distress or social, occupational, or functional impairment (APA, 2013). The specific
DSM-V criteria that are unique to PTSD are described in more detail as follows.

Criterion A represents exposure to a traumatic event that is required for a diagnosis of PTSD. Exposure can be direct,
witnessed in person, or indirect by learning that a close relative or friend was exposed to trauma, or repeated or extreme direct
exposure to aversive details of the event, usually in the course of professional duties (eg, first responders, collecting body parts,
professionals repeatedly exposed to details of child abuse). A traumatic event is defined as being exposed to death, threatened
death, actual or threatened serious injury, or actual or threatened sexual violence (APA, 2013). Examples include combat,
violent personal assault, kidnapping, hostage-taking, terrorist attack, torture, incarceration as a POW or in a concentration
camp, natural or man-made disasters, severe automobile accidents, or being diagnosed with a life-threatening illness.

Criterion B represents intrusion symptoms. The traumatic event is persistently reexperienced in at least one of the
following ways: (1) having recurrent, involuntary, and intrusive memories; (2) having nightmares about the traumatic
experience; (3) having flashbacks or dissociative reactions of the experience; (4) having intense or prolonged distress after
exposure to reminders of the trauma; or (5) having marked physiological reactivity after exposure to trauma-related stimuli.

Criterion C represents the persistent effort to avoid having thoughts or feelings associated with the trauma, or to avoid
trauma-related external reminders such as people, places, conversations, activities, objects, or situations.

Criterion D represents the primary addition in a diagnosis of PTSD in DSM-V relative to DSM-IV, recognizing the
previously unaccounted for negative alterations in cognitions and mood that began or worsened after the traumatic event.
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At least two of the following symptoms are required for the diagnosis: (1) inability to recall key features of the traumatic event
(not due to head injury, alcohol, or drugs); (2) persistent and often distorted negative beliefs and expectations about oneself or
the world (eg, “I’m bad,” “The world is completely dangerous”); (3) persistent distorted blame of self or others for causing the
traumatic event or for resulting consequences; (4) persistent negative trauma-related emotions (fear, horror, anger, guilt, or
shame); (5) markedly diminished interest in (pretraumatic) significant activities; (6) feeling alienated from others (eg,
detachment or estrangement); and (7) constricted affect, as reflected by the persistent inability to experience positive emotions.

Criterion E represents the trauma-related alterations in arousal or reactivity that began or worsened after the traumatic
event. At least two of the following are required: (1) irritable or aggressive behavior; (2) self-destructive or reckless
behavior; (3) hypervigilance; (4) exaggerated startle response; (5) problems with concentration; and (6) sleep disturbance.

NEURAL CIRCUITS OF FEAR AND EXTINCTION, AND THEIR DYSREGULATION
IN POSTTRAUMATIC STRESS DISORDER

Fear Processing

The fear-related disorders arguably offer the best example of translational methods in psychiatry, in that animal models of
fear learning and extinction have informed the treatment approaches, and the fear reflex in humans is remarkably similar
behaviorally and neurobiologically to that in rodent models. Here, we briefly outline the neurobiology of fear and
extinction to underscore the translational neuroscience basis of the therapeutic approaches for PTSD.

Decades of work have demonstrated that the amygdala is the hub of the fear “reflex” across mammals. Neural inputs
representing the sensory conditioned stimuli (CS) (the previously neutral cues and contexts) and unconditioned stimuli
(UCS) (the aversive cues) are combined within the lateral and basolateral nuclei of the amygdala (BLA) (Fig. 35.1A).

Fear
Response
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FIGURE 35.1 Schematic diagram of amygdala function. (A) The BLA and CeA nuclei of amygdala are considered the main “hub” of fear responding
and activation of downstream fear reflexive behaviors and physiological reactions. The BLA receives and mediates the pairing of previously neutral CS
with aversive US, so that future exposure to sensory CS alone is sufficient for the “fear reflex” behavior to occur. These processes are regulated by multiple
additional brain areas, most notably the mPFC, consisting of the IL and PL cortex in rodents. (B) Within the BLA and CeA, multiple different neuronal
types including excitatory and inhibitory neurons make up the microcircuitry of fear processing, that involves “fear on,” “fear off ,” and modulatory
neuronal subcircuits. Adapted from Jovanovic, T., & Ressler, K. J. (2010). How the neurocircuitry and genetics of fear inhibition may inform our
understanding of PTSD. American Journal of Psychiatry, 67(6), 648e662. http://dx.doi.org/10.1176/appi.ajp.2009.09071074.
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Processed information from these regions is sent to the central nucleus of the amygdala (CeA), and hard-wired outputs
from the CeA are sent to multiple subcortical and brain stem areas that mediate the fear reflex reaction. In addition to
receiving inputs from sensory areas, amygdala processing, expression, and extinction of fear are also modulated by
contextual information from the hippocampus and regulated by medial prefrontal cortex (mPFC) projections (Fig. 35.1B).
The location of amygdala, hippocampal, and prefrontal regions in the human brain and their respective roles in the fear
reflex are outlined in Fig. 35.2.

The acquisition of fear involves the co-occurrence of neutral CS with aversive UCS, leading to increased conditioned
fear responses such as freezing, with repetitive pairings. Extinction of fear then involves ongoing exposure to the CS
stimuli in the absence of any aversive UCS signals. Drugs that enhance the extinction process or the consolidation of
extinction lead to decreased memory when the CS is presented again at later times.

In contrast, reconsolidation is a process that allows prior memories to be strengthened through reminder presentations,
but which also places the memory in a transient labile state by which it can again be modulated. Thus, the primary dif-
ference between extinguishing a prior aversive memory and reconsolidating that memory is whether the reminder is short

FIGURE 35.2 Human brain schematic illustrating how the limbic system is involved in PTSD. The prefrontal cortex (PFC) and the hippocampus
both have dense connections to the amygdala, which is important for conditioned fear and associative emotional learning. The PFC is thought to be
responsible for reactivating past emotional associations and is decreased in both responsiveness and density. The hippocampus is thought to have a role in
explicit memories of traumatic events and in mediating learned responses to contextual cues; in PTSD, the hippocampus is decreased in volume and
responsiveness to traumatic stimuli. The top-down control of the amygdala by the hippocampus and PFC might result in the increased activation of the
amygdala, as is observed in subjects with PTSD. The end result of these neuroanatomical alterations is increased stress sensitivity, generalized fear
responses, and impaired extinction. Other regions including the anterior cingulate cortex, orbitofrontal cortex, parahippocampal gyrus, thalamus, and
sensorimotor cortex have a secondary role in the regulation of fear and PTSD. Adapted from Mahan, A. L., & Ressler, K. J. (2012). Fear conditioning,
synaptic plasticity and the amygdala: implications for posttraumatic stress disorder. Trends in Neurosciences, 5(1), 24e35. http://dx.doi.org/10.1016/j.
tins.2011.06.007.
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(reconsolidation prevails) or repetitive/long (extinction prevails) when no UCS is present. The extracellular and intra-
cellular machinery involved in reconsolidation provide several potential targets for pharmacological manipulation.
Therefore, the nascent neurobiological understanding of fear inhibition/extinction and fear enhancement/reconsolidation
leads to new approaches to targeted modulation of fear memory modulation, as discussed subsequently (Singewald,
Schmuckermair, Whittle, Holmes, & Ressler, 2015).

Amygdala

The amygdala (Latin for “almond”) lies in the medial temporal lobe and is arguably the best understood brain region with
respect to behavioral function. It has been the subject of study for several decades, from initial lesion studies to in vivo
behaving electrophysiology, to inducible cell typeespecific molecular genetic approaches. Together this body of work has
demonstrated that the amygdala is critical for the learning and expression of many emotional behaviors, from fear to sex-
aversive to -appetitive behaviors. Data suggest that amygdala function is significantly dysregulated in both fear-related
disorders such as PTSD and panic disorder, as well as in substance use disorders (Fig. 35.3A,B).

Although we still generally refer to “the” amygdala in human studies, we know that at least 12 to 15 subnuclei make
up the amygdaloid complex. The lateral, BLA, and central nuclei (now broken into centromedial [CeM] and centrolateral
[CeL], among other subdivisions) are the areas most well understood from the perspective of fear memory formation and
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FIGURE 35.3 Amygdala hyperactivation in PTSD and as an intermediate phenotype for genetic association studies of PTSD-related poly-
morphisms. (A) Increased right amygdala response to fearful stimuli in the PTSD group, relative to the traumatized control (TC) group (Pcorr < 0.05).
Results are displayed in neurological orientation on a representative single-subject template brain in MNI space. (Adapted from Stevens, J. S., Jovanovic,
T., Fani, N., Ely, T. D., Glover, E. M., Bradley, B., & Ressler, K. J. (2013). Disrupted amygdala-prefrontal functional connectivity in civilian women with
posttraumatic stress disorder. Journal of Psychiatric Research, 47(10), 1469e1478. http://dx.doi.org/10.1016/j.jpsychires.2013.05.031.) (B) Bar graph
shows the mean contrast estimate across voxels in the right amygdala cluster, for the Fear > Neutral contrast, and error bars show standard error of the
mean. (Adapted from Stevens, J. S., Jovanovic, T., Fani, N., Ely, T. D., Glover, E. M., Bradley, B., & Ressler, K. J. (2013). Disrupted amygdala-prefrontal
functional connectivity in civilian women with posttraumatic stress disorder. Journal of Psychiatric Research, 47(10), 1469e1478. http://dx.doi.org/10.
1016/j.jpsychires.2013.05.031.) (C) In a healthy control population, FKBP5 risk genotypes were found to be associated with increased dorsal amygdala
reactivity in the context of higher emotional neglect compared with those without the risk alleles. (Adapted from White, M. G., Bogdan, R., Fisher, P. M.,
Muñoz, K. E., Williamson, D. E., & Hariri, A. R. (2012). FKBP5 and emotional neglect interact to predict individual differences in amygdala reactivity.
Genes, Brain and Behavior, 11(7), 869e878. http://dx.doi.org/10.1111/j.1601-183X.2012.00837.x.) (D) Forty-nine women who had experienced mod-
erate to high levels of lifetime trauma participated in a functional MRI task involving passive viewing of threatening and neutral face stimuli. The risk
genotype from the ADCYAP1R1, rs2267735, was associated with increased reactivity of the amygdala to threat stimuli. (Adapted from Stevens, J. S.,
Almli, L. M., Fani, N., Gutman, D. A., Bradley, B., Norrholm, S. D.,. Ressler, K. J. (2014). PACAP receptor gene polymorphism impacts fear responses
in the amygdala and hippocampus. Proceedings of the National Academy of Sciences of the United States of America, 111(8), 3158e3163. http://dx.doi.
org/10.1073/pnas.1318954111.)
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expression. From a functional perspective, the lateral and BLA nuclei encompass a number of excitatory, pyramidal
output neurons that can be divided, at least, into “fear on” versus “fear off” populations, which are thought to represent
the learned fear versus learned inhibition/extinction pathways differentially. The overlay of how the appetitive-
responding neurons interact/overlay with the aversive ones is not yet well understood. Information from the BLA is
then routed through the CeL, where it is further processed by “fear” and “extinction” neurons and then to the CeM,
where many of the hardwired outputs are processed through to the brain stem and other subcortical circuitry mediating
the hardwired fear response (Fig. 35.1B).

Medial Prefrontal Cortex

Although long expected to be involved in the regulation of subcortical emotion processing, more specific roles of the
mPFC have begun to be dissected through modern neuroscience approaches. With regard to fear expression and inhi-
bition, the most robust data have come from the observation that the mPFC in rodents can be structurally and func-
tionally divided between the prelimbic (PL) and infralimbic (IL) subregions. In humans, these regions are thought to be
functionally similar to the dorsal anterior cingulate cortex (possibly analogous with PL) and the pregenual/subgenual
cortex (sGC) (possibly analogous with IL) (Fig. 35.2). Initially the IL was found to be associated with inhibiting the fear
response, and activation of IL was mechanistically shown to inhibit fear and enhance extinction. These rodent data are
complementary with human data showing that the ventral mPFC/pregenual/sGC regions are inversely correlated with
amygdala activation at the time of fear expression; furthermore, they appear to show decreased activation with regard to
PTSD symptoms at a time when amygdala is hyperactivated. In rodents, the IL is also thought to activate specifically the
intercalated cell masses between the BTL and CeM nuclei, which are thought to act as a “gate” between BLA processing
and CeM activation. These findings provide a relatively specific and precise model for how mPFC regulation of in-
formation processing leads to amygdala-mediated inhibition of fear processing. Overall, most data in this area are
consistent with a model in which PL is coactivated with amygdala for expression of learned fear and trauma-related
PTSD symptoms, whereas IL is involved in amygdala-dependent fear expression, extinction of fear, and resilience in
the aftermath of trauma.

Hippocampus

The hippocampus remains the most fully studied brain region relative to plasticity as well as mood and anxiety dis-
orders. With regard to PTSD, its symptoms have been associated with decreased hippocampal volume among several
studies focusing on childhood trauma and adult PTSD (Carballedo et al., 2013; Everaerd et al., 2012; Gatt et al.,
2009). Whether the smaller hippocampal volume occurs as a result of PTSD or is a risk factor for PTSD remains
unclear. The most direct study examining this topic included monozygotic twins, one of whom was a veteran with
combat exposure; the other was a veteran without combat exposure (Gilbertson et al., 2007). The findings suggested that
PTSD was associated with smaller hippocampal volume in both twins, including the twin with combat exposure and
PTSD as well as his nonetrauma exposed twin. These data were interpreted as evidence that genetic factors may
contribute to smaller hippocampal volume, which may then be a risk factor for PTSD development after trauma. These
data are consistent with animal studies showing that both hippocampal lesions and deletions of the bdnf neural plasticity
gene are associated with decreases in fear extinction, and thus overrepresentation of fear memories, phenotypes
associated with PTSD (Andero & Ressler, 2012). In addition, decreases in working memory and trauma narrative
processing, both of which likely highly depend on hippocampal function, are associated with PTSD (Cisler et al., 2014;
Gatt et al., 2009).

GENETIC STUDIES OF POSTTRAUMATIC STRESS DISORDER

Candidate Gene Studies

As with most areas, PTSD genetics were initially dominated by candidate gene studies, which are hypothesis-driven in-
vestigations that probe scientific questions formulated from our existing understanding of the neurobiology of PTSD. As
with many other candidate gene studies, they were often underpowered, did not require replication, and were subject to file-
drawer effect problems with publication. Findings so far have suggested a complex interaction between genetic and
environmental factors in the manifestation of PTSD. We next briefly review genetic variants in PTSD that are categorized
in the hypothalamicepituitaryeadrenal (HPA), adrenergic, serotonergic, and dopaminergic systems.
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FK506 Binding Protein 5

PTSD is characterized by dysregulation of the stress response system such that activity of the HPA axis is altered, presumably
through enhanced sensitivity of the glucocorticoid receptor-mediated feedback mechanism that suppresses stress-induced
cortisol release (van Zuiden, Kavelaars, Geuze, Olff, & Heijnen, 2012). Consistently, four single-nucleotide poly-
morphisms (SNPs) in the FK506 binding protein 5 (FKBP5) gene have been observed to interact with the severity of
childhood trauma in predicting PTSD symptom severity in adults (Binder et al., 2008; Klengel et al., 2013;Mehta et al., 2011;
Xie et al., 2010). FKBP5 is a co-chaperone of hsp90, which binds to the glucocorticoid receptor (GR). In addition, FKBP5 is
part of the mature GR heterocomplex and regulates GR sensitivity (Scammell, Denny, Valentine, & Smith, 2001). One of
these four SNPs, rs1360780, was found to increase the risk of developing stress-related psychiatric disorders in adulthood,
likely through changes in DNA methylation as a consequence of childhood traumaedependent stress in a gene-specific
fashion (Klengel et al., 2013). Consistently, individuals with FKBP5 risk genotypes were found to have increased amyg-
dala reactivity to threat stimuli compared with those without the risk alleles (Fig. 35.3C), (White et al., 2012).

ADCYAP1R1

Also regulating the stress response and HPA axis is the neuropeptide pituitary adenylate cyclase-activating polypeptide
(ADCYAP1), which functions in parts of the brain that mediate anxiety and fear-related behaviors. A genetic variant in the
PAC1 receptor (ADCYAP1R1; rs2267735) that disrupts a putative estrogen response element has been found to be
associated with PTSD in a primarily African American cohort of women (Ressler et al., 2011). Furthermore, PTSD as-
sociates with alterations in peripheral blood DNA methylation and messenger RNA expression of the ADCYAP1R1
transcript. Although the association with the ADCYAP1R1 variant was not replicated among presumably less traumatized
African American and Caucasian populations (Chang, Xie, et al., 2012), an interaction between ADCYAP1R1 genotype
and childhood maltreatment predicted PTSD in females (Uddin et al., 2012).

The ADCYAP1R1 risk genotype was also associated with increased reactivity of the amygdala and hippocampus to
threat stimuli and decreased functional connectivity between the amygdala and hippocampus (Fig. 35.3D; Stevens et al.,
2014). Taken together, differences in ADCYAP1R1 genotype may contribute to dysregulated fear circuitry known to have a
central role in PTSD and other anxiety disorders.

Monoaminergic System Candidate Genes

Several preclinical and clinical studies suggested contributions of adrenergic and noradrenergic abnormalities to the
symptomatology of patients with PTSD, particularly to physiological reactivity upon encountering reminders and hy-
perarousal symptoms (Southwick et al., 1999). However, only recently has direct evidence of genetic variance in
noradrenergic and adrenergic function been shown to contribute to symptom severity of PTSD via the gene � environment
approach (Liberzon et al., 2014). An SNP in the promoter region of the b2-adrenergic receptor (ADRB2) gene, rs2400707,
was found to interact with childhood trauma to predict adult symptom severity of PTSD in a discovery cohort of 810
primarily male soldiers of European ancestry and was replicated in predominantly female African American, inner-city
civilians in the Grady Trauma Project (Liberzon et al., 2014).

Dysregulation of brain serotonergic system has been implicated in the pathophysiology of PTSD (Anger et al., 1999;
Southwick, Bremner, Krystal, & Charney, 1994). As the serotonin transporter reuptakes serotonin at the brain synapses, a
tandem repeat polymorphic region in the gene that encodes this serotonin transporter protein, SLC6A4, called the serotonin
transporterelinked polymorphic region (5-HTTLPR), has received much attention in PTSD studies. The 5-HTTLPR
polymorphism contains two alleles, L (long) and S (short), and the short allele is associated with reduced serotonin
transporter gene expression and function leading to reduced serotonin uptake (Lesch et al., 1996). Furthermore, within the
long fragment an additional common SNP exists, which makes 5-HTTLPR triallelic with S, LA, and LG alleles. Several
studies observed an interaction between the 5-HTTLPR polymorphism and trauma load in predicting PTSD prevalence
(Grabe et al., 2009; Kilpatrick et al., 2007; Koenen et al., 2009; Kolassa, Ertl, et al., 2010; Mercer et al., 2012; Wang et al.,
2011; Xie, Kranzler, Farrer, & Gelernter, 2012; Xie et al., 2009).

Dysregulation of dopaminergic neurotransmission has also been implicated in the pathophysiology of PTSD (Hamner
& Diamond, 1993; Yehuda, Southwick, Giller, Ma, & Mason, 1992). Solute carrier family 6, member 3 (SLC6A3, also
known as DAT or DAT1) is a gene that encodes the dopamine transporter which is a member of the neurotransmitter
transporter family. The 30 untranslated region of SLC6A3 has a 40ebase pair tandem repeat. Segman and colleagues
observed a significant excess of nine repeat alleles of SLC6A3 30 variable number tandem repeat among patients with
PTSD compared with control subjects (Segman et al., 2002). The association of the nine-repeat allele of DAT with PTSD
was replicated in a sample of preschool children (Drury, Theall, Keats, & Scheeringa, 2009), a sample of 369 Brazilian
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adults (Valente, Vallada, Cordeiro, Miguita, et al., 2011), and another sample of 320 adults recruited from Detroit, United
States (Chang, Koenen, et al., 2012).

Polymorphism of the dopamine receptor D2 (DRD2), specifically its functional SNP rs1800497, has been examined in
PTSD in small samples, with inconsistent results. The rs1800497 SNP was associated with PTSD in a sample of 56
Vietnam veterans (Comings, Muhleman, & Gysin, 1996) and with PTSD and heavy alcohol consumption in another 142
adults (Young et al., 2002), but not in 139 European American adults (Gelernter et al., 1999) or 200 adult survivors of an
earthquake (Bailey et al., 2010).

Catechol-O-methyltransferase (COMT) is an enzyme that is involved in the breakdown of the catecholamine neuro-
transmitters, including dopamine, norepinephrine, and epinephrine. COMT contains a functional polymorphism at codon
158 (rs4680), which substitutes the amino acid valine (Val) for methionine (Met). This Val158Met polymorphism is
associated with a significant reduction in COMT enzyme activity (Lachman et al., 1996) and the decreased ability to
extinguish conditioned fear (Lonsdorf et al., 2009), a putative trait of PTSD. A study of 434 Brazilian adults recruited from
an area of high rates of urban violence found a significant association between the Met158 allele and PTSD (Valente,
Vallada, Cordeiro, Bressan, et al., 2011). In addition, in a population of 424 Rwanda refugees, the Met158 allele carriers
were found to interact with trauma load in determining the risk of developing PTSD (Kolassa, Kolassa, Ertl, Papasso-
tiropoulos, & De Quervain, 2010).

Genome-Wide Association Studies

Although most PTSD genetic research has been candidate gene studies, there is a gradual shift to genome-wide association
study (GWAS). By its nature, GWAS employs a hypothesis neutral approach to identify disease-associated variants
independently of what is known about PTSD pathophysiology, and thus can uncover novel genes or molecular pathways.
As a caveat, for complex phenotypes such as PTSD, the sample size required to find at least one genome-wide significant
finding is at least 11,000 (Sullivan, Daly, & O’Donovan, 2012). So far, there have been a handful of GWAS of PTSD, and
most of these had relatively small sample sizes. Here we briefly describe the existing GWAS of PTSD and the collaborative
Psychiatric Genomics ConsortiumePTSD Working Group toward achieving a large sample size to obtain sufficient power
and yield replicable results in GWAS of PTSD.

Retinoid-Related Orphan Receptor Alpha

The first GWAS of PTSD was performed in a sample of trauma-exposed, white, non-Hispanic veterans and their intimate
partners, consisting of 295 patients and 196 control subjects (Logue et al., 2012). It found one SNP, rs8042149, located on
chromosome 15 in the intronic region of the retinoid-related orphan receptor alpha gene (RORA) associated with PTSD at
genome-wide significance level (P ¼ 2.5 � 10�8). The risk allele for rs8042149 was associated with a two times higher
risk for having a lifetime diagnosis of PTSD. Although this SNP was not significantly associated with PTSD in two in-
dependent replication samples, several SNPs in the RORA gene were (Logue et al., 2012). The protein encoded by RORA
is involved in a variety of processes including brain development, neuroprotection, and regulation of circadian rhythms and
steroid hormones (Logue et al., 2012). In addition, RORA had been found to be associated with depression (Garriock et al.,
2010), attention-deficit hyperactivity disorder (Neale et al., 2008), bipolar disorder (Le-Niculescu et al., 2009), and autism
(Nguyen, Rauch, Pfeifer, & Hu, 2010) in prior genetic studies.

COBL

The second GWAS identified an SNP on chromosome 7p12, rs406001, that is associated with PTSD at a genome-wide
significance level of P ¼ 3.97 � 10e8 in 1578 European Americans (Xie et al., 2013). As the first study, this associa-
tion was not significant in an African American replication sample (N ¼ 744) or European American sample (N ¼ 1658).
However, in another, larger African American cohort of 3000 samples, there was a significant gene � environment effect
for rs406001 (and other SNPs in linkage disequilibrium with it), in which rs406001 interacted with childhood trauma
exposure in predicting PTSD symptom severity (Almli et al., 2014).

rs406001 is an intergenic SNP with no known function. Its closest gene is COBL, which may be related to actin
polymerization and neuronal development and function. In the replication study by Almli et al., brain imaging findings
suggested that carriers of the risk allele had poorer white matter integrity in brain regions associated with emotion pro-
cessing, including left inferior-fronto-occipital fasciculus, left inferior longitudinal fasciculus, white matter in the left
frontal orbital cortex, and left uncinate fasciculus (Almli et al., 2014). Notably, the uncinate fasciculus has been shown to
serve as a primary connection between the amygdala and ventral aspects of the prefrontal cortex (See Fig. 35.2), which is
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thought to have a role in the extinction of learned fear (Maren, Phan, & Liberzon, 2013; Phelps, Delgado, Nearing, &
LeDoux, 2004). Thus, it is possible that carriers of the rs406001 risk allele are more vulnerable to the development of
anxious psychopathology via decrements in these white matter pathways.

Long Intergenic Noncoding RNA

The third GWAS of PTSD was carried out in a sample of African American women from the Detroit Neighborhood Health
Study, consisting of 94 patients with PTSD and 319 control subjects (Guffanti et al., 2013). A marker, rs10170218, located
within AC067818.1, a novel long intergenic noncoding RNA gene located on chromosome 2, was associated with PTSD
at P ¼ 5.1 � 10�8. However, this marker was only marginally significant in the female replication sample of 578 patients
and 1963 control subjects (P ¼ 0.07) (Guffanti et al., 2013). Network-based analysis of the top GWAS loci found
enrichment for pathways related to telomere maintenance and immune function (Guffanti et al., 2013). These results
suggest that noncoding RNA genes may have a role in risk and resilience for PTSD.

PRTFDC1

Nievergelt and colleagues presented results from a GWAS of PTSD among 3494 combat-exposed US Marines and sailors
from the Marine Resiliency Study scheduled for deployment to Iraq and/or Afghanistan (Nievergelt et al., 2015). In this
prospective, longitudinal study, an SNP, rs6482463, located in the intronic region of the phosphoribosyl transferase
domain containing one gene (PRTFDC1) was found to be significantly associated with PTSD (odds ratio, 1.47; standard
error, 0.06; P ¼ 2.04 � 10�9). This association was not significant, however, in a veteran replication sample of 491.
PRTFDC1 is a small protein with high expression in the brain (Nievergelt et al., 2015). This GWAS was notable
for including participants of various ethnic groups such as European, African, Native American/Hispanic, and other
ancestries.

PGC Consortium

Overall, to date, the GWAS are consistent with the notion that the genetic architecture of PTSD is likely determined by
many SNPs with small effects, and overlap with other neuropsychiatric disorders, consistent with findings from large
GWAS of other psychiatric disorders. Although these candidate gene and GWAS studies of PTSD have provided valuable
insights in determining genetic risk for PTSD, studies with larger sample size are needed to provide sufficient power to
detect more genetic variants for the complex phenotype of PTSD. In fact, a Psychiatric Genomics ConsortiumePTSD
Working Group has been established to combine genetic, epigenetic, neuroimaging, and other neurobiological measures
related to PTSD from investigators all over the world. A GWAS of PTSD in over 40,000 subjects is under way in civilian
and veteran cohorts (Koenen, Duncan, Liberzon, & Ressler, 2013; Logue et al., 2015).

CONCLUSIONS

As with many psychiatric disorders, risks for PTSD are both genetic and environmentally based. So far, studies on genetics
of PTSD have largely relied on a candidate gene approach, and reported GWAS of PTSD have relatively small sample
sizes. New developments in large-scale GWAS, whole-genome sequencing, copy number variants, epigenetics, and gene
expression will allow for integrative and convergent genomic approaches to uncover gene pathways further in PTSD in a
hypothesis-neutral manner. Identifying and understanding the gene pathways underlying the manifestation of PTSD
symptoms, and integrating them with a neural circuitry that is being rapidly dissected, will provide insights into our efforts
to treat and prevent PTSD.
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NEURODEVELOPMENTAL DISORDERS, CAUSES, AND CONSEQUENCES

In the overlap between the fields of neurology, psychiatry, and pediatrics, it may be hard to find a term with as much
generality as neurodevelopmental disorders (NDD). Hence broadly defined, “neurodevelopmental disorders are a
group of disorders in which the development of the central nervous system is disturbed. This can include developmental
brain dysfunction, which can manifest as neuropsychiatric problems or impaired motor function, learning, language
or non-verbal communication” (http://www.nature.com/subjects/neurodevelopmental-disorders). Thus, this list of dis-
orders includes intellectual disability (ID), autism, language disorders, sensory processing disorders, attention-deficit
and related disorders, epilepsy, cerebral palsy, and the more recent recognition that psychiatric disorders such as
schizophrenia, bipolar, Tourette, and obsessive-compulsive disorders, although these most often have later onsets in
development, are also the result of disruption of brain development (Corvin, 2010; Innocenti, Ansermet, & Parnas,
2003; O’Dushlaine et al., 2011; Owen, O’Donovan, Thapar, & Craddock, 2011). With such a broad definition, there
is likely to be a high incidence of this group of disorders (McGrath & Richards, 2009). However, this review will focus
on disorders that present in childhood and include disruption in intellectual capacity. Thus, ID, global developmental
delay, autism (when intellectual impairment is comorbid), and the intersection of these with cerebral palsy and epilepsy
are the main themes of this chapter. The more specific disorders of autism and language disorders will be addressed in
more detail in other chapters. In addition, because these disorders demonstrate considerable biological complexity, it is
often difficult to discern specific mechanisms that explain how these disorders disrupt specific aspects of brain function.
Thus, this chapter will focus on molecular mechanisms that are unique to certain disorders, and when applicable, to the
circuit disruptions that are relevant to the behaviors and abilities in question. Moreover, because this review focuses on
neurodevelopment, disorders that result in neurologic regression, such as Rett syndrome (Ben Zeev Ghidoni, 2007),
infantile neuroaxonal dystrophy (El Arbi, Demant, Kohlschmidt, & Horneff, 2013), Menkes, or neurodegeneration from
mutations in KIF1A (Yonekawa et al., 1998) will not be addressed.

CAUSES OF DISORDERS OF NEURODEVELOPMENT

What steps are necessary to better treat these broad-based conditions? Progress in understanding the causes of NDD is the
first necessary step, and work in the epidemiology and genetics of NDD has provided considerable insight into this group
of disorders. Moreover, understanding the biology of neurodevelopmental disorders has led in certain cases to the
development and testing of targeted therapies, which may be the beginning of a significant breakthrough in our ability to
alter the lives of these children in a meaningful way.

Genomics, Circuits, and Pathways in Clinical Neuropsychiatry. http://dx.doi.org/10.1016/B978-0-12-800105-9.00036-6
Copyright © 2016 Elsevier Inc. All rights reserved.
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GENETICS OF NEURODEVELOPMENTAL DISORDERS

Many causes have been identified (and remain to be identified) for neurodevelopmental disorders. Discovery of the genetic
causes of ID has progressed considerably since identification of the gene (FMR1) for Fragile X syndrome (FXS) in 1991
(Kremer et al., 1991). A search on the Online Mendelian Inheritance of Man database reveals 3186 entries for disorders of
cognition, 1722 for seizures, 1604 for cerebral palsy, and 396 for autism. Many of these disorders remain clinical de-
scriptions only, without the causative genes pinpointed. However, with tools now available for genetic discovery (prin-
cipally whole-exome and whole-genome sequencing), there has been a dramatic increase in the number of novel
syndromes recognized as well as more genes discovered for known, already described disorders, with a 25% increase in
genes for known disorders such as ID just since 2010. There has also been an unanticipated growth in the description of
novel disorders, along with quick discovery of the causative genes, enabled through the power of next-generation
sequencing. However, before this new phase in gene discovery, most genes described for ID were those inherited in an
X-linked manner.

Along with the identification of FMR1 as the cause of FXS, the clearly evident familial pattern of X-linked inheritance
permitted the discovery of many other genes that cause ID. Based on considerable progress in identifying and evaluating
such families, there are now over 112 genes that reside on the X chromosome that causes inherited X-linked ID (Lubs,
Stevenson, & Schwartz, 2012; Soden et al., 2014). Whereas the early studies for X-linked ID (XLID) identified male
children with ID and syndromic features, as the power of genetic testing increased, genes were identified for additional
families, many of which did not have syndromic features, that have been grouped under the category of nonsyndromic
X-linked ID (NSXLID) (Shoubridge et al., 2010). For the first extended family (the disorder labeled as MRX1) sys-
tematically studied with nonsyndromic ID (Suthers, Turner, & Mulley, 1988), the cause was eventually determined to be
from a mutation in the gene IQSEC2 (Shoubridge et al., 2010). Once this gene was found in the index family, three other
families, identified through unbiased X chromosome resequencing, were also found to have mutations in this gene.
IQSEC2 is a guanine nucleotide exchange factor for the adenosine phosphate-ribosylation factor family of small GTPases.
It is localized in the postsynaptic density of excitatory synapses and is hypothesized to regulate excitatory long-term
potentiation. Another gene in the same family, IQSEC1 (BRAG2) binds to the GluA2 subunit of the AMPA receptor
and mediates long-term depression in excitatory synapses (Scholz et al., 2010). Additional genetic studies have found that
IQSEC2 is mutated in cases of intractable epilepsy, such as LennoxeGastaut syndrome (Allen et al., 2013) and infantile
spasms (Morleo et al., 2008), or in patients who have both ID and epileptic encephalopathy (EE) (Gandomi et al., 2014;
Tran Mau-Them et al., 2014). Thus, the mutations in this gene have a broad spectrum of clinical phenotypes. This notion of
diverse phenotypes for genes implicated in ID may be prevalent. For example, the gene aristaless X is a transcription factor
that can present with severe brain malformations, isolated agenesis of the corpus callosum with mild intellectual
impairment, or severe intellectual impairment with infantile spasms and no change in brain anatomy, as well as in children
with autism and NSXLID (Sherr, 2003). That single genes can present with a diversity of phenotypes is becoming
increasingly clear as deeper sequencing of patient cohorts is more common. An investigation systematically examined
3334 exonic de novo mutations from 3555 trios across four neurodevelopmental disorders, autism, EE, ID and schizo-
phrenia (Li et al., 2015). Using stringent criteria, this study demonstrated that 53 genes were present in more than one
disorder, with 23 genes overlapping between autism spectrum disorder (ASD) and schizophrenia, for example. One gene,
SCN2A, was identified as a source of de novo pathogenic mutations in all four disorders, which demonstrates the clinical
complexity that can arise from a single gene.

Deeper sequencing in large cohorts continues to uncover new genes. Additional genes causing XLID remain to be
discovered (Marco et al., 2008). One study tested over 700 genes in 405 families that were negative for known causes of
XLID. Using deep sequencing of the X chromosome in these families, over 10 novel confirmed and candidate genes were
detected to have causative mutations (Hu et al., 2015). These mutations in XLID are most often inherited from an un-
affected carrier mother. In more severe cases, these conditions can arise from de novo mutations in either male or female
children (Allen et al., 2013). These de novo cases are typically seen in “simplex” families, in which only one family
member is affected. The inherited cases can also present in simplex families, because the mother of the male patient may
have not had brother siblings, or the affected allele was never transmitted to an uncle or other male relative. Moreover, the
severity of the mutation may also affect presentation of the disorder. For FXS, “carrier” females often have clinical
symptoms. This ranges from common premature ovarian failure (Martin & Arici, 2008) or migraine headaches (Au et al.,
2013) to autism and other cognitive impairments (Hagerman et al., 1986). This mode of inheritance is typical of the
complexity seen in X-linked traits (Dobyns et al., 2004).

In addition to X-linked traits, there has been substantial progress in the understanding of recessive inherited and
dominant de novo causes of ID. Advances in genetic linkage and sequencing tools have also led to an acceleration in the
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discovery of recessive disorders of ID, particularly when there are no physical or other unique characteristics that allow
cross-comparison of families with multiple affected children (El Chehadeh et al., 2015; Law et al., 2014; Ropers et al.,
2011). Indeed, one of the most significant advances in human genetics in the past few years has been the discovery of the
importance that de novo mutations have in neurodevelopmental disorders. This was first shown in cohorts of children with
severe ID, which demonstrated that many of these patients had truncating or other severe mutations that were likely the
cause of the symptoms (de Ligt et al., 2012). This was then demonstrated in cohorts of families in which only one child in
the family had ASD and at least one other unaffected child was available to participate in the study. In nearly 3000 families
tested, the rate of de novo inactivating mutations (stop gained, splice mutations, or deletions) was significantly elevated in
probands with ASD compared with their unaffected siblings (Dong et al., 2014; Gilman et al., 2011; Iossifov et al., 2014;
O’Roak et al., 2014; Sanders et al., 2012). A similar association of rare de novo variants was seen in patients with two
severe childhood epilepsies, infantile spasms, and LennoxeGastaut syndrome, often grouped together as EEs (Allen
et al., 2013; EuroEPINOMICS-RES Consortium, Epilepsy Phenome/Genome Project, & Epi4K Consortium, 2014;
Esmaeeli Nieh and Sherr, 2014). More recently, other neurodevelopmental disorders such as cerebral palsy and ataxia have
been shown to result from similar de novo point mutations (McMichael et al., 2015; Pyle et al., 2015). An additional
contribution of exome sequencing has unraveled the causes of specific syndromes that have neurodevelopmental
impairment as a key feature, but not the only one. Hundreds of new syndromes have already been identified and the
National Institutes of Healthefunded Centers for Mendelian Genomics (http://www.mendelian.org) added significantly to
this total by grouping patients together through shared phenotypes (Bamshad et al., 2012; Pehlivan et al., 2014;
Stray-Pedersen et al., 2014). In addition to demonstrating how significant de novo variants are to understanding these broad
classifications of neurodevelopmental disorders and to identifying novel syndromes with specific phenotypes, exome
sequencing has now shown considerable utility in clinical diagnosis of disorders of development (Lee et al., 2014; Soden
et al., 2014; Yang et al., 2013, 2014). This can include disorders of other organ systems, but in two seminal reports that
describe over 3000 patients who underwent clinical diagnostic exome testing, the vast majority of patients referred for
testing had as their primary diagnosis a disorder of neurodevelopment; thus those patients with cognitive impairment, along
with other neurologic features such as cerebral palsy, hypotonia, epilepsy, or ataxia truly predominate (Lee et al., 2014;
Yang et al., 2014). Moreover, this group was more likely to find a diagnosis than the idiopathic ASD group or the
idiopathic epilepsy cohort (Lee et al., 2014; Yang et al., 2014). It is clear from these large-scale exome sequencing projects
that we as a scientific and clinical community have just begun this process of gene discovery. This is evident because,
although some already known genes show up again in these large cohorts, many genes are still novel. Even a number of
these show up in only one patient, at least initially. Follow-up cohorts often present with additional “hits” in these
candidate genes, thus supporting a diagnosis of likely pathogenic (EuroEPINOMICS-RES Consortium et al., 2014). Only
when the community observes a significant slowdown in the number of new disorders identified by this approach will there
be a sense that gene discovery may be reaching saturation by broad-based exome sequencing.

Before the development of high-density exome sequencing, genome-wide platforms were developed that allowed for
assessment of genomic copy number variants (CNVs). These tools allowed for the identification of large trisomies and
monosomies that were already observed using conventional karyotyping, all the way to 50-kb deletions and duplications
that were visible only with this enhanced sensitivity platform. These array-based platforms followed the use of fluo-
rescent in situ hybridization detecting either known loci or the distal ends of the long and short arms of each of the
chromosomes (subtelomeric probes). The only genomic changes that are not readily detected by this approach are truly
balanced translocations and balanced inversions (Brady & Vermeesch, 2012). Because these platforms were
genome-wide, it was possible to use this tool to look broadly for principally de novo genetic events that would lead to
neurodevelopmental disorders (Henderson et al., 2014). This is now the first-tier test for genetic testing in children with
NDD and is also being used increasingly in the prenatal setting (Hillman, McMullan, Williams, Maher, & Kilby, 2012;
Miller et al., 2010; Novelli et al., 2012). These platforms can detect common variants that are present in the general
population with a low frequency and more prevalent in children with neurodevelopmental disorders, but there are also
many rare variants for which the pathogenicity remains uncertain (Coulter et al., 2011; Peters & Pertile, 2014; Wapner,
Driscoll, & Simpson, 2012). However, it is clear that by aggregating large numbers of patients with NDD, many of
these rare loci are actually recurrent and highly correlated with disease presentation (Nicholas, Baker, Eichler, & Akey,
2011; Stefansson et al., 2014). However, some loci have only incomplete penetrance, and only by having large numbers
of individuals present with these genetic changes (or even population-based studies) was this insight possible
(Rosenfeld, Coe, Eichler, Cuckle, & Shaffer, 2012; Stefansson et al., 2014). In addition, these loci are often large and
gene-rich. For some of these loci, further analysis reveals that a single gene accounts for most of the clinical deficit
observed (O’Roak et al., 2014) whereas for others, it is likely that many genes across the CNV account for the overall
phenotype (Lin et al., 2015).
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In addition to single-gene or genomic regions that are highly penetrant causes, there is also accumulating evidence that
polygenic or oligogenic causes may mediate ASD, epilepsy, ID, and other neurodevelopmental disorders. This has been
best studied in autism and epilepsy (EPICURE Consortium et al., 2012; Durner et al., 2001; Jiang et al., 2013; Schaaf et al.,
2011). Because each genetic locus by definition contributes a smaller amount of burden to the underlying diagnosis, this
type of genome-wide burden analysis is likely to identify significant associations only with larger numbers of patients. For
example, in schizophrenia, pooling the data from 36,989 patients and 113,075 control subjects from many studies led to the
identification of over 100 genetic loci that met genome-wide statistical thresholds (Maier et al., 2015). Moreover, there is
evidence that combining these neuropsychiatric disorders (schizophrenia, bipolar disorder, and major depressive disorder)
into a larger group for statistical analysis actually increases the ability to assess risk accurately based on allele frequencies
(Maier et al., 2015). Thus, viewing all of these disorders as having some shared and some unique risk factors provides
greater insight into the precision of diagnosis and then likely associated disease pathogenesis. For autism, the numbers of
patients enrolled in similar large genome-wide association studies is still much smaller, by an order of magnitude or
greater. Thus, whereas investigations have shown that much of risk variance in autism is explained by common variants as
a whole, individual variants exert a weak effect on the overall disease burden (Anney et al., 2012; Klei et al., 2012). In ID,
most of the genetic analysis has been in children with moderate or severe intellectual impairment, while children with mild
ID, who are more likely to have many small genetic effects contribute to cognitive challenges, have not been studied with
the same intensity (Hill et al., 2014).

With the power of genetics, it is clear that both de novo and inherited variants have an important causative role in
mediating disorders of neurodevelopment. As more patients are tested, it will be possible to make progress in under-
standing how the common inherited variants of small effect size individually contribute to these conditions. However, we
can currently investigate how these highly penetrant de novo variants lead to disease. For example, publications on dis-
orders that involve the primary cilium of the cell (ciliopathies), such as Joubert or Meckel syndromes, as well as other
disorders that involve eye or renal development, have shown that there is considerable variation in genetic etiology as well
as in clinical presentation for mutations even in the same gene. While there are not yet targeted treatments for these
disorders, the availability of prenatal and newborn testing does make understanding the genotypeephenotype correlation
important (Akizu et al., 2014; Brancati et al., 2007, 2008; Dafinger et al., 2011; Tsurusaki et al., 2012). Thus, a publication
tackled the question of genotypeephenotype correlation in Joubert and related disorders, asking how mutations in the
commonly mutated gene CEP290 can result in phenotypically variable disease using both computational and in vitro
testing approaches. They demonstrated that both the site of the mutation and the degree with which exon skipping occurs
can be modeled to estimate protein abundance and hence the degree of clinical severity (Drivas, Wojno, Tucker, Stone, &
Bennett, 2015). This type of analysis is still in its early stage, but it must continue when larger numbers of patients are
identified with mutations in the same gene, or genes in the same signaling pathway.

Nongenetic causes also have significant roles in neurodevelopmental disorders. There is substantial evidence for birth
asphyxia and other perinatal infections and central nervous system injuries serving as major risk factors for neuro-
developmental disorders (Nelson & Chang, 2008). A detailed discussion of these issues is beyond the scope of this review,
but the implementation of therapeutic cooling in the newborn period for children with evidence of perinatal
hypoxic-ischemic injury underscores both the benefits of this intervention and the evidence linking these apparent injuries
with poor neurodevelopmental outcomes (Jacobs et al., 2013). Prematurity (and associated low birth weight) is also
associated with poor developmental outcome (Johnson et al., 2015; Molloy, Anderson, Anderson, & Doyle, 2015), and
these deficits can persist into adulthood (Roggero, Gianni, Garbarino, & Mosca, 2013).

Exposure to toxins is also a risk factor for neurodevelopmental disorders, even if the ability to assess exposure and
outcomes is challenging. Fetal alcohol syndrome (FAS) has been long appreciated as one of the more significant risk
factors. However, in the absence of clear dysmorphology criteria for FAS, it has been challenging to measure the true
prevalence of FAS in the general pediatric population. However, a study examined the prevalence of FASD in a large
cohort of first-grade children (over 70% of the children in that age window were enrolled) in a Midwestern US community
(May et al., 2014). Their analysis showed that the prevalence of FAS by strict criteria ranged from 6e9 per 1000 children,
with the total rate of FASD (the broader FAS disorder) having an imputed prevalence between 24 and 48 per 1000
children. In this study both estimates were much higher than previously projected. Moreover, children with FAS were
likely to perform worse on many key cognitive and behavioral tests than age-matched controls, with both cognitive and
physical challenges. These findings underscore how significant FAS and the broader FASD may be to the cohort of
children with neurodevelopmental impairment and enhance the need for careful assessment of FAS criteria in all children
with NDD (May et al., 2014). Cocaine exposure has also been shown to correlate with poor developmental outcome (Davis
et al., 1992), although for many children, exposure to drugs of abuse is linked to exposure to many drugs, confounding the
linkage for any one drug. However, tobacco smoking is well linked to risk for a number of neurodevelopmental
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impairments. This has been shown in a number of prospective studies in which the level of tobacco exposure was bio-
logically quantified (Cornelius & Day, 2009). Moreover, a study demonstrated effects on childhood and teenage behavior
of babies exposed in utero to second-hand smoke (Gatzke-Kopp & Beauchaine, 2007). In contrast to these studies linking
exposure of toxins to impairment of neurodevelopmental outcomes, no evidence has been generated linking exposure of
thimerosal in vaccines to neurodevelopmental disorders. A report issued by the Institute of Medicine’s Immunization
Safety Review Committee found that no published epidemiological studies demonstrated an association between receiving
thimerosal-containing vaccines and neurodevelopmental disorders (Stratton, Gable, & McCormick, 2001).

There has been considerable progress in the genetics of neurodevelopmental disorders over the past 10 years, and given
the greater availability of whole-exome sequencing and soon likely to be whole-genome sequencing in the clinical realm,
this progress is likely to continue at a rapid pace in the near term. However, we will still be confronted with a need to better
understand the cellular and circuit deficits that result in NDD and will need to determine what modes of treatment,
including such interventions as gene therapy, would be efficacious for these patients (Rahman, Maeder, Joung, &
Cathomen, 2011).

MECHANISMS OF ACTION AND CONSEQUENCES ON THE CIRCUITS OF COGNITION
AND BEHAVIOR

How do these factors (genetic, environmental, and a mixture of both) lead to intellectual and developmental impairment?
What mechanisms are perturbed, in what cell types, and when during development are these processes most evident or
critical for impairing normal brain maturation? Also, are there specific circuits in the brain that when perturbed lead to
selective impairments? In many examples, there is a paucity of data on many of these larger-picture questions. However,
there are examples of well-known disorders in which research has shed some light on the mechanisms of disease and hence
possible means for intervention. In addition, there is evidence pointing to general mechanisms that are disrupted across a
number of different disorders.

Perhaps one of the best-characterized disorders from a genetic/molecular perspective, as well as an understanding of the
mechanisms altered, is FXS, the most common inherited single-gene neurodevelopmental disorder, with an incidence of
1:4000 in males and 1:4000e6000 in females. As mentioned earlier, the disorder is the result of expansion of a triplet
repeat (CGG) in the promoter of the FMR1 gene on the X chromosome. When the repeat is present 55 to 200 times, this is
referred to as a premutation, often presenting with no or mild symptoms in childhood, whereas male carriers of greater than
200 repeats nearly always have the classic FXS clinical presentations (Reiss & Freund, 1990). This premutation is more
prevalent than the classic disease, observed in as many as one in 151 women and one in 468 men. In later adulthood (aged
>50 years) carriers of the premutation are also at risk for developing Fragile Xeassociated tremor/ataxia syndrome, which
includes ataxia, tremor, autonomic and sensory neuropathy, worsening cognitive deficits (particularly executive function
impairment), along with anxiety and depression (Leehey & Hagerman, 2012). The protein, FMRP, has been shown to bind
to polyribosomes and downregulate the translation of messenger RNA (mRNA) located at synapses, whereas the mech-
anisms that specifically mediate this interaction are uncertain (Bhakar, Dolen, & Bear, 2012). As part of this mechanism,
investigators led by Mark Bear and colleagues have shown that a form of synaptic plasticity (long-term depression) is
unexpectedly enhanced in Fragile X mice. Moreover, this form of plasticity is in part mediated through metabotropic
glutamate receptors and evidence has shown that long-term inhibition of mGluR5 enhances cognition and behavior in these
mice (Michalon et al., 2012). This work in multiple animal models and in cell culture in vitro suggests that mGluR5
antagonists could ameliorate the deficits in Fragile X. This series of observations has led to testing a group of mGlur5
antagonists in Fragile X cohorts. These clinical trials were not successful, nor was a trial that tested the efficacy of
arbaclofen to treat the behavioral deficits seen in FXS (Emmitte, 2013; Jacquemont et al., 2014; Mullard, 2015). However,
the lack of clinical improvement in these trials may be the result of a more complex biology that underlies FXS or of less
than optimal dosing, treatment regimens, or methods to assess clinical improvement. Thus, in the 24 years since the
discovery of the FMR1 gene, there has been substantial progress in assessing the molecular mechanisms that drive FXS
clinical deficits, but the goal of improving the lives of these patients remains as complex and elusive as before.

FAS, as introduced earlier, unfortunately remains a common yet preventable cause of ID and behavioral concerns
(American Academy of Pediatrics, 2000). The incidence ranges from 0.3 to 30 per 1000, and partial FAS (with some but
not all of the features, including neurodevelopmental impairment) can range from 0.5% to 5% in school-based ascer-
tainment cohorts. In developed countries, this remains the most significant preventable environmental cause of neuro-
developmental disorders (Pruett, Waterman, & Caughey, 2013). Alcohol exposure can have pleiotropic effects on brain
development. One of the main changes in brain anatomy is microcephaly, or micrencephaly (West, Chen, & Pantazis,
1994). This smaller brain may result from N-methyl-D-aspartate (NMDA)-based neurotoxicity, with stimulation of the
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NMDA receptors at critical periods leading to broad-based apoptosis (Ikonomidou et al., 2000; Olney, Farber, Wozniak,
Jevtovic-Todorovic, & Ikonomidou, 2000; Olney, Wozniak, Jevtovic-Todorovic, & Ikonomidou, 2001; Tsai, Gastfriend,
& Coyle, 1995). More advanced imaging tools such as careful volumetric studies along with diffusion tensor imaging have
been applied to the study of FASD. These approaches have shown that cortical thickness is frequently decreased in FAS
(Sowell et al., 2008). Moreover, in addition to microcephaly, the corpus callosum is often affected, whether measured by
volumetric or diffusion tensor approaches (Lebel, Roussotte, & Sowell, 2011; Paul, 2011). This susceptibility to callosal
impairment can affect executive function (Bookstein, Streissguth, Sampson, Connor, & Barr, 2002; Wozniak & Muetzel,
2011) and more tailored assays that measure interhemispheric transfer (Roebuck, Mattson, & Riley, 2002). In addition to
the apoptosis seen in animal models, there are other cellular mechanisms by which exposure to alcohol in utero is likely to
impair neurodevelopment. Qualitatively, the brains of FAS children resemble those of children with mutations in the gene
L1, which is necessary for many aspects of axon outgrowth and fasciculation (Bearer, 2001a, 2001b). In vitro data have
demonstrated that ethanol directly affects the function of L1 by altering its distribution in lipid rafts and changing the
degree of tyrosine phosphorylation necessary for downstream signaling through LI and fasciculation (Dou & Charness,
2014; Littner, Tang, He, & Bearer, 2013).

A main barrier to understanding the full range of FASD and obtaining more accurate estimates of incidence has been
the need to implement a biomarker to assess exposure in utero. Data suggest that measuring ethylglucuronide in meconium
may be a way to assess fetal exposure to alcohol (Gauthier et al., 2015; Morini et al., 2013). This may enable a better
assessment of the true incidence of fetal alcohol exposure and the dose over time necessary to result in central nervous
system (CNS) impairment.

Fragile X is the most common inherited cause of ID, whereas fetal alcohol syndrome is the most common preventable
neurotoxic cause of NDD. Thyroid hormone deficiency is an excellent example of how environmental and genetic causes
intersect in leading to one of the most common groups of neurodevelopmental disorders. Thyroid hormone (TH) is one of
the central molecules signaling growth in the developing fetus. Lack of sufficient TH impairs nearly all organ systems,
leading to the syndrome cretinism (Pemberton, Franklyn, & Kilby, 2005). CNS-related deficits in cretinism include ID,
ataxia, spasticity, and deafness. Morphologically in the brain, neurons are smaller and more tightly spaced and dendritic
spines are fewer, and in the cerebellum both migration and differentiation of granule neurons are deficient (Thompson &
Potter, 2000). In addition to neuronal effects, there is also a decrease in myelination, which may result from the need of TH
for proper oligodendrocyte differentiation (Baxi et al., 2014).

What might be the molecular mechanisms that lead to these changes in brain structure and function? Many of the genes
necessary for myelin production, including myelin basic protein, proteolipid protein, and myelin-associated glycoprotein
mRNA levels are reduced in the absence of TH. Many growth factors necessary for brain development, including nerve
growth factor, brain-derived neurotrophic factor, and neurotrophin-3, show a reduction in mRNA levels with hypothy-
roidism. Neuronal structure, as seen at the level of dendrites and synapses, is impaired in TH deficiency. The gene
neurogranin is directly regulated by TH as is the synapse-specific protein synaptotagmin, and their deficits lead to
decreased synapse production. The Srg1 protein, also expressed in the synapse, is reduced in protein abundance in
TH-deficient brains. There are at least two main pathways that lead to TH deficiency in patients. In one, Allane
HerndoneDudley syndrome, a mutation on the X chromosome gene, MCT8, is a transporter for thyroid hormone from the
extracellular space into the nucleus. Males with mutations in MCT8 are affected in a manner similar to TH deficiency, with
significant ID. TH deficiency per se is often not genetically mediated, but is the result of iodine deficiency. Iodine defi-
ciency that occurs during pregnancy is the most common worldwide preventable cause of neurodevelopmental disorders
and ID. If iodine is supplemented in the diet in the first trimester, there is strong evidence that these neurodevelopmental
impairments can be ameliorated (Pemberton et al., 2005; Skeaff, 2011). In addition, there are genetic modifiers influencing
how body stores of iodine can lead to insufficient TH. The enzyme deiodinase, that removes iodine from T3 and T4, has
alleles with different efficiency in this removal. Thus, this is an example of how both environment (lack of iodine in the
diet) and genetics (alleles of deiodinase) lead to disease.

In these cases (FXS, FAS, and iodine or TH deficiency), there is insight into how these disorders lead to disease, but the
manifestations of intellectual impairment are broad-based and the mechanisms that underlie these disorders are also
pleiotropic; thus, no clear neuronal circuit or brain region is responsible for the cognitive deficits. In contrast, for
PradereWilli syndrome (PWS), regions and circuits appear to be responsible for at least some of the features of the
disorder.

PWS is present in approximately one in 15,000 individuals and is noted for early-onset hypotonia and poor feeding
(often requiring a nasogastric tube for supplemental feeding) and characteristic physical features that include
almond-shaped eyes, a triangular mouth, short stature, small hands and feet, and small genitalia. As these children develop,
behavioral problems are common, including emotional outbursts, and in opposition to the neonatal period, they develop

592 SECTION | III Clinical Phenomenologie

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



hyperphagia and often extreme obesity (Veltman et al., 2004). PWS is caused by deletion of the paternal chromosome at
15q11 to q13, which overlaps with the region implicated in Angelman syndrome. For PWS, uniparental disomy of the
maternal chromosome can also cause the disorder; two reports implicate two smaller regions within the PWS locus that
might be pathogenic, including the noncoding RNA region SNORD1186 and the geneMAGEL2 (Bieth et al., 2015; Schaaf
et al., 2013). Patients with PWS have been shown to have hypothalamic abnormalities, in leptin receptor regulation and
with much lower levels of oxytocin, and it has been hypothesized that a number of the abnormalities unique to PWS result
from direct hypothalamic dysfunction. Thus, knockout of the MAGEL2 gene generates mice that show deficits with the
ability to feed in the neonatal period (lethal if not treated) and with impairment of social cognition and memory-based
tasks. Treatment of these mice with a single dose of oxytocin was able to rescue potentially lethal feeding behavior in
the newborn mice (Schaller et al., 2010) and treatment with daily doses of oxytocin (OT) for 1 week was able to restore
performance of tests of social function and learning and memory (Meziane et al., 2014). These findings underscore the
notion that for PWS some of the central circuits and molecules that direct the areas of behavior and cognition that are
impaired are within the hypothalamus and can be treated with at least one hypothalamic peptide, OT.

FUTURE DIRECTIONS

The tools of genetics have tremendously expanded our vista of etiologies for NDD, but the more detailed analyses
necessary to unpack the biology behind these disorders are progressing at a slower rate. New tools for genetically
modifying cell lines and mouse strains, such as CRISPR, may accelerate these steps (Sternberg & Doudna, 2015). Even
after shortening the step of generating the cell or animal model, however, considerable work is necessary. Despite this,
there is still strong progress in developing animal models and devising approaches to ameliorate symptoms in these models
as a first step toward rational therapeutics (Fortress et al., 2015; Gross et al., 2015; Krencik et al., 2015; Sternberg &
Doudna, 2015). In parallel to this work in animal models, there has been progress in gene therapy in patients, albeit to a
limited extent. There is additional evidence that enzyme replacement delivered into the CNS for lysosomal storage
disorders may significantly improve the lifespan of affected engineered mice (Kan et al., 2014). There is also preliminary
evidence of observable improvement in patients with aromatic L-amino acid decarboxylase (AADC) deficiency, who have
responded favorably to surgically implanted, virally mediated AADC gene therapy (Hwu, Lee, Chien, Muramatsu, &
Ichinose, 2013; Hwu et al., 2012), and that improvements in this approach can yield more robust treatment efficacy (San
Sebastian et al., 2014). If successful, these approaches could pave the way for further gene therapy-based approaches for
children with neurodevelopmental disorders.
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INTRODUCTION

Epilepsy is one of the most common neurological disorders, affecting roughly one in 26 people at some point in their
lifetime (England, Liverman, Schultz, & Strawbridge, 2012). The International League Against Epilepsy (ILAE) defines an
epileptic seizure as “a transient occurrence of signs and/or symptoms due to abnormal excessive or synchronous neuronal
activity in the brain” (Fisher et al., 2005). Conceptually, epilepsy is characterized as an enduring predisposition of the brain
to generate epileptic seizures, with a broad range of potential sensorimotor, cognitive, psychological, and social conse-
quences. For use in clinical settings, the ILAE defines epilepsy as a disease of the brain that is defined by any of the three
following conditions: (1) at least two unprovoked (or reflex) seizures occurring more than 24 h apart; (2) one unprovoked
(or reflex) seizure and a probability of further seizures similar to the general recurrence risk after two unprovoked seizures
(at least 60%) occurring over the next 10 years; and (3) diagnosis of an epilepsy syndrome (Fisher et al., 2014).

The epilepsies are highly heterogeneous, encompassing a wide spectrum of clinical subtypes that are defined by seizure
type, EEG, and brain imaging criteria (Berg et al., 2010; Speed et al., 2014). Despite this heterogeneity, the epilepsies are
broadly classified into two main groups for clinical use: focal epilepsies, in which seizures originate within one cerebral
hemisphere, and generalized epilepsies, in which seizures occur in bilaterally distributed networks. However, there is a
smaller proportion of epilepsy-related syndromes in which the seizures are unclassifiable. Although they have diverse and
heterogeneous etiologies, many forms of epilepsy are considered to be highly genetic and heritable conditions. One of the
most comprehensive twin studies indicated a higher frequency of concordance in monozygotic twins (44.4%) than
dizygotic twins (9.7%) in both focal and generalized epilepsies (Berkovic, Howell, Hay, & Hopper, 1998). Furthermore,
the risk of epilepsy among first-degree relatives of individuals with epilepsy is 4.7%, a 3.3-fold risk increase compared
with population incidence (Peljto et al., 2014).

PROGRESS IN EPILEPSY GENETICS

Linkage Analysis

Some of the first genetic epilepsy studies relied on large pedigrees, linkage analyses, and positional cloning to implicate
pathogenic gene mutations in epilepsies that show Mendelian inheritance patterns. Linkage analysis is based on the
identification of polymorphic genetic markers that are distributed throughout the genome, such as single-nucleotide
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polymorphisms (SNPs) and microsatellites, in all individuals of the family. The co-inheritance of the markers and affection
status is then used to localize the genomic region within which the disease-causing mutations must reside. After mapping a
candidate chromosomal region using such linkage analyses, targeted sequencing is then used to identify the
disease-causing gene.

By employing these methods to study a family with autosomal dominant nocturnal frontal lobe epilepsy (ADNFLE),
Steinlein et al. reported the first epilepsy gene, CHRNA4, in 1995. Since then, a variety of linkage analysis-based studies
have been performed, resulting in the discovery of over 20 epilepsy genes (Ottman et al., 2010).

Genome-Wide Association Studies

The next efforts in epilepsy gene discovery were primarily based on genome-wide association studies (GWAS), which use
high-throughput microarray-based technologies to genotype hundreds of thousands of SNPs across the genome. GWAS
attempt to identify polymorphisms that are significantly associated with a specific trait. If a genetic association increases
susceptibility to a given disease such as epilepsy, the associated genetic variant will be seen more often than expected by
chance in diseased individuals. The idea of GWAS was exciting in the field of epilepsy genetics because, unlike linkage
analyses, they can be conducted in caseecontrol populations without relying on the acquisition of multiplex families.
Unfortunately, the vast majority of epilepsy GWAS that have been completed to date have revealed either no evidence or,
in a few cases, modest evidence for candidate genes or genetic risk factors, likely owing to small sample sizes and
insufficient power.

However, the ILAE Consortium on Complex Epilepsies combined genome-wide association data from
population-based data sets and 12 cohorts of individuals with common epilepsies (2014). Meta-analyses were conducted
for three phenotypic groups: genetic generalized epilepsy (GGE), focal epilepsy, and all epilepsy (consisting of all patients
with a confirmed diagnosis of epilepsy, including GGE, focal epilepsy, and unclassified epilepsy). Loci at 2q24.3 and
4p15.1, harboring SCN1A and PCDH7, respectively, were implicated in the all-epilepsy analysis with genome-wide
significance. SCN1A encodes a sodium channel that is strongly linked to other epilepsy syndromes (see section Sodium
Channels). In the GGE cohort, there was a single signal at 2p16.1, implicating either VRK2 or FANCL. No SNP achieved
genome-wide significance for focal epilepsy.

Various hypotheses address the lack of strong signal from epilepsy GWAS. One hypothesis is that epilepsy is a highly
heterogeneous disease and the successful application of GWAS requires large, well-phenotyped cohorts that are pheno-
typically homogeneous (Poduri & Lowenstein, 2011). Other hypotheses are covered in section Complex Epilepsies.
Furthermore, epilepsy GWAS remain small compared with studies conducted for other neuropsychiatric disorders, such as
schizophrenia. Obtaining larger cohorts will likely lead to the identification of more signals.

Next-Generation Sequencing

Rapid advances in next-generation sequencing (NGS), also known as massively parallel sequencing, have revolutionized
the cost and speed with which human genomes can be sequenced. Unlike GWAS, NGS allows examination of nearly all of
the genetic variants (rare or otherwise) in a given genome. High-throughput sequencing approaches generate millions of
short sequence reads in parallel that are then aligned to the human reference genome. Computer algorithms are used to
detect variants, including single-nucleotide variants (SNVs), insertions and deletions (indels), and structural variants.

Currently, one of the most popular NGS methods is whole-exome sequencing (WES), which is used to sequence only
the coding portion of the genome. Before sequencing, a capture kit is used to isolate exonic and flanking intronic base
pairs. Current exome-sequencing kits target only about 2% of the human genome, making it cheaper and faster than whole-
genome sequencing (WGS). WES is clearly a pragmatic approach, both because most currently known disease-causing
mutations occur in coding regions of the genome and because we are far better at interpreting variants in the exome
than variants in the genome as a whole. The limitation of WES is that it largely focuses on protein coding exons, and
therefore has limited ability to detect regulatory mutations that influence risk.

Perhaps the biggest challenge in interpreting NGS data is properly prioritizing the variants. First, one must consider
broad factors such as the mode of inheritance, the frequency of the disorder, and the predicted deleterious nature of the
variant. For example, if the disease is recessive, the study should focus on homozygous variants; if the disorder is rare, the
causal variants should either be very rare or absent in control populations. Of course, in many cases the underlying genetic
model is not known at the outset.

Furthermore, depending on the hypothesis, either a variant-based analysis or burden tests (described subsequently) can
be used to interpret genetic variation. When studying rare variation, it is difficult to detect association using variant-based
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analyses (such as GWAS) because there are generally insufficient copies of the rare alleles to be tested as a single variant at
a time. The better alternative is to aggregate statistical information across mutations within a functional unit, such as a gene
or pathway. The most straightforward way to conduct this type of analysis is by using a burden test, in which the number of
rare alleles in cases is tested against the number of alleles in control subjects. The choice of threshold for inclusion of these
variants can be challenging. Thus, there are various burden methods that differ in the way they factor in allele frequencies
of individual variants and whether they take weighted combinations of variants based on external information, such as
functional class, frequency, and conservation. These tests assume that all variants act in the same direction with respect to
disease risk. This assumption can be limiting in the case in which some variants increase risk whereas others decrease risk.
However, methods such as the C-alpha test (Neale et al., 2011), the sequence kernel association test (Wu et al., 2011), and
the estimated regression coefficient test (Lin & Tang, 2011) relax this assumption.

Various computational models help prioritize both variants and genes for these analyses. To prioritize individual
variants, algorithms such as SIFT (Sim et al., 2012), PolyPhen2 (Adzhubei et al., 2010), and others are used to predict the
functional effect of amino acid changes. These methods can estimate the likelihood that a given mutation will damage the
structure and function of a human protein. Although these models are useful, variants must be placed in an evolutionary
context to determine whether they are pathogenic for a specific condition. By using population genetics, we can generate
quantitative assessments of how well genes tolerate functional genetic variation on a genome-wide scale. Two such models
are the Residual Variant Intolerance Score (RVIS) (Petrovski, Wang, Heinzen, Allen, & Goldstein, 2013) and constraint
scores (Samocha et al., 2014). Both of these tools illustrate that disease genes tend to harbor fewer than expected functional
mutations in a population.

GENETIC ARCHITECTURE OF THE EPILEPSIES

Although the initial success in identifying epilepsy genes came from pedigree analyses in which there was evidence of
segregation of a major autosomal dominant gene, these families are not representative of most human subjects
with inherited epilepsies. As with most common diseases, most epilepsies show complex inheritance patterns. It is clear
that the epilepsies as a whole are characterized by extreme locus and allelic heterogeneity, which means that both
mutations in genes at different chromosomal loci and different mutations at the same locus can cause the disease.
Furthermore, the epilepsies presumably also involve a degree of inheritance that is either oligogenic (influenced by a
few genes) or polygenic (influenced by many genes). Although it is hard to identify causal oligogenic and polygenic
traits, we can study epilepsies with single genes of major effect to determine critical pathways and principles regarding
causation of disease. In fact, advances in these epilepsies have been accompanied by an exponential increase in our
understanding of the contribution of copy number variants, susceptibility alleles, and de novo mutations to epilepsy
pathogenesis.

Overall, three overlapping categories describe the genetic architecture of the epilepsies (Thomas & Berkovic, 2014).
At one end of the spectrum are the epilepsies in which a single gene mutation (inherited or de novo) with a large effect
size accounts for the phenotypic features. This continuum evolves into the complex epilepsies, which are putatively
polygenic or oligogenic and show extreme locus and allelic heterogeneity. At the other end of the spectrum are epi-
lepsies with a major acquired cause, such as trauma and stroke. Even acquired cases, however, such as those caused by
trauma, infections, and strokes, are known to have genetic contributions (Christensen et al., 2009; Dichgans, 2007;
Kariuki et al., 2013).

Copy Number Variation in the Epilepsies

Large-scale variations in the human genome are common, even among healthy individuals. By convention, a deletion or
duplication larger than 1000 base pairs (1 kilobase) is called a copy number variation (CNV), but CNVs can reach up to
several million base pairs (megabases [Mb]). There are around 1500 regions of variable copy number spread across
360 Mb (about 12%) of the human genome (Redon et al., 2006). CNVs can be conceptualized into two groups: recurrent
and private. Recurrent CNVs occur at genomic “hot spots” that are sensitive to CNV by unequal crossing over during
meiosis (Mefford & Eichler, 2009). Private (nonrecurrent) CNVs are rare and are primarily caused by de novo mutations in
gametes or at a very early stage of embryonic development (Mulley & Mefford, 2011). In contrast to recurrent CNVs,
private CNVs can occur anywhere across the genome and can affect many genes. When these mutations are large, they are
usually directly clinically relevant.

Evidence suggests that CNVs can have a role in many different neuropsychiatric disorders. Most notably, large de-
letions and duplications have been associated with mental retardation, schizophrenia, and autism. Interestingly, some of
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these same recurrent deletions (at 15q13.3 and 16p13.11) have been associated with GGE, one of the most common forms
of epilepsy (Heinzen et al., 2010; Helbig et al., 2009). Helbig et al. found that recurrent microdeletions at 15q13.3 occurred
in 12 of 1223 patients with GGE (0.98%) but none of 3699 control subjects. There was a 1.5-Mb “critical region” that was
contained by the deletions across all 12 patients containing seven genes, including a plausible epilepsy candidate gene,
CHRNA7, that encodes a subunit of the nicotinic acetylcholine receptor. In addition to the two CNVs at 15q13.3 and
16p13.11, an additional recurrent CNV at 15q11.2 has been associated with common epilepsies (de Kovel et al., 2010).
Collectively, these three CNVs account for an estimated 2.9% of patients with GGE (Mefford et al., 2010).

Private CNVs can also be attributed to epilepsy, but because these variations are rare, individual nonrecurrent CNVs
will not account for large proportions of patients with epilepsy. Nonetheless, these CNVs may include known epilepsy
genes. For example, in a study of roughly 500 patients with GGE and focal epilepsy, two patients harbored microdeletions
involving AUTS2 (also associated with autism) and one had a microdeletion involving CNTNAP2 (previously associated
with autism, cortical dysplasia-focal epilepsy syndrome, and PitteHopkins-like syndrome 1) (Mefford et al., 2010). Other
investigations found that roughly 4% of patients with epileptic encephalopathies, a collection of very rare and severe
epileptic syndromes characterized by treatment-refractory seizures and developmental delay, harbor rare and clearly
pathogenic CNVs (Mefford et al., 2011).

CNVs clearly have an important role in epilepsy susceptibility. Microarray analysis is part of routine clinical use,
largely replacing karyotyping as a genetic diagnosis tool (Thomas & Berkovic, 2014). Unlike SNVs and indels, predicting
mechanism of pathogenicity of CNVs is often an inexact science, which makes it harder to gain precise insight into the
underlying pathophysiology. As a result, it is more challenging to devise possible targeted therapies for CNVs.

De Novo Mutations in the Epilepsies

De novo mutations are new mutations that are seen in a child but in neither of the parents, arising either during meiosis of
the parents’ gametes or during a very early stage of embryonic development. The human mutation rate is between
7.6 � 10�9 and 2.2 � 10�8, equating to roughly 40 de novo mutations per individual per generation (Lynch, 2010).
Overall, each individual is expected to have roughly one exonic de novo mutation. These mutations can be identified
through trio-based sequencing, in which the healthy biological parents and affected children are sequenced.

De novo mutations contribute to the pathogenesis of many neurological disorders, including intellectual disability, autism
spectrum disorder, and epilepsy (Neale et al., 2012; O’Roak et al., 2011; Vissers et al., 2010). Studies have clearly implicated
de novo mutations in the severe epileptic encephalopathies, which are prime examples of epilepsies that are strongly
influenced by single mutations. The genetic etiologies of these devastating disorders have been unraveled at an unprece-
dented rate, owing in large part to trio-based WES, and have opened the floodgates to examining new disease mechanisms.

In one large study conducted by the Epilepsy Phenome/Genome Project and the Epi4K Consortium, trio-based WES
was performed on 264 probands and their unaffected biological parents to identify de novo mutations in two main types of
epileptic encephalopathies, infantile spasms, and LennoxeGastaut syndrome (Epi4K Consortium, 2013). Using RVIS (see
section Next-Generation Sequencing), the consortium confirmed that patients with epileptic encephalopathies show a clear
statistical excess of de novo mutations in genes that are intolerant to genomic changes. This project identified seven
recurrently mutated genes in 10% of patients; among these genes, five were previously linked to the encephalopathies and
two were identified as novel epileptic encephalopathy genes with clear statistical evidence of association. In addition, the
group provided suggestive evidence for the role of several other genes.

Another study of a cohort of 356 probands, including the 264 trios analyzed in the previously-described study, rep-
resenting a collaboration between the Epi4K and EuroEpinomics consortia, revealed that de novo mutations causing
epileptic encephalopathy are enriched in synaptic transmission genes (Euro Epinomics- R. E. S. Consortium, Epilepsy
Phenome/Genome Project, & Epi4K Consortium, 2014). In fact, 75% of the 429 de novo mutations occurred in genes
involved in this pathway, which emphasizes an important role of synaptic dysfunction in the epilepsies. Furthermore, in
both of these large trio-based studies, the identified mutations are also enriched in specific gene sets that are regulated by
the Fragile X protein (FMRP). Interestingly, this same association has been reported for autism spectrum disorders
(Iossifov et al., 2012).

The challenge of implementing WES studies in clinical practice is that mutations in a great number of genes can cause a
similar phenotype. For example, in the Epi4K study, only 29 of 264 patients had mutations in the same gene as at least one
other patient (nine genes total). Whereas many of the identified de novo mutations in a clinical setting are likely
disease-causing, each mutation must be considered case by case. If a predicted deleterious coding mutation occurs in a
previously established gene, that mutation is generally considered causal (although this will obviously not always be so).
For genes that are not established as epilepsy-causing genes, a gene-based approach can be used. Essentially, if de novo
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mutations in phenotypically similar patients occur in the same gene more often than expected by chance (based on
site-specific mutation rates), this gene is significantly associated with the phenotype (Epi4K Consortium, 2013). As an
increasing number of patients are sequenced, de novo mutations will surely continue to be implicated in the epilepsies and
other disorders associated with seizures. It is also hypothesized that de novo mutations may provide an alternate expla-
nation for the absence of a family history in certain patients with GGE (Scheffer, 2011).

Complex Epilepsies

As opposed to the epileptic encephalopathies, which are often influenced by single mutations of major effect, the more
common epilepsies, such as the GGEs and nonlesional focal epilepsies, do not show obvious evidence of single mutations
of major effect. Although the genetic models relevant here remain largely unknown, it is likely that discovery is currently
difficult because these epilepsies have a broad range of different underlying genetic architectures. Whatever the real ar-
chitecture, it is clear that the epilepsies as a whole are characterized by extreme locus and allelic heterogeneity, and
presumably also involve a degree of either oligogenic or polygenic inheritance (Crompton et al., 2010; Helbig, Scheffer,
Mulley, & Berkovic, 2008). As a result, determining the genetic basis of complex epilepsies remains challenging.

Because epilepsy GWAS have had only limited success to date, associations with common SNPs appear to account
for only a small fraction of epilepsy heritability. One hypothesis, often termed the “common disease-rare variant
hypothesis,” proposes that the true disease-causing variants exist at lower frequencies in the population (Petrovski &
Kwan, 2013). Rare variants cannot be detected on the SNP platforms that are used in GWAS; rather, they must be
identified by high-throughput sequencing of whole genomes and exomes. Thus, multiple rare causal variants of large
effect may drive the diluted signals observed when assaying common variants; and even with a successful GWAS, it
remains unclear whether common or rare variants are causing the given signal (Dickson, Wang, Krantz, Hakonarson, &
Goldstein, 2010).

An exome-sequencingebased caseecontrol study of 118 patients with GGE and 242 control subjects was conducted to
elucidate the role of low-frequency variants with intermediate effects (sometimes referred to as “Goldilocks alleles”) in the
common epilepsies (Heinzen et al., 2012). This study concluded that overall, Goldilocks alleles do not have a major role in
GGE. This study and the other GGE research projects conducted to date highlight the extreme genetic heterogeneity of
epilepsy disorders. Thus, the variants of most interest may still be rare even in very large cohorts of cases. As a result,
gene-based analyses and more phenotypically homogeneous cohorts are needed to reveal true risk factors for the common
epilepsies.

Interpreting the Genetic Architecture

Further genetic studies will provide us with increased insight into this architecture. However, gene discovery is only one
element (and in many ways the easier element) in understanding the overall pathophysiology of the epilepsies. The biggest
challenge lies in understanding the nature and biological effects of genes and pathogenic variants involved in order to
highlight the precise pathways that result in epileptogenesis. Clearly, the more genes and mutations we discover, the easier
it is to delineate these key pathways. In fact, many of the genes available to date can already be organized to a degree into
broad categories, which are described next. However, the list of genes described in the text that follows is not meant to be
exhaustive. Rather, we have chosen a subset of strongly implicated epilepsy genes that represent common groups and
pathways underlying epileptogenesis.

VOLTAGE-GATED CHANNELOPATHIES

Voltage-gated ion channels are integral membrane proteins that are essential for normal neurologic function. Epilepsy-
causing mutations have been associated with a variety of channel protein coding genes; however, in this section, we have
focused on only the most strongly implicated genes for which some level of functional analysis has been performed.

Sodium Channels

Voltage-gated sodium channels initiate and propagate action potentials and thus have an important role in neuronal
excitability. Nine genes encode the pore-forming a subunit whereas, four genes encode the auxiliary b units involved in
channel localization and interaction with cell adhesion molecules, the extracellular matrix, and the intracellular
cytoskeleton (Catterall, Goldin, & Waxman, 2005). Mutations in both of these subunits have been implicated in epilepsy.
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SCN1A

SCN1A encodes the a1 subunit of the sodium channel that is distributed in the axon initial segment and nodes of Ranvier
and forms a fast-inactivating, voltage-dependent Naþ channel (Duflocq, Le Bras, Bullier, Couraud, & Davenne, 2008). To
date, over 650 mutations in SCN1A have been described in different epilepsy syndromes, including generalized epilepsy
with febrile seizure plus (GEFSþ), Dravet syndrome, and LennoxeGastaut syndrome.

Missense mutations at various sites in SCN1A are associated with GEFSþ, and most individuals have mild, self-limited
phenotypes (Reid, Berkovic, & Petrou, 2009). However, only a small portion of GEFSþ cases results from mutations in
SCN1A. Interestingly, Dravet syndrome, infantile spasms, and LennoxeGastaut syndrome, all usually very severe epileptic
syndromes, can also be caused by de novo missense and nonsense mutations (Claes et al., 2001; Epi4K Consortium, 2013).
In addition, deletions of whole exons, multiple exons, and the whole gene have been linked to Dravet syndrome (Madia
et al., 2006; Mulley & Mefford, 2011). In most epileptic encephalopathies no single gene accounts for most cases;
however, approximately 80% of cases of Dravet syndrome can be attributed to SCN1A mutations.

More than half of SCN1A mutations in epilepsy are truncating, leading to complete loss of function of the protein.
However, there is considerable controversy and multiple hypotheses about how these mutations cause seizures. One
hypothesis, termed the “interneuron hypothesis,” states that because SCN1A is predominantly found in neurons expressing
gamma-aminobutyric acid (GABA), the principal inhibitory neurotransmitter in the nervous system, these mutations result
in decreased inhibition and overall hyperexcitability (Oliva, Berkovic, & Petrou, 2012). Work involving human-
patientederived induced pluripotent stem cell neurons, however, illustrates that these mutations may increase intrinsic
hyperexcitability of both GABAergic and glutamatergic neurons (Liu et al., 2013). Interestingly, several studies have
shown that SCN1A haploinsufficiency results in a compensatory increase in sodium current, presumably through altering
the expression of other voltage-gated sodium channels (Chopra & Isom, 2014).

SCN2A

SCN2A encodes the a2 subunit in sodium channels and is found predominantly at terminals, unmyelinated axons, and at
very high levels in the axon initial segment (Gong, Rhodes, Bekele-Arcuri, & Trimmer, 1999; Hu et al., 2009;
Westenbroek, Merrick, & Catterall, 1989; Whitaker et al., 2000). It is crucial for action potential initiation, propagation,
and repetitive firing. Missense mutations in SCN2A are often implicated in benign familial neonatal infantile seizures
(BFNIS), GEFSþ, and epileptic encephalopathy (Berkovic et al., 2004; Hackenberg et al., 2014; Herlenius et al., 2007;
Matalon, Goldberg, Medne, & Marsh, 2014). Unlike epileptic encephalopathy, the prognosis of BFNIS is excellent in
terms of normal development and most patients show age-dependent seizure remission. Research suggests that this
remission may correlate with developmental reorganization of the axon initial segment, in which SCN2A is replaced by
SCN8A, thereby diminishing the influence of the mutated channel (Liao et al., 2010). However, further functional studies
are required to explain the mechanism of pathogenicity for this broad range of phenotypes.

SCN1B

SCN1B encodes the b1 multifunctional ancillary subunit that is involved in modulating channel gating and regulating the
level of channel expression (Isom, 2002). Four mutations that associate with GEFSþ have been identified in the extra-
cellular domain of SCN1B (Audenaert et al., 2003; Scheffer et al., 2007; Wallace et al., 1998). In one study, the mutation
C121W occurred in five patients who also presented with temporal lobe epilepsy (Scheffer et al., 2007). Finally, a single
SCN1B mutation has also been reported in Dravet syndrome (Ogiwara et al., 2012).

Heterologous expression assays illustrate that reported SCN1B mutations are loss of function and appear to interfere
with modulation of channel gating (Wallace et al., 1998). In addition, SCN1B expression decreases activity of the a
subunit, which means that a mutation interfering with this mechanism will increase the activity of the subunit to which it is
bound (Aman et al., 2009; Ferrera & Moran, 2006; Qu et al., 2001). If the activity of SCN2A were increased, this would
lead to increased excitability of the system; however, if the activity of the SCN1A unit were increased, one would expect
increased inhibition. Therefore, a clear mechanism of pathogenicity has not yet been established for SCN1B mutations.

Potassium Channels

Voltage-gated potassium channels are extremely diverse, with over 70 domains. They have a wide variety of functional
roles in the neuron, including the modulation of neuronal firing patterns, defining resting membrane potential, and the
modulation of neurotransmitter release (Reid et al., 2009).
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KCNQ2 and KCNQ3

KCNQ2 encodes KV7.2 and KCNQ3 encodes KV7.3; both of these channels contribute to the M current, which activates
when an excitatory stimulus depolarizes the neuron toward spike threshold, repolarizes the membrane back toward resting
potential, and suppresses firing (Rogawski, 2000; Wang et al., 1998).

Benign familial neonatal epilepsy (BFNE) is an autosomal dominant epilepsy that has a favorable outcome for
seizure remission and cognitive function (Thomas & Berkovic, 2014). A vast majority of BFNE cases are associated
with KCNQ2 mutations, but a few are associated with KCNQ3 (Biervert et al., 1998; Hirose et al., 2000; Singh et al.,
1998). De novo mutations in KCNQ2 have also been linked to an epileptic encephalopathy that resembles Ohtahara
syndrome (Saitsu et al., 2012).

Because M channels stabilize the membrane potential and thereby limit action potential firing, a loss of this ability would
likely increase neuronal excitability. However, the role of loss-of-function mutations in conferring network level hyperex-
citability remains unclear, as this phenotype would depend on the distribution of the channels in excitatory versus inhibitory
neurons. A transgenic mouse harboring a dominant-negative KCNQ2 mutation (G279S) found in humans developed
spontaneous seizures (Peters, Hu, Pongs, Storm, & Isbrandt, 2005). Electrophysiological recordings from the mouse
demonstrated increased excitability, reduced spike-frequency adaptation, and attenuated medium afterhyperpolarization.

KCNA1

KCNA1 encodes the KV1.1 channel that is widely expressed throughout the nervous system and localizes to axonal
membrane and presynaptic nerve terminals, where it aids in repolarizing and shaping action potentials. Mutations in this
gene can cause Episodic Ataxia Type 1 (EA1), which is associated with sudden attacks of ataxia and with a variety of other
nervous system abnormalities including an increased incidence of epilepsy (Browne et al., 1994). Functional analyses of
proteins harboring EA1 mutations suggest impaired channel assembly, trafficking, and kinetics (Reid et al., 2009).

KCNT1

KCNT1 encodes a sodium-activated potassium channel that is widely expressed in the brain, particularly the frontal cortex.
It is associated with both ADNFLE and a severe epileptic encephalopathy called epilepsy in infancy with migrating focal
seizures (Barcia et al., 2012; Heron et al., 2012). Patch-clamp studies in which Xenopus laevis oocytes were transfected
with mutant KCNT1 constructs containing two of the de novo mutations showed currents that resembled wild type in terms
of voltage dependence and kinetic behavior, but had much higher amplitude, which indicates that these mutations are gain
of function (Barcia et al., 2012). Evidence suggests that this phenotype can be reversed by quinidine (see section
Quinidine, Phorbol-12-Myristate-13-Acetate, and Bryostatin).

Calcium Channels

Voltage-gated Ca2þ channels mediate calcium entry into neurons in response to membrane depolarization. Calcium influx
controls a number of essential neuronal responses, including calcium-dependent enzymes, gene expression, neurotrans-
mitter release from the presynaptic terminal, and regulation of neuronal excitability. There are six calcium channel types:
L-, N-, P-, Q-, R-, and T-type, each classified by its respective electrophysiological properties.

CACNA1H

Whereas mutations have been implicated in several voltage-gated calcium channel genes, including CACNA1A and
CACNA1B, the most compelling evidence for calcium channel involvement in epilepsy is for CACNA1H. This gene codes
for the CaV3.2 subunit of the low-threshold T-type Ca2þ channel, which opens during depolarization. Low-voltage Ca2þ

channels are predominantly located in neuronal dendrites, where they affect neuronal excitability (Perez-Reyes, 2003).
Over 30 mutations in CACNA1H are associated with GGE cases and there is some evidence for association with childhood
absence epilepsy (Chen et al., 2003; Heron et al., 2004). However, it is unclear whether these variants are sufficient to
cause epilepsy on their own. Functional studies have indicated that several of these mutations confer gain of function
through a variety of mechanisms. Biophysical analyses have also shown that many mutations affect channel properties,
including rates of activation and inactivation, and current density (Vitko et al., 2005). Because most of the functional
changes are small, and some mutations confer no obvious biophysical changes, it is predicted that these mutations may be
only one risk factor for these presumably polygenic disorders.
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LIGAND-GATED CHANNELOPATHIES

Nicotinic Acetylcholine Receptors

CHRNA4, CHRNB2, and CHRNA2

Nicotinic acetylcholine receptors (nAChRs) are ion channels (permeable to Naþ, Kþ and Ca2þ) that are modulated by
acetylcholine, thus converting neurotransmitter binding into depolarization. There are a total of 17 subunits (a1e10, b1e4,
g, d, and ε), and epilepsy mutations have been identified in the alpha and beta subunits. nAChRs localize to the synapses of
pyramidal neurons and interneurons where they modulate neurotransmitter release, including glutamate and GABA.

Several mutations in CHRNA4, CHRNB2, and CHRNA2 have been identified in ADNFLE. CHRNA4 and CHRNB2
code for the a4 and b2 subunits, which combine to form the most abundant nAChR in the brain (Gotti et al., 2007).
CHRNA2 encodes the a2 subunit that is expressed in GABAergic interneurons (Son & Winzer-Serhan, 2006). One
common effect of the mutations identified in all three subunits is an increased sensitivity to acetylcholine (Bertrand,
2002). A potential consequence of this heightened sensitivity is an increase in presynaptic Ca2þ influx that would increase
neurotransmitter release (Reid, Bekkers, & Clements, 1998). In addition, it has been proposed that nAChR impairment
may be most pronounced at excitatory synapses, thus leading to increased excitatory transmission (Rodrigues-Pinguet
et al., 2003).

Gamma-Aminobutyric Acid Receptors

GABA is the primary inhibitory transmitter in the central nervous system. There are three GABA receptor classes: GABAA

and GABAC receptors are ionotropic and GABAB is metabotropic.

GABRG2 and GABRA1

Mutations in GABRG2, which encodes the g2 subunit of the GABA receptor, have been associated in families with
GEFSþ, childhood absence epilepsy (CAE), Dravet syndrome, and febrile seizures (Baulac et al., 2001; Harkin et al.,
2002; Kananura et al., 2002). Mutations in GABRA1, which encodes the a1 subunit, have been implicated in a family with
juvenile myoclonic epilepsy, patients with epileptic encephalopathy, and in one case of CAE (Cossette et al., 2002; Epi4K
Consortium, 2013; Maljevic et al., 2006). Many of these mutations in the GABAA receptors generally result in decreased
surface expression of the receptor protein, thus resulting in a reduction of GABA-activated chloride currents and altered
gating kinetics (Reid et al., 2009).

N-Methyl-D-Aspartate Receptors

The N-methyl-D-aspartate (NMDA) receptor is an ionotropic glutamate receptor that mediates excitatory neurotransmission
in the mammalian brain. These receptors localize to the postsynaptic terminal and allow for the influx of sodium and
calcium, which are essential for synaptic transmission of neuronal activity. In addition, NMDA receptors have a crucial
role in synaptic plasticity, the molecular mechanism involved in learning and memory.

GRIN2A

Mutations in GRIN2A, which encodes the NMDA receptor subunit NR2A, cause idiopathic focal epilepsy with rolandic
spikes and epileptic encephalopathies including LandaueKleffner syndrome, epilepsy with continuous spike and waves
during slow sleep syndrome, and nonsyndromic epilepsy associated with intellectual disability (Carvill, Regan, et al., 2013;
Lemke et al., 2013; Lesca et al., 2013). All of these encephalopathies fall within the epilepsy aphasia spectrum and are
characterized by a specific EEG pattern and developmental regression that particularly affects speech. As expected, many
of these mutations are de novo.

Functional analysis and electrophysiological recordings of one de novo mutation (L812M) revealed an enhanced
agonist potency; decreased sensitivity to negative modulators, including magnesium, protons, and zinc, prolonged synaptic
response time, and increased single-channel open probability (Yuan et al., 2014).

GRIN2B

GRIN2B encodes the NMDA receptor subunit NR2B. De novo mutations in this gene are associated with West syndrome
and intellectual disability with focal epilepsy, and may also be associated with infantile spasms and LennoxeGastaut
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syndrome (Epi4K Consortium, 2013; Lemke et al., 2014). Interestingly, the functional consequences of mutations in
GRIN2B seem to be far different from GRIN2A mutations. The mutations caused a significant loss of ion channel block by
extracellular Mg2þ and dramatically increased Ca2þ permeability, consistent with gain of function. The mutation observed
in the patient with focal epilepsy, a milder phenotype, caused less of a disturbance to the channel function.

VESICLE TRAFFICKING DYSREGULATION

The channelopathy paradigm has received much attention in the field of epilepsy genetics. However, data suggest that
roughly 75% of de novo mutations identified in a large cohort of patients with epileptic encephalopathies disrupt proteins
involved in synaptic transmission (Euro Epinomics- R. E. S. Consortium et al., 2014). A number of synaptic transmission
genes specifically involved in vesicle trafficking have been identified in the epilepsies. In neurons, synaptic vesicles store
various neurotransmitters that are released at the synapse when there is an influx of calcium from voltage-dependent
channels. Vesicles are essential for propagating nerve impulses and are constantly recycled via exocytosis and endocytosis.

STX1B

STX1B encodes syntaxin-1b, a member of the SNARE complex that mediates synaptic vesicle fusion to the presynaptic
membrane. Three mutations, one nonsense and two missense, have been identified in probands with febrile seizures and
associated epilepsies (Schubert et al., 2014). When STX1B is knocked down in zebrafish, the animals showed seizure-like
behavior and epileptiform discharges that were highly sensitive to increased temperature. However, the mechanism of
pathogenicity of these mutations remains to be elucidated.

STXBP1

De novo mutations in STXBP1, which regulates synaptic vesicle release by binding to syntaxin-1a and the SNARE complex,
have been implicated in some of the most severe epileptic encephalopathies: Ohtahara syndrome and LennoxeGastaut
syndrome (Epi4K Consortium, 2013; Saitsu et al., 2008). Functional studies show that these mutations are largely loss of
function, but further research is required to understand the role of dysfunctional exocytosis in epileptic phenotypes.
However, because of STXBP1’s crucial role in exocytosis, these mutations likely impair synaptic vesicle release.

DNM1

DNM1 encodes dynamin-1, which is a large mechanochemical GTPase that is required for synaptic vesicle endocytosis.
Upon hydrolysis of GTP, DNM1 pinches the forming clathrin-coated vesicle from the plasma membrane at the presynaptic
terminal. De novo mutations in DNM1 have been implicated in LennoxeGastaut syndrome and infantile spasms (Euro
Epinomics- R. E. S. Consortium et al., 2014). Functional studies have shown that epilepsy-causing mutations in this gene
disrupt endocytosis via a dominant negative mechanism (Dhindsa et al., 2015). Further, a mouse model with a mutation in
Dnm1 shows severe seizures and electron microscopy reveals that these mice have fewer, but larger, vesicles than wild type
mice (Boumil et al., 2010, Dhindsa et al., 2015).

SYN1

SYN1 encodes synapsin I, a phosphoprotein that associates with the membranes of synaptic vesicles, regulates synaptic
vesicle trafficking, and affects presynaptic targeting. Mutations in SYN1 are associated with focal epilepsies as well as
autism spectrum disorder (Fassio et al., 2011). In vitro assays illustrate that the human mutations impair the release of
vesicles from the readily releasable pool, thus conferring a complete loss of function.

MISCELLANEOUS GENES

Whereas some epilepsy-causing genes easily cluster into groups, other implicated genes do not group as readily. We
outline genes in which functional studies have been conducted.

SLC2A1

De novo and inherited mutations in SLC2A1, which encodes a glucose (GLUT1) transporter that transports glucose across
the bloodebrain barrier and into glia, can cause GLUT1 deficiency syndromes 1 and 2 (GLUT1DS1 and GLUT1DS2)
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(De Vivo et al., 1991; Suls et al., 2008; Weber et al., 2008). GLUT1DS1 is a severe infantile encephalopathy characterized
by microcephaly, intellectual disability, and motor incoordination. GLUT1DS2 is associated with paroxysmal exercise-
induced dyskinesia, and some patients also have early-onset childhood absence epilepsy. These patients typically show
low glucose concentration in the cerebral spinal fluid. Functional studies of some GLUT1 deficiency-related mutations in
Xenopus oocytes confirm that these mutant proteins impair glucose transport.

LGI1

LGI1 encodes a protein that is characterized by leucine-rich domains. Although its biological function is unclear, evidence
suggests that it is a secreted neuronal protein that may also regulate voltage-gated potassium channels. Mutations in LGI1
have been identified in patients with autosomal dominant partial epilepsy with auditory features (Kalachikov et al., 2002).
Interestingly, autoantibodies that target LGI1 have been implicated in autoimmune limbic encephalitis. Findings in a
conditional Lgi1 knockout mouse suggest that LGI1 regulates neuronal excitability. Furthermore, loss of LGI1 primarily
dysregulates glutamatergic neurons (Boillot et al., 2014). Importantly, LGI1 is required from embryogenesis to adulthood
to achieve proper circuit functioning (Boillot et al., 2014).

SYNGAP1

The SYNGAP1 protein is a synaptic Ras GTPase-activating protein that localizes to dendritic cells in neocortical
pyramidal neurons, suppressing NMDA receptoremediated synaptic plasticity and a-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid receptor membrane insertion. Mutations in SYNGAP1 cause epileptic encephalopathy,
intellectual disability, and autism via haploinsufficiency (Berryer et al., 2013; Carvill, Heavin, et al., 2013; Hamdan et al.,
2011). Haploinsufficiency of Syngap1 in a mouse model accelerated the maturation of glutamatergic synapses in the
hippocampus and altered the excitatory/inhibitory balance in the hippocampus, thereby increasing excitation and seizure
susceptibility (Clement et al., 2012).

DEPDC5

The protein encoded by DEPDC5 is a member of the GATOR1 complex that inhibits mammalian targets of
rapamycinemediated processes, including cell growth and proliferation. Nonsense and missense mutations in DEPDC5
have been identified in ADNFLE, familial temporal lobe epilepsy, and familial focal epilepsy with variable foci (Dibbens
et al., 2013; Ishida et al., 2013; Scheffer et al., 2014). Evidence suggests that some, but not all, of the epilepsy-causing
mutations significantly inhibit GATOR1-dependent inhibition of TORC1 signaling. These results suggest that dysfunc-
tional neuronal signal transduction may cause epilepsy (van Kranenburg, Hoogeveen-Westerveld, & Nellist, 2014).

GNAO1

Heterotrimeric G proteins are composed of a, b, and g subunits and transduce a variety of signals from membrane
receptors to intracellular effectors. De novo mutations in GNAO1, which codes for a G protein a subunit, cause epileptic
encephalopathy (Nakamura et al., 2013). Functional expression studies showed that three of the mutations impaired protein
localization to the plasma membrane, and electrophysiology analysis illustrated that these mutations also decreased
inhibition of calcium currents by norepinephrine.

INTERPRETATION

Together, the number of genes that have been implicated in the epilepsies illustrates a tremendous amount of locus het-
erogeneity, even in clinically well-defined epilepsy syndromes such as infantile spasms. Despite the extreme locus het-
erogeneity, proteineprotein interaction networks show that most of these implicated epilepsy genes may be functionally
connected. Thus, rare mutations across many genes may actually converge on a few key pathways, such as those
mentioned previously. Oftentimes, epilepsy genetic studies identify private mutations (ie, mutated in single individuals).
These mutations require functional studies and perhaps further genetic studies to determine whether they truly contribute to
the phenotype.

Although many of the genetic findings thus far have been in the epilepsies that are strongly influenced by single
mutations, the underlying pathways may be shared among these rare, strongly genetic epilepsies and the complex
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epilepsies. For example, SCN1A is associated with both GEFSþ and Dravet syndrome. Thus, studying rare, highly genetic
epilepsies provides insights into pathophysiology that might otherwise be unattainable.

MANAGEMENT/THERAPEUTIC IMPLICATIONS

Understanding the fundamental disease mechanisms underlying epilepsy is essential for developing targeted treatments,
especially because a third of all patients with epilepsy do not respond to any of the numerous antiepileptic drugs currently
available, and many patients who do respond experience significant side effects from the medications. This is particularly
the case in the vast majority of encephalopathies, which are essentially untreatable with current therapies. Discovering
“epilepsy genes” and mutations allows us to conduct targeted functional studies to understand aberrant networks at genetic,
cellular, and electrophysiological levels, thereby providing a gateway to personalized pharmacological and non-
pharmacological treatment options. Although this paradigm of genetically and functionally targeted therapies remains
aspirational for the vast majority of patients with epilepsy, there are already a handful of examples that emphasize the
potential of this approach.

Ketogenic Diet

The ketogenic diet is a high-fat, low-carbohydrate diet that is thought to stimulate the effects of starvation by forcing the
body to use fat as a fuel source. The body metabolizes fat via lipolysis and the fatty acids undergo beta-oxidation into
ketone bodies that can be used as precursors to generate adenosine triphosphate (ATP). In a randomized controlled trial of
145 children with generalized or focal seizures, 38% of patients on the diet had a more than 50% reduction in seizure
frequency, compared with 6% of control subjects on an unmodified diet (Neal et al., 2008). The efficacy of the ketogenic
diet varies across epilepsy syndromes. However, it results in marked clinical improvement of motor and seizure symptoms
in patients with GLUT1 deficiency syndromes (caused by mutations in SLC2A1) (section Miscellaneous Genes)
(Brockmann, 2009). Given the impressive efficacy of the ketogenic diet in GLUT1-related disorders, accurate clinical
diagnosis is extremely important. Furthermore, the diet should be considered early in the treatment of Dravet syndrome and
is surprisingly effective in some acquired epilepsies such as lissencephaly and hypoxic-ischemic encephalopathy
(Thammongkol et al., 2012). Although the mechanisms by which the ketogenic diet ameliorates seizures are not fully
elucidated, work indicates that several factors may be at play, including disruption of glutamatergic synaptic transmission,
inhibition of glycolysis, and activation of ATP-sensitive potassium channels (Lutas & Yellen, 2013).

Quinidine, Phorbol-12-Myristate-13-Acetate, and Bryostatin

In vitro oocyte patch-clamp assays suggest that gain-of-function mutations in KCNT1 associated with ADNFLE and
epilepsy of infancy with migrating focal seizures (EIMFS) (section Potassium Channels) can be reduced, with variable
sensitivities, by the introduction of quinidine, a drug approved for the treatment of cardiac arrhythmias (Milligan et al.,
2014). Shortly after the publication of this finding, a child with EIMFS was treated with quinidine in a carefully monitored
clinical environment and showed reduced seizure activity and improved psychomotor development (Bearden et al., 2014).
In addition, studies indicate that KCNT1 is modulated after protein kinase C (PKC) activation. In vitro patch-clamping
experiments suggest that increased potassium currents caused by at least one EIMFS-causing mutation (P924L) can be
inhibited by PKC activators phorbol-12-myristate-13-acetate and Bryostatin-1 (Padilla et al., 2014).

Memantine

GRIN2A mutations cause epileptic encephalopathies (section N-Methyl-D-Aspartate Receptors). Functional analysis of one
particular GRIN2A mutation (L812M) illustrated that the mutation conferred increased intrinsic activity in response to
agonists and decreased response to negative modulators, thus inducing neuronal hyperexcitability and possibly excito-
toxicity. In vitro studies suggested that memantine, an NMDA receptor blocker, could reverse the effects of this mutation.
The proband was then treated with memantine and experience marked seizure reduction (Pierson et al., 2014).

Retigabine

Retigabine is a commercial antiepileptic drug that opens KCNQ/Kv7 channels. Oocyte-based patch-clamp studies
demonstrated that retigabine has the potential to reverse dominant negative effects of certain KCNQ2 and KCNQ3
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mutations associated with BFNE (section Potassium Channels) by increasing currents through the potassium channel
(Orhan et al., 2014). Retigabine may eventually serve as an individualized treatment option for these patients.

FUTURE STUDIES AND CONCLUSION

Genetic studies have led to great advances in understanding the neurobiology and molecular architecture of the epilepsies,
particularly in epilepsies that are strongly influenced by single mutations. With decreasing costs of NGS technologies and
our increasing ability to understand genetic variation, causative epilepsy genes will continue to be discovered. In vitro
models allow us to discriminate among pathogenic and nonpathogenic mutations and often give us insight into the
mechanism of pathogenicity associated with a mutation. It is critically important to conduct functional studies to distin-
guish epilepsy-causing mutations and polymorphisms that may be enriched in a specific population or ancestry.

The patch-clamping technique is often used to analyze the effect of mutations on currents through ion channels.
Multielectrode arrays (MEAs) are also becoming an increasingly popular electrophysiological technique. Whereas
patch-clamping examines currents at a single cell level, MEAs contain multiple electrodes and can be used to observe
network-level characteristics of neurons. Zebrafish (Danio rerio) have also been emerging as a promising model organism
for studying epilepsy (Hortopan, Dinday, & Baraban, 2010). Seizure-like neurophysiological responses can be evoked in
adult and larval zebrafish via genetic and pharmacological manipulations (Baraban, Dinday, & Hortopan, 2013). Because it
is inexpensive and sensitive to traditional antiepileptic drugs, this organism offers excellent opportunities to validate
molecular biomarkers of epilepsy and identify novel therapeutic options. The mouse (Mus musculus) is an extremely good
model organisms for human epilepsy. For example, Dnm1 was discovered as an epilepsy gene in mice before it was
identified as a human epilepsy gene. Clearly, mouse models can give us profound insight into epilepsy mechanisms.
Importantly, drugs that ameliorate epilepsy in mice are often effective in humans. When this chapter was written, it only
cost $5000 to model a single mutation using the CRISPR/Cas9 system; thus, it is realistic to envision testing an entire batch
of drugs on the mouse to determine a targeted therapy for the patient.

Interestingly, the same genes associated with epilepsy are being implicated in different neurological disorders. Perhaps
the strongest example of this is the overlapping genes in epileptic encephalopathies, autism spectrum disorder, and
intellectual disability. Intriguingly, the FMRP regulates a significant number of these genes. Thus, targeted treatments for a
gene in epilepsy may work for patients who have a different disorder but who have mutations in the same gene or pathway.
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INTRODUCTION

One challenge in the diagnosis and successful treatment of substance use disorder (SUD) is the field’s reliance on a
diagnostic system that is based primarily on behavioral symptomatology rather than on biological pathology. It will be
increasingly important for the next generation of clinical neuroscientists to understand the multiple biological processes
that underlie the etiology and pathogenesis of substance abuse. Indeed, extensive preclinical and clinical research
investigations have provided great insight into the cellular and molecular mechanisms that mediate addiction. However, the
field has struggled with translating the knowledge gained from these studies into effective therapeutic interventions.
Clearly, the manifestation of substance abuse results from a complex interaction between biological and environmental
factors. With advances in genomics, new biological questions can be addressed regarding the role of genetic susceptibility
in SUD. In this chapter, we will review the neurophysiological, cellular, and molecular mechanisms that mediate specific
behavioral symptoms in SUD. We will also consider genetic and epigenetic factors and their ability to modulate the
neurobiological processes that underlie substance abuse. In doing so, we will discuss how advances in our knowledge of
genetic mechanisms can inform understanding of SUD susceptibility, and the implications of such knowledge for the
successful treatment of SUD.

OVERVIEW OF SUBSTANCE USE DISORDER

SUD is a central nervous system disorder characterized by specific behaviors that lead to recurring and oftentimes
compulsive drug seeking. According to the International Classification of Diseases, 10th revision, addiction is a mixture of
physiological (sensitization, tolerance, and physical dependence), psychological (drug craving), and behavioral symptoms,
among which the overwhelming desire to take the drug is proposed to be a core symptom (WHO, 1992). Another important
symptom of addiction is the emergence of negative emotional states (irritability, anxiety, and dysphoria) that result from
drug inaccessibility (Koob & Nestler, 1997; Kreek & Koob, 1998). The Diagnostic and Statistical Manual of Mental
Disorders, Fifth Edition (APA, 2013), emphasizes that drug use leads to neuroadaptations that can be maintained through
periods of abstinence. These neuronal adaptions are thought to have a causal role in the development of SUD symptoms,
including drug craving, drug seeking, and the recurrent drug use that occurs despite adverse physical, psychological, or
social consequences of that drug use.

In discussing the neurobiological processes that mediate substance abuse, it is important to consider that SUD is
strongly associated with individual differences in genetic, epigenetic, and environmental factors. Many people engage in
the use of legal or illicit psychoactive substances. However, only a small percentage of these individuals (7.7% for alcohol
and almost 3% for illicit drugs) meet the diagnostic criteria for SUD (SAMHSA, 2009). The factors mediating this
susceptibility include differences in sensitivity to the rewarding effects of a drug as well as individual differences in how
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quickly a drug such as ethanol or nicotine is metabolized. Individual traits, such as high impulsivity, that are not directly
associated with drug sensitivity can also influence susceptibility (Ernst et al., 2006).

In the early stages of drug use, subjects remain in control of their drug taking and typically do not experience negative
social or legal consequences of drug taking. With repeated drug use, a strong association forms between the drug and
the drug-associated cues (paraphernalia) or contexts. These pairings can eventually lead to conditioning in which drug-
associated stimuli can induce craving and promote drug taking. Over time, increased episodes of drug intoxication can
begin to damage an individual’s health and lead to negative social consequences. In some instances, the experience
of negative physical, psychological, or social consequences can lead to termination of drug taking. However, highly
susceptible individuals will continue to engage in drug-taking behavior despite the negative or harmful consequences.

Repeated drug taking can also lead to the development of both tolerance and dependence. Tolerance results from
neurobiological and psychological habituation to the effects of a drug that occurs with frequent exposure. After tolerance to
the reinforcing effects of a drug, an individual will often take larger amounts of drug in an attempt to experience the desired
euphoric effects of the drug. Chronic drug use also induces neuroadaptations that can lead to a “withdrawal syndrome”
during periods of drug abstinence, manifested by somatic and psychological symptoms. Withdrawal-induced dysphoria
can evoke a strong desire to reengage in drug-taking behavior to relieve these negative emotional and somatic states.
Intermittent drug use (particularly psychostimulant use) can also lead to development of sensitization, defined as an
enhanced biological or physiological response over time to repeated drug use. As with tolerance, sensitization results from
neuroadaptations that occur with repeated drug exposure. Furthermore, tolerance and sensitization to specific effects of
drugs of abuse can occur at the same time, owing to specific neuroadaptations occurring in different neuronal circuits or
pathways. For instance, an individual may exhibit tolerance to the euphoric effects of cocaine while simultaneously
exhibiting a sensitized response to the detrimental cardiovascular effects, which can eventually lead to drug overdose and
death. The full manifestation of substance abuse is often characterized by the dominance of drug craving as well as a loss of
control over drug-taking activities. In this stage, the overpowering craving and the resulting drug seeking and drug taking
are prioritized over other behaviors, responsibilities, and obligations.

CIRCUITS AND PATHWAYS THAT MEDIATE SUBSTANCE ABUSE

Initial hypotheses concerning the potential brain processes that underlie substance abuse were largely based on studies
from the 1950s to 1970s that investigated the neural basis of reward processing. In the 1950s, Olds and Milner demon-
strated that rats would perform operant behavior to receive direct electrical stimulation (intracranial self-stimulation) of the
brain (Olds & Milner, 1954). Subsequent pharmacological experimenters suggested that dopamine was a critical neuro-
transmitter mediating the reinforcing effects of both intracranial stimulation and drugs of abuse (Fouriezos, Hansson, &
Wise, 1978; Wise, 1987). Specifically, early preclinical studies with stimulants demonstrated that lesions of the dopamine
system dramatically reduced cocaine and amphetamine taking in rat drug self-administration models (Roberts, Corcoran, &
Fibiger, 1977; Yokel & Wise, 1976).

Mesolimbic Dopamine System

The mesolimbic dopamine system consists of dopaminergic neurons in the ventral tegmental area (VTA) that send
projections to several brain regions including the nucleus accumbens (NAc), prefrontal cortex (PFC), extended amygdala,
and hippocampus (Fig. 38.1). Seminal preclinical microdialysis studies by Di Chiara and Imperato (1988) first demon-
strated that administration of nicotine, cocaine, or amphetamine led to increased dopamine levels, an effect which has also
been observed with several other drugs of abuse. Stimulants, including cocaine, amphetamine, and methamphetamine, act
on dopamine transporter (DAT) (in the NAc and elsewhere) to prevent dopamine reuptake or reverse the action of the DAT
and increase dopamine release into the synapse (reviewed in Sulzer, 2011). Nicotine, on the other hand, acts at nicotinic
acetylcholine receptors (nAChRs) located on multiple cellular populations in the VTA and the NAc to increase dopamine
release (Balfour, Wright, Benwell, & Birrell, 2000; Di Chiara & Imperato, 1988; Picciotto, Addy, Mineur, & Brunzell,
2008). In contrast to stimulating dopamine release directly, cannabinoids and opioids act at their respective target receptors
to decrease gamma aminobutyric acid-ergic (GABAergic) inhibition in the VTA, leading to disinhibition and oftentimes
allowing for greater or sustained dopamine release (Hyman, Malenka, & Nestler, 2006; Nestler, 1994). These preclinical
findings are also consistent with clinical positron emission tomography (PET) findings that have shown increased
dopamine activity in the striatum of human subjects after drug abuse exposure (Brody et al., 2009; Volkow et al., 1999).

Whereas dopamine clearly contributes to the initially intoxicating effects of drug use, a remaining question is whether
these dopaminergic effects contribute to the pathogenesis of substance abuse. Electrochemical studies, using high spatial
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and temporal resolution voltammetry techniques, have begun to highlight the dynamic and complex nature of dopamine
signaling, revealing dopamine responses to drug-associated cues and highlighting the role of this neurophysiological
response in drug-seeking behavior (Phillips, Stuber, Heien, Wightman, & Carelli, 2003; Stuber, Wightman, & Carelli,
2005). Clinical and preclinical studies have also highlighted a role for dopaminergic activity in the amygdala in
attributing salience to drug-associated contextual and discrete cues, thus mediating the ability of these drug-associated
cues to facilitate drug-seeking behavior (Childress et al., 1999; Shaham, Shalev, Lu, De Wit, & Stewart, 2003;
Yahyavi-Firouz-Abadi & See, 2009). In addition, preclinical and clinical studies have shown that dopamine activity in
the PFC mediates drug-induced and cue-induced drug-seeking behavior, specifically through regulation of inhibitory
control and working memory (McFarland & Kalivas, 2001; See, 2009; Sun & Rebec, 2005). Several different brain
structures send input into the VTA, including the PFC, NAc, laterodorsal tegmentum, and the caudal portion of the VTA
(known as the rostromedial tegmental nucleus (Bromberg-Martin, Matsumoto, & Hikosaka, 2010; Volkow & Baler,
2014), (Fig. 38.1)). Thus, studies have begun to elucidate the distinct and sometimes opposing roles of specific inputs to
the VTA in mediating rewarding, aversive, and drug-related behavior (Lammel et al., 2012; Solecki et al., 2013).

A major emphasis of SUD research has been on dopamine, whereas the VTA consists of multiple neuronal cell types
including dopaminergic (about 65%), inhibitory GABAergic (about 30%), and excitatory glutamatergic (about 5%)
neurons (Dobi, Margolis, Wang, Harvey, & Morales, 2010; Yamaguchi, Sheen, & Morales, 2007). Studies also suggest
that 30e60% of VTA neurons are capable of releasing glutamate (either alone or co-released with dopamine), forming a
parallel glutamatergic VTA to NAc pathway with a currently unclear functional role (Morales & Root, 2014). As will be
discussed in section Synaptic Plasticity, drug-induced glutamatergic synaptic plasticity within the mesolimbic system is
thought to underlie the neuroadaptations and behavioral changes associated with SUD. In contrast, activation of VTA
GABA neurons decreases dopamine neuronal firing in the VTA and is sufficient to induce aversive behavior (Tan et al.,
2012). Inhibition of VTA GABAergic neurons thus leads to a removal of inhibition (disinhibition) of dopamine neurons
(Bocklisch et al., 2013), which is a major neuronal mechanism through which opiates (Johnson & North, 1992a),
gamma-hydroxy butyric acid (Cruz et al., 2004), and cannabinoids exert their reinforcing effects (Oleson & Cheer, 2012).
Acetylcholine mechanisms are also known to mediate substance abuse, an effect most clearly defined for nicotine
dependence (ND). Nicotine acts at nAChRs (endogenously activated by acetylcholine) to induce neurophysiological and
behavioral effects that lead to ND (Picciotto et al., 2008). Emerging evidence has also demonstrated that alcohol, cocaine,
and heroin act through acetylcholine receptor mechanisms (particularly in the VTA) to regulate drug-taking and
drug-seeking behavior (Hendrickson, Zhao-Shea, & Tapper, 2009; Lof et al., 2007; Solecki et al., 2013; You, Wang,
Zitzman, & Wise, 2008; Zhou et al., 2007). In terms of noradrenaline, despite initial findings suggesting its role in positive
reinforcement (Stein, 1962), studies have revealed that noradrenaline release from neurons in the locus coeruleus into the
medial PFC is associated with salience attribution and can also modulate dopamine release in the NAc (Ventura, Morrone,
& Puglisi-Allegra, 2007). Indeed, current evidence suggests that noradrenaline transmission in the PFC is necessary for
attention and for attributing motivational salience to both reward-associated and aversion-associated stimuli (Feenstra,
2000; Ventura et al., 2007).
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FIGURE 38.1 Circuits and pathways mediating substance abuse. Dopamine neurons in the VTA send projections to and receive input from multiple loci
throughout the brain (Bromberg-Martin et al., 2010; Lammel et al., 2012). Findings have also begun to elucidate the role of the habenula in reward-related
behavior and in mediating the aversive components of drug exposure (Fowler et al., 2011). Ach, acetylcholine; Amyg, amygdala; Hipp, hippocampus; IPN,
interpeduncular nucleus; LDTg, laterodorsal tegmental nucleus; LHb, lateral habenula; MHb, medial habenula; NAc, nucleus accumbens; PFC, prefrontal
cortex; PPTg, pedunculopontine tegmental nucleus; RMTg, rostromedial tegmental nucleus; VTA, ventral tegmental area.
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Neurophysiological Mechanisms of Reward Learning: Role in Drug Seeking

A key component of substance abuse is drug craving that is precipitated by drug-associated cues. Facilitation of drug
taking by drug-associated cues is based on Pavlovian conditioning, in which an unconditioned stimulus (the drug of abuse)
is repeatedly paired with a conditioned stimulus (drug paraphernalia and other discrete cues), such that subsequent
exposure to those cues can elicit seeking behavior for the unconditioned stimulus. The relevance of Pavlovian conditioning
to substance dependence was first proposed by Wikler in 1948 and has since been characterized extensively in the
preclinical and clinical literature. In clinical research, cue reactivity serves as the metric for cue-induced craving and takes
into account both peripheral (heart rate and body temperature) and central nervous system responses (as determined by
craving rating scales) to drug-associated cues versus nonedrug associated cues (Drummond, 2000). Several pioneering
human PET studies and functional MRI studies revealed that several key dopaminergic brain regions (including the
striatum, prefrontal cortex, and amygdala) show increased activity in response to cues associated with cocaine (Childress
et al., 1999), alcohol (George et al., 2001), and opiates (Daglish et al., 2001). Extensive, robust preclinical studies in rat and
mouse models have also demonstrated a critical role of several dopamine regions, including the PFC (McLaughlin & See,
2003), NAc (Di Ciano, Robbins, & Everitt, 2008), and amygdala (Meil & See, 1996; See, 2005) in the ability of cues to
promote drug seeking and drug taking.

Much of the current understanding of the neurophysiological mechanisms that underlie cue-induced drug seeking has
come from findings in the learning field. Seminal experiments by Schultz and colleagues in macaque monkeys revealed
increased high-frequency (burst) firing of dopamine neurons that occurs in response to the presentation of either an
unexpected reward (unconditioned stimulus) or the presentation of a cue (conditioned stimulus) that predicts reward
availability (Schultz, 1998). These initial dopamine firing responses were later replicated in a rat model (Hyland, Reynolds,
Hay, Perk, & Miller, 2002), and similar effects have been observed for dopamine release at the level of the NAc, both for
natural rewards and for drugs of abuse (Day, Roitman, Wightman, & Carelli, 2007; Phillips et al., 2003). These findings
highlighted the dynamic nature of dopamine responses to rewards and reward-associated cues and served as the foundation
for the reward prediction error model of reward processing (Schultz, 1998).

In considering the neurophysiological pathology of substance abuse, it is also important to discuss the concept of
incentive salience, initially proposed by Robinson and Berridge (Robinson & Berridge, 1993), in which reward-associated
cues acquire incentive salience over time and become “wanted” or “desired” in and of themselves. In the incentive salience
model, the desire for the cue serves as a driving force that can facilitate subsequent drug taking. An example is cigarette
smokers who, over time, begin to crave the warm, burning sensation at the back of their throat that has become strongly
associated with cigarette smoking. In preclinical studies, the presentation of cues that have acquired incentive salience
leads to increased dopamine in the NAc core (Flagel et al., 2011), and that dopamine increase is necessary for the ability of
cues to promote reward-seeking behavior (Saunders & Robinson, 2012; Saunders, Yager, & Robinson, 2013). In addition,
optogenetics studies have shown that cell-specific activation of dopamine neurons that mimics dopamine firing patterns
observed in response to rewards and reward-associated cues is sufficient to evoke dopamine release in the NAc and
sufficient to promote reward-seeking behavior (Tsai et al., 2009). Thus a major emphasis for ongoing research is to identify
the processes that regulate cue-induced dopamine activity and alter drug-seeking and drug-taking behavior (Fowler, Lu,
Johnson, Marks, & Kenny, 2011; Lecca, Meye, & Mameli, 2014; Solecki et al., 2013).

In SUD, the transition from recreational drug use to harmful drug use and dependence is often accompanied by
compulsive drug-seeking and drug-taking behavior. Whereas activity in the NAc mediates both drug-taking and drug-
seeking behavior, current evidence suggests that activity in the dorsal striatum mediates the transition from recreational
to compulsive or habitual drug use (Belin & Everitt, 2008; Willuhn, Burgeno, Groblewski, & Phillips, 2014). Compulsive
drug seeking is also hypothesized to reflect the inability of executive, cortical systems to regulate behavior effectively in
these individuals. Indeed, the degree of cortical hypoactivity during abstinence is correlated with severity of cocaine
craving in cocaine-dependent human subjects (Goldstein & Volkow, 2011; Jasinska, Chen, Bonci, & Stein, 2015).
In addition, rescuing cocaine-induced PFC hypoactivity prevents compulsive cocaine seeking in rodents (Chen et al.,
2013). Such results suggest that substance abuse may be partially mediated by decreased PFC inhibitory control of drug
craving. Furthermore, the strengthening of inhibitory control may underlie the efficacy of cognitive behavioral therapy for
substance abuse (Beck, 2008). In addition, activity in the corticalestriatal pathways is strongly influenced by “bottom-up”
signaling from brain stem nuclei, which respond to salient environmental stimuli (Chandler, Waterhouse, & Gao, 2014;
Navailles, Guillem, Vouillac-Mendoza, & Ahmed, 2014). Thus, top-down and bottom-up processing, and drug-mediated
alterations in this processing, can powerfully modulate behaviors implicated in SUD.

Stress can also facilitate drug-seeking and drug-taking behavior in substance-abusing individuals, especially during
periods of drug abstinence or withdrawal. The neurocircuitry underlying stress-induced drug-seeking resembles the
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circuitry mediating the aversive characteristics of drug withdrawal. Specifically, inactivation of bed nucleus of stria
terminalis (BNST), the central amygdala, the NAc shell, or the VTA is sufficient to abolish stress-induced relapse to
cocaine seeking in animal models (McFarland, Davidge, Lapish, & Kalivas, 2004). Several studies have also highlighted
the role of stress-mediated processes (including corticotropin-releasing factor [CRF] activity, noradrenergic signaling, and
glucocorticoid activity), in drug relapse (Koob, 2015; Mantsch et al., 2014). Specifically, multiple studies have provided
evidence of noradrenergic inputs in the central amygdala and BNST, as well as CRF signaling within the central amygdala,
BNST, and VTA, as key mediators of stress-induced drug seeking (Erb, Salmaso, Rodaros, & Stewart, 2001; Smith &
Aston-Jones, 2008; Wang, You, Rice, & Wise, 2007).

Neurocircuitry Underlying Drug Withdrawal

Chronic drug use leads to both within-system and between-system neuroadaptations that have distinct functional
consequences. Within-system neuroadaptations (within the mesolimbic system) are characterized by dampened dopami-
nergic and serotoninergic neurotransmission (Koob, 1996; Rossetti, Melis, Carboni, & Gessa, 1992). These neurochemical
changes facilitate the emergence of motivational deficits, depressed mood, psychomotor retardation, decreased motivation
for natural rewards, and increased sensitivity to drugs of abuse (Barr & Phillips, 1999; Melis, Spiga, & Diana, 2005).
The concept of within-system neuroadaptation is strongly supported by human imaging studies demonstrating hypoactivity
in mesolimbic dopamine and cortical functioning during drug abstinence and withdrawal (Volkow, Fowler, & Wang,
2003). Furthermore, it has been proposed that within-system neuroadaptations alter reward system processing, which in
turn leads to an escalation of drug taking and an enhancement of compulsive drug-seeking during periods of abstinence
(Koob, 2015; Shaham & Hope, 2005). Chronic administration of all drugs of abuse also leads to hypothalamice
pituitaryeadrenal axis and extra-hypothalamic dysregulation, which can subsequently lead to increased noradrenaline
signaling, increased CRF activity, and increased corticosterone signaling during periods of drug abstinence (George et al.,
2007; Koob, 2008; Koob & Volkow, 2010). Functionally, these neuroadaptations result in the emergence of somatic
symptoms of withdrawal and negative affective states (eg, anxiety or irritability). Indeed, enhanced CRF signaling has been
observed in response to withdrawal from drugs of abuse (Sarnyai, Shaham, & Heinrichs, 2001). In contrast, administration
of a CRF1 receptor antagonist decreases the somatic signs of opiate withdrawal (Navarro-Zaragoza, Nunez, Laorden, &
Milanes, 2010) and attenuates anxiety-like behaviors induced by withdrawal from cocaine, nicotine, or alcohol (Basso,
Spina, Rivier, Vale, & Koob, 1999; Bruijnzeel, Small, Pasek, & Yamada, 2010; George et al., 2007; Sarnyai et al., 2001).
Interestingly, CRF-dependent regulation of motivational control is likely a consequence of convergence of within- and
between-system neuroadaptations.

CELLULAR AND MOLECULAR PATHOLOGY OF SUBSTANCE ABUSE

Synaptic Plasticity

Many of the behavioral symptoms associated with SUD are thought to result from the synaptic plasticity that occurs after
chronic drug exposure. Synaptic plasticity is broadly defined as an activity-dependent strengthening or weakening of
synapses over time (Kandel, Schwartz, & Jessel, 2000). Initial studies on the ability of drugs of abuse to alter synaptic
plasticity were based on previous investigations on the role of hippocampal synaptic plasticity in learning and memory.
Seminal findings from Bliss and Lomo in 1973 provided the first evidence for long-term potentiation (LTP) e defined as a
sustained increase in excitatory neuronal activity after a brief high-frequency stimulation (Kandel, Schwartz, & Jessel,
2000). Because of the extensive evidence for dopaminergic activity in drug-related behavior, researchers eventually began
to investigate whether exposure to drugs of abuse led to synaptic plasticity in the dopamine system. In seminal work,
Ungless and colleagues examined excitatory postsynaptic currents (EPSCs) in VTA dopamine neurons in brain slices from
mice that had previously received injections of saline or cocaine (Ungless, Whistler, Malenka, & Bonci, 2001). In light of
previous evidence for increased a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptor-mediated
contributions to EPSCs after LTP (Bonci & Malenka, 1999; Johnson & North, 1992b), the authors compared the ratio
of AMPA-mediated currents with N-methyl-D-aspartate (NMDA)-mediated currents as a metric of synaptic plasticity. They
found that a single exposure to cocaine was sufficient to induce LTP in VTA dopamine neurons (Ungless et al., 2001).
Importantly, their results revealed that in addition to cocaine-mediated blockade of DATs in the NAc, cocaine could also
enhance the activity of dopamine neurons at the level of the VTA. This VTA plasticity is not limited to cocaine, because
subsequent studies have revealed robust LTP in VTA dopamine neurons after exposure to other drugs of abuse including
nicotine, morphine, ethanol, and amphetamine (Bernier, Whitaker, & Morikawa, 2011; Mansvelder & McGehee, 2000;
Saal, Dong, Bonci, & Malenka, 2003).
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Initial evidence for NMDA glutamate receptor mechanisms mediating VTA plasticity facilitated subsequent
investigations into the role of glutamatergic and dopaminergic interactions in drug-induced synaptic plasticity. Ungless and
colleagues observed that cocaine-mediated plasticity in the VTA depended on NMDA receptors (Ungless et al., 2001).
Other studies revealed that nicotine-mediated LTP in VTA dopamine neurons resulted from the activation of specific
nicotinic receptors (a7-containing receptors) located on glutamate neurons in the VTA, and not the activation of nicotinic
receptors on the dopamine cells themselves (Mansvelder & McGehee, 2000). These glutamatergic and dopamine
interactions in the VTA also underlie drug-mediated increases in dopamine in the NAc, because blockade of VTA
glutamate receptors attenuates drug-induced increases in NAc dopamine (Schilstrom, Nomikos, Nisell, Hertel, &
Svensson, 1998). Behaviorally, VTA glutamate receptor mechanisms in preclinical rodent models also regulate drug taking
and drug-seeking behavior for several drugs of abuse including nicotine, heroin, cocaine, and morphine (Harris &
Aston-Jones, 2003; Harris, Wimmer, Byrne, & Aston-Jones, 2004; Liechti & Markou, 2007; Xi & Stein, 2002).

In addition to these acute effects, repeated cocaine exposure leads to the potentiation of synaptic strength in the VTA
(Borgland, Malenka, & Bonci, 2004). This chronic drug-induced synaptic plasticity can also persist after periods of
prolonged abstinence (Chen et al., 2008). Again, glutamatergic mechanisms in the VTA are thought to have a critical role
because glutamate receptor neuroadaptations in the VTA are associated with prolonged drug exposure, withdrawal, and
subsequent relapse to drug taking (Shaham & Hope, 2005). For instance, the cocaine-mediated neuroadaptations in the
VTA that are associated with prolonged cocaine use and withdrawal also facilitate cue-induced cocaine-seeking behavior
(Lu, Dempsey, Liu, Bossert, & Shaham, 2004; Lu et al., 2009; Mameli et al., 2009). Specifically, repeated cocaine
exposure and withdrawal induces synaptic plasticity in the NAc (Kourrich, Rothwell, Klug, & Thomas, 2007; Mameli
et al., 2009) that depends on cocaine-mediated plasticity in the VTA (Mameli et al., 2009), which again demonstrates the
critical role of the VTA-to-NAc pathway. It is also important to note that drug-induced synaptic plasticity in other
dopamine target regions, such as the PFC, mediates cue-induced drug seeking (Moussawi et al., 2011; Van den Oever et al.,
2008; Van den Oever, Spijker, Smit, & DeVries, 2010). Specifically, glutamatergic neurons projecting from the PFC to
both the VTA and the NAc can further modulate dopaminergic activity to modulate drug-taking and drug-seeking behavior.

Intracellular Signaling

Drug-induced increases in neurotransmitter release and synaptic activity are often mediated through activation or inhibition
of membrane-bound receptors that subsequently alter the activity of intracellular target proteins. Several neurotransmitter
receptors implicated in substance abuse (including dopamine receptors and specific types of glutamate, acetylcholine, and
GABA receptors) are associated with membrane-bound G-proteins. Activation of G-proteinecoupled receptors leads to
conformational changes that can activate adenylyl cyclase (Gs-coupled), phospholipase C (PLC) (Gq-coupled), or inhibit
adenylyl cyclase (Gi-coupled) to initiate a cascade of downstream processes within the cell (O’Connor & Adams, 2010).
As described in section Circuits and Pathways That Mediate Substance Abuse, dopamine levels in the NAc increase in
response to drugs of abuse (inducing euphoria) and in response to drug-associated cues and contexts (promoting craving,
drug-seeking, and relapse). These increases in NAc dopamine lead to activation of the low affinity D1 dopamine receptors
in the NAc (Fig. 38.2). These Gsecoupled D1 receptors activate adenylyl cyclase to modulate downstream intracellular
targets and subsequently alter gene expression, membrane stabilization, and synaptic plasticity. One well-characterized
drug-activated pathway in the NAc is adenylyl cyclase to the cyclic adenosine monophosphate (cAMP) pathway,
whose downstream targets include protein kinase A (PKA), dopamine- and cAMPeregulated phosphoprotein 32 (DARPP-
32), extracellular signal regulated kinase (ERK), and the transcription factor cAMP response element-binding protein
(CREB) (Fig. 38.2). Multiple types of drugs of abuse increase DARPP-32, ERK, and CREB activity in the striatum and
NAc (Greengard, Allen, & Nairn, 1999; Valjent et al., 2000). Functionally, drug-induced activation of PKA and its
downstream targets promotes several drug-related behaviors, including drug-induced locomotor stimulation and sensiti-
zation, as well as drug-seeking behavior (Borgkvist, Marcellino, Fuxe, Greengard, & Fisone, 2008; Fienberg et al., 1998).
In contrast inhibition of NAc PKA targets, such as ERK, attenuates the behavioral stimulating effects of drugs of abuse and
attenuates drug-seeking behavior (Fienberg et al., 1998; Valjent et al., 2000).

Drug-mediated stimulation of the D1 pathway also facilitates neuroadaptations by promoting genetic alterations within
the NAc. Specifically, drug-mediated increases in CREB activity leads to the increased transcription of multiple genes,
including the opioid peptides dynorphin and prodynorphin, as well as the immediately early genes fos and fosB (Nestler,
2013). CREB activation is suggested to induce tolerance by decreasing sensitivity to drugs of abuse, whereas inhibition of
CREB activity in the NAc is sufficient to increase drug-taking and drug-seeking behavior (Nestler, 2013). Indeed,
inhibiting CREB activity specifically in D1 expressing NAc neurons also enhances the psychostimulant effects of cocaine
and enhances cocaine-seeking behavior (Bilbao et al., 2014). In addition to drug-mediated activation of transcription
factors, investigations have revealed drug-induced epigenetic processes that mediate behavioral responses to drugs of
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abuse. Epigenetics is defined as a change in gene expression that occurs in the absence of alterations to the DNA sequence.
Multiple epigenetic processes including histone modification, DNA methylation, and micro-RNA mechanisms contribute
to the effects of drugs of abuse in the mesolimbic system (Schmidt, McGinty, West, & Sadri-Vakili, 2013). Several studies
have focused on histone modifications that either promote or prevent gene transcription. Histones exist in octamers and are
essential components of the chromatin structure. DNA wraps around histones, allowing for tight DNA packaging (Schmidt
et al., 2013). Histone acetylation by histone acetyl transferases (HATs) leads to conformational changes that make DNA
accessible for transcription, whereas histone deacetylation by histonedeacetylases (HDACs) deactivates histones and
prevents transcription (Nestler, 2013). Exposure to either cocaine or amphetamine has been shown to increase histone H4
acetylation in the NAc, thus promoting gene transcription (Kumar et al., 2005; Shen et al., 2008). In contrast, blocking the
effects of CREB-binding protein (an H4 HAT which normally interacts with CREB) attenuates the psychostimulant effects
of cocaine (Levine et al., 2005). In addition, direct NAc administration of an HDAC inhibitor (again promoting gene
transcription) is sufficient to enhance drug-seeking behavior (Kumar et al., 2005).

Many of these observed drug-mediated epigenetic alterations are transient and likely do not mediate the key behaviors
associated with prolonged drug use. Intracellular and epigenetic alterations maintained after prolonged drug abuse
exposure, in contrast, are more likely to underlie the behavioral symptoms of SUD. For instance, chronic cocaine exposure
is associated with increased H3 acetylation of the brain-derived neurotrophic factor (BDNF) promoter and is associated
with increased BDNF transcription and expression in the NAc and PFC (Kumar et al., 2005; Sadri-Vakili et al., 2010).
Furthermore, manipulating BDNF activity or histone acetylation in these brain regions alters the psychostimulant effects of
cocaine and also alters cocaine-seeking behavior (Kumar et al., 2005; Sadri-Vakili et al., 2010).

In chronic drug users, the ability of these intracellular and transcriptional processes to induce neuroadaptations likely
enhances behavioral responses to relapse triggers. Indeed, drug-mediated activation of NAc D1 pathway can induce
downstream neuroadaptations that further promote neuronal and behavioral responses to subsequent drug exposure
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FIGURE 38.2 Nucleus accumbens D1-mediated signaling in substance abuse. Exposure to drugs of abuse or to drug-associated cues enhances dopamine
levels (Di Chiara & Imperato, 1988; Phillips et al., 2003), which stimulates D1 receptors and leads to the activation of several intracellular targets,
including PKA, DARPP-32, ERK, and CREB (Fienberg et al., 1998; Greengard et al., 1999; Valjent et al., 2000). Drug- and cue-induced activation of D1
targets also mediates several behavioral effects of drugs of abuse (Edenberg & Foroud, 2006; Fienberg et al., 1998; Greengard et al., 1999) and leads to
gene transcript, structural, and synaptic neuroadaptations that mediate subsequent drug-taking and drug-seeking behavior (Nestler, 2013).
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(Fig. 38.2). Drug-mediated neuroadaptations in the dopamine system are also likely to enhance neuronal responses to drug-
associated stimuli, as the drug-associated cues also increase dopamine levels in the NAc to activate D1 receptors. In-
vestigations have revealed that exposure to drug-associated cues and contexts that promote drug relapse also leads to the
activation of PKA and PKA target proteins in the NAc, including ERK and the AMPA receptor (Edwards, Bachtell,
Guzman, Whisler, & Self, 2011; Ferrario et al., 2010; Schroeder et al., 2008). Although our discussion here has focused on
D1-mediated effects, other studies have revealed roles for several other intracellular signaling pathways. Within the NAc
PLC-mediated signaling through protein kinase C is suggested to underlie drug-mediated structural plasticity, whereby
exposure to drugs of abuse can increase the number of dendritic contacts (“spines”) and branches to further promote
synaptic plasticity (Robinson & Kolb, 2004). Indeed, the structural changes associated with drug abuse exposure are
strongly correlated with drug-mediated behavioral plasticity, as reflected in behavioral sensitization (Robinson & Kolb,
2004). Outside the NAc, BDNF-mediated activation in the PFC (Whitfield, Shi, Sun, & McGinty, 2011) and NMDA
receptoremediated activation of the ERK pathway in the amygdala (Lu et al., 2005) have been demonstrated to regulate
cue-induced drug-seeking behavior for multiple drugs of abuse. Importantly, the interactions between these pathways can
further modulate NAc activity, as the PFC and amygdala send glutamatergic input to the NAc (Fig. 38.1).

Although cellular and molecular studies have provided important insight into the mechanisms underlying responses
to drugs of abuse, most are inherently limited in scope, because they typically focus on one target at a time. However,
advances in genetic sampling techniques such as the use of microarrays, have allowed for broader, more high-throughput
examinations of the gene products involved in substance abuse. One challenge for the field has been to determine
whether the identified changes in gene expression (in animal and human studies) lead to functional changes in protein
levels that ultimately mediate synaptic plasticity, intracellular signaling, circuit-level activity, and changes in behavior.
To address this challenge, proteomic studies have been used to directly investigate drug-induced changes in protein
levels (Bantscheff, Lemeer, Savitski, & Kuster, 2012). Together, these gene expression and proteomic studies have
identified (and in many cases confirmed) specific genes and proteins involved in cellular and molecular responses to
drugs of abuse.

GENETIC FACTORS CONTRIBUTING TO SUBSTANCE USE DISORDER

In an effort to assess the overall genetic contribution to susceptibility to SUD, several family studies, twin studies, and
adoption studies have been performed (Agrawal & Lynskey, 2008; Uhl, Elmer, Labuda, & Pickens, 1995). These have
revealed that genetic factors account for about 50e60% of the variance in SUD, whereas environmental factors account for
the rest of the variance (Uhl et al., 2008). As further evidence for the genetic contributions to SUD susceptibility, traits that
are known risk factors for SUD, such as hyperactivity, low self-esteem, school problems, social withdrawal, and
neuroticism, have also been shown to be heritable (accounting for 34e61% of variance) (Siewert, Stallings, & Hewitt,
2004). In addition to genetic factors, several environmental factors are clearly associated with SUD. Specifically, stress is a
major risk factor for multiple forms of substance abuse, including alcoholism (Aseltine & Gore, 2000; Schmidt, Dufeu,
Kuhn, Smolka, & Rommelspacher, 2000). Indeed, some psychological theories of SUD postulate that drug use and abuse
are a form of self-medication in an attempt to cope with, and exert control over, stressors (Baker, Piper, McCarthy,
Majeskie, & Fiore, 2004; Leventhal & Cleary, 1980; Russell & Mehrabian, 1975). Susceptibility to SUD also varies across
age, and adolescents are most vulnerable to initiating drug use that may later develop into substance abuse. Ultimately,
however, similar to other common neuropsychiatric disorders, the etiology and pathophysiology of SUD reflect the
interaction of genetic and environmental factors. Indeed, among psychiatric disorders, the impact of geneeenvironment
interaction is most clear for SUD because substance abuse cannot occur without exposure to a drug of abuse.

Throughout the 1990s and early 2000s, efforts to identify specific risk genes for SUD relied on linkage analysis and
candidate gene studies. Candidate approaches were particularly popular given a host of genes with high biological
plausibility. Whereas these studies generally suffered from the considerable methodological vulnerabilities associated
with the method (chapter: Association Strategies), variations in alcohol-metabolizing enzymes have remained the subject
of considerable interest. ADH1B His48Arg and ALDH2 Lys487 polymorphisms have long been associated with risk of
alcoholism, and directly and predictably lead to alcohol-induced flushing through accumulation of acetaldehyde and
release of histamine (Radel & Goldman, 2001). ADH1B, ALDH2, and ADH4 influence alcohol consumption and have
been implicated as risk factors for developing alcohol abuse or dependence (Radel & Goldman, 2001; Thomasson et al.,
1994, 1991). In general however, more contemporary gene discovery approaches have turned to genome-wide associ-
ation (GWA) methods, with a particular focus on alcohol dependence (AD) and ND. GWA studies (GWAS) of nicotine
have been the most productive to date. These have tended to rely a composite categorization of ND as well its disag-
gregation into component parts, including, for example cigarettes smoked per day, smoking irritation, smoking quantity,
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and smoking heaviness (Wang, Yang, Ma, Payne, & Li, 2014). The most robust GWAS findings for ND have implicated
a cluster of three genes in strong linkage disequilibrium on chromosome 15q25 (Bierut et al., 2008; Sherva et al., 2008;
Weiss et al., 2008), encoding neuronal nAChR subunits, CHRNA5, CHRNA3, and CHRNB4. In these initial studies,
individuals carrying the putative coding risk allele, rs16969968, show an approximately 30% increased risk for ND,
reflected by increased likelihood to early onset of smoking, heaviness of smoking, and smoking-induced euphoria
(“pleasurable buzz”). Those with two copies of the risk allele are more than twice as likely to develop ND (Bierut et al.,
2008; Schroeder et al., 2008; Weiss et al., 2008).

Two subsequent genome-wide meta-analyses, including tens of thousands of samples, confirmed these findings and
further dissected the association signals within the region. Both (Liu et al., 2010; Saccone et al., 2010) found the strongest
association signal for smoking quantity (measured as cigarettes per day) mapping to the gene CHRNA5. Liu et al. (2010)
also found evidence for a separate association signal within an intron of the gene CHRNA3. As strong orthogonal support
for these findings, this locus has also been associated by GWAS with lung cancer, peripheral arterial disease, and chronic
obstructive pulmonary disease (Amos et al., 2008; Hung et al., 2008; Pillai et al., 2009; Thorgeirsson et al., 2008).
Moreover, subsequent GWAS provided further support for the CHRNA5/3/4 cluster as well as additional association
signals on chromosomes 19q13 and 8p11 (Thorgeirsson et al., 2010). These loci contain genes encoding nicotine-
metabolizing enzymes (CYP2A6 and CYP2B6) and nicotinic acetylcholine receptor subunits (CHRNB3 and CHRNA6).

GWAS findings with regard to the CHRNA5/3/4 cluster have been further illuminated by preclinical studies
demonstrating that genetic manipulation of the alpha5 nAChR dramatically alters nicotine taking in rodents. Genetic
deletion of the alpha5 nAChR subunit or downregulation of alpha5 receptors dramatically increases nicotine intake in
mice, which is consistent with the increased association with heavy smoking in humans carrying the alpha5 risk allele
(Bierut et al., 2008; Fowler & Kenny, 2014; Fowler et al., 2011). Specifically, rats and mice with genetically induced
alpha5 receptor deficits show maintained nicotine self-administration behavior across multiple nicotine doses, even those
that are normally aversive (Fowler et al., 2011). This increased nicotine intake is not the result of alterations in the
rewarding effects of nicotine, but rather a decreased sensitivity to the inhibitory effects of the high nicotine doses (Fowler
et al., 2011). Given this GWAS identified alpha5 target and the robust behavioral phenotype observed in preclinical
models, investigators have used cellular, molecular, and genetic tools to delineate the brain loci, circuits, and pathways
through which alpha5 mechanisms mediate susceptibility to ND. Whereas alpha5 receptor expression is relatively low in
the dopamine reward system, alpha5 receptors expression is high in the medial habenula (MHb) (Fowler et al., 2011).
Furthermore, experimental induction of an alpha5 deficit directly in the MHb is sufficient to increase nicotine intake,
similar to the effects observed in alpha5 knockout mouse. These groundbreaking findings have thus provided novel
understanding on the role of alpha5 receptors in the MHb to interpeduncular nucleus pathway in mediating aversive
responses to nicotine and susceptibility to nicotine dependence (Fig. 38.1).

To date, GWAS of alcohol dependence have been less revealing: Multiple studies have been reported in the literature
leveraging samples from large consortia, such as the Collaborative Studies of Genetics of Alcoholism, the Study of
Addiction: Genetics and Environment, and the Australian Twin Registry. Although several genes have been found to reach
genome-wide significance (Frank et al., 2012; Schumann et al., 2011; Treutlein et al., 2009), there has been no reliable
overlap between studies. Moreover, several moderately sized studies (>1000 probands) (Bierut et al., 2010; Edenberg
et al., 2010; Heath et al., 2011), including one of the largest GWAS of AD conducted to date (Heath et al., 2011), have
failed to identify SNPs with genome-wide significance.

As noted previously, difficulties in identifying replicable loci in GWAS of psychiatric disorders does not suggest that
common variants are unimportant. As noted (chapter: Association Strategies), sample size and associated power issues,
small individual effects of most risk alleles, and marked locus heterogeneity commonly contribute to these challenges.
Similarly, for SUD in general, additional complexities regarding the role of exposure in determining risk outcome likely
contribute as well. For AD it has been hypothesized that varying commonly used phenotypic measures, including quantity
and frequency of drinking, maximum drinks in 24 hours, frequency of heavy drinking, and frequency of intoxication, could
have a considerable impact on the study’s outcome, making replication particularly difficult (Morozova, Goldman,
Mackay, & Anholt, 2012).

Because of the challenges associated with genome-wide studies of common variants and the emergence of new
genomic technologies, there has been renewed interest in the study of rare variation in both alcohol and nicotine (Haller
et al., 2014; Wang et al., 2014; Xie et al., 2011; Zuo et al., 2013). As noted in chapter “Association Strategies”,
unbiased, genome-wide studies of low-frequency mutations (whether protective or risk alleles) are likely to require
sample sizes that equal or exceed those necessary for successful GWAS of common variants. Whereas effect sizes are
expected to be somewhat larger for rare mutations, the low allele frequency presents its own considerable power issues,
even when collapsing (burden) approaches are leveraged (chapter: Association Strategies). Thus it is likely that tens to
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hundreds of thousands of subjects will be required for genome-wide approaches to rare variant discovery. Certainly,
the contribution of de novo variation could change this calculus, as it has for autism and other neurodevelopmental
disorders, but there is scant evidence to date that new mutation has a substantial role in the overall genetic architecture
of SUD.

CONCLUSION

Understanding the genetic-, molecular-, and circuit-level neuroadaptations that mediate SUD in specific individuals can
provide a stronger foundation for addressing specific perturbations as an effective therapeutic strategy. Specifically, a
bottom-up investigative approach can provide invaluable insight into the neurobiological factors that mediate different
components of SUD for a particular substance. For example, numerous neurobiological investigations have effectively
used a reductionist approach to identify different genetic, cellular and molecular, circuit, and pathway-specific mechanisms
that underlie the effects of drugs of abuse. In ND, genetic studies in human populations, however, have provided an
opportunity to examine the role and functional consequences of identified genetic risk factors that enhance susceptibility to
specific SUDs. This ability to trace such effects from genetic susceptibility to behavioral symptomatology has provided an
unprecedented opportunity to understand the critical neurobiological processes that mediate increased susceptibility in
individuals carrying the a5 nAChR risk allele. Importantly, investigators are also seeking to identify genetic factors that
enhance susceptibility for other SUDs, including cocaine, alcohol, and opioid dependence. As the field moves forward, a
deeper understanding of the genetic factors and the processes through which these factors mediate the etiology and
pathogenesis of substance abuse will greatly enhance the development of more effective preventative and therapeutic
strategies.
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Chapter 39

Immunologic and Genetic Aspects
of Type 1 Narcolepsy

Louis Jacob, Hanna M. Ollila, Joshua Mahlios and Emmanuel Mignot
Stanford University Center for Narcolepsy, Palo Alto, CA, United States

INTRODUCTION TO THE CLINICAL CONDITION AND ITS PATHOPHYSIOLOGY

Narcolepsy was first described in the late 19th century (Gélineau, 1881; Schenck, Bassetti, Arnulf, & Mignot, 2007). In
1976, during the first international meeting on narcolepsy, a panel of experts put forth the first consensus definition of
narcolepsy, a disorder characterized by “excessive daytime sleepiness associated with cataplexy and other REM sleep
phenomena such as sleep paralysis and hypnagogic hallucinations” (Guilleminault, 1976; Kramer, 1977). To diagnose the
condition, a test, the Multiple Sleep Latency Test (MSLT) was recommended, with demonstration of at least two rapid
transitions from wake to REM sleep (so-called sleep-onset REM sleep periods [SOREMPs]) during four to five daytime
naps as a diagnostic for the condition. Cataplexy, a symptom characterized by episodic loss of muscle tone triggered by
emotions, is now considered the hallmark of narcolepsy, because it is rarely found in other conditions (Aldrich, 1996;
Anic-Labat et al., 1999; Guilleminault, Mignot, & Partinen, 1994).

A critical feature of narcolepsy is that it involves abnormal intrusions of REM sleep into wakefulness (“dissociated
REM sleep events”) in addition to daytime sleepiness, unlike other hypersomnias (see Table 39.1, from the Interna-
tional Classification of Sleep Disorders, Third Edition [ICSD3]). In this model, cataplexy is akin to REM sleep atonia,
in which muscle weakness can be triggered by emotions, typically laughing, joking, or anger. Sleep paralysis (paralysis
while awake, occurring when falling asleep or when emerging from REM sleep) and hypnagogic hallucinations
(dream-like hallucinations that occur at sleep onset) are two other known manifestations of dissociated REM sleep.
Although characterized as a hypersomnia, narcolepsy is better characterized as a dyssomnia, because if left alone,

TABLE 39.1 International Classification of Sleep Disorders (ICSD III): Definitions and Pathophysiology

Condition Diagnostic Criteria Pathophysiology

Type 1 narcolepsy Presence of cataplexy and positive MSLT, and/or
low cerebrospinal fluid hypocretin-1

Hypocretin deficiency; 97% HLA-DQB1*06:02

Type 2 narcolepsy Positive MSLT most often with no or unclear
cataplexy

Unknown, heterogeneous, about 16% hypocretin
deficiency; about 40% HLA-DQB1*0602

Secondary narcolepsy As previously, but owing to other conditions (eg,
neurological)

With or without hypocretin deficiency; various
disorders

Idiopathic hypersomnia No cataplexy, No SOREMPs during MSLT Unknown, likely heterogeneous

Abnormal Multiple Sleep Latency Test (MSLT): MSLT: sleep latency � 8 min, � 2 sleep-onset REM sleep periods (SOREMPs), including a nocturnal
SOREMP.
For details, see ICSD3. (2014). International classification of sleep disorders (3rd ed.). American Academy of Sleep Medicine.

Genomics, Circuits, and Pathways in Clinical Neuropsychiatry. http://dx.doi.org/10.1016/B978-0-12-800105-9.00039-1
Copyright © 2016 Elsevier Inc. All rights reserved.
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patients do not display large increases in sleep amounts. Rather, patients are unable to stay awake for long periods of
time, napping regularly and feeling refreshed. Similarly, these patients are often unable to stay asleep all night, because
sleep is disturbed by nightmares, active dreaming, insomnia, and sleep paralysis. In 2000, the cause of narcolepsy with
cataplexy was found to be a lack of hypocretin (orexin), a wake-promoting neuropeptide synthesized in the
hypothalamus.

Since its initial description, numerous population-based studies have been performed, seeking patients positive for
cataplexy by questionnaires, and confirming diagnoses by clinical and MSLT evaluations. Remarkably, with a few ex-
ceptions, all of these studies led to an adult prevalence of approximately 0.02e0.03% in multiple countries (Mignot, 1998),
and reports of onset in childhood, adolescence, or early adulthood. After the development of sleep medicine in the late 20th
and early 21st centuries, however, more and more clinicians used the MSLT, and it was recognized that the test has an
approximately 2e5% false-positive rate (Goldbart et al., 2014), notably in subjects who are sleep deprived or/and shift
workers, but it is also positive in some subjects with unexplained sleepiness without cataplexy and with or without
hypocretin deficiency.

To reflect this, the newest international classification of sleep disorders, the ICSD3 (2014) subdivides narcolepsy into
two subtypes, types 1 and 2 (Table 39.1). Type 1 narcolepsy is caused by a loss of hypocretin, a neuropeptide involved in
regulating wakefulness, appetite, and arousal (Mignot et al., 2002; Nishino, 2000; Peyron et al., 2000; Thannickal,
2000). In sleep clinics, almost all patients with type 1 narcolepsy display clear cataplexy. Type 2 narcolepsy, whose
physiopathology is unknown and likely heterogeneous, includes patients with abnormal sleep tests (ie, MSLT with
SOREMPs) but normal or unknown hypocretin levels and without or with atypical cataplexy (Pizza et al., 2013). Other
cases, which have short sleep latency during the MSLT or extended periods of sleep, are referred to as “idiopathic”
hypersomnia (Table 39.1).

When cataplexy or hypocretin deficiency is found, there is a tight genetic association with human leukocyte antigen
(HLA) class II allele DQB1*06:02 (Mignot et al., 2001). The association of HLA-DQB1*06:02 with narcolepsy is so
strong (97%) that it can be genotyped to support the diagnosis of type 1 narcolepsy: for example, before a lumbar puncture
for cerebrospinal fluid (CSF) hypocretin-1 evaluation. The main function of HLA alleles is to present foreign peptides from
pathogens to immune cells, and most diseases with a strong HLA association are autoimmune. The current pathophysi-
ological hypothesis is that HLA molecules may be presenting peptides that resemble hypocretin or other proteins in
hypocretin cells, causing the destruction of hypocretin neurons by the immune system. As described subsequently,
however, although circumstantial evidence is strong, the final proof, demonstration of autoantibodies or autoreactive
T cells, is still wanting.

Although there is hope that type 1 narcolepsy will eventually be prevented through immune monitoring and treated
when established using hypocretin agonists, current treatment is symptomatically based (Mignot, 2012; Nishino & Mignot,
1997). Because the main symptom is excessive daytime sleepiness, patients are generally treated with stimulants such as
amphetamine-like stimulants or modafinil. Although these treatments are effective and lead to a reduction in daytime
sleepiness, they have no effect on cataplexy or symptoms of abnormal REM sleep such as sleep paralysis, vivid dreaming,
and hypnagogic hallucinations. To treat these symptoms, antidepressants are used, typically dual-serotonin and adrenergic
reuptake inhibitors known to suppress REM sleep. In addition, gammahydroxybutyric acid (sodium oxybate) is also used
to treat disturbed nocturnal sleep, sleepiness, and cataplexy.

TYPE 1 NARCOLEPSY IS CAUSED BY A LOSS OF HYPOCRETIN NEURONS

Almost all patients carrying HLA-DQB1*06:02 and displaying cataplexy have undetectable or low hypocretin-1
levels in the CSF (hypocretin-1 � 110 pg/mL versus normal levels in healthy subjects � 200 pg/mL) (Kanbayashi
et al., 2002; Nishino, 2000; Ripley et al., 2001). Indeed, type 1 narcolepsy is caused by a loss of 70,000e90,000
hypocretin neurons, which corresponds to 90e95% of this neural population (Fig. 39.1) (Overeem, Black, & Lammers,
2008). The first link between narcolepsy and the hypocretin system came from dogs, which have been the historical
model of the disorder since 1973, when canine narcolepsy was first reported (Fig. 39.2) (Knecht, Oliver, Redding,
Selcer, & Johnson, 1973). Canine narcolepsy is similar to human narcolepsy. As in humans, cataplexy in dogs is
triggered by positive emotions, although in this species it is the presentation of food or playing. Unlike in humans, in
which the disease is generally sporadic and associated with HLA, several breeds transmit narcolepsy as an auto-
somal recessive trait with full penetrance. In 1999, positional cloning led to the identification of mutations in the
hypocretin receptor-2 as the cause of familial canine narcolepsy (Lin et al., 1999). Interestingly, in this presentation of
canine narcolepsy, the neurotransmitter hypocretin is functional and symptoms are caused by downstream mutation
resulting in defective hypocretin signaling. Shortly thereafter, the link between narcolepsy and hypocretin system was
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confirmed in a murine narcolepsy model by Chemelli et al. (1999) who developed a hypocretin-deficient knockout
mouse line. In contrast to dogs, narcolepsy in humans is not a fully penetrant genetic disease, and mutations in the
hypocretin system leading to narcolepsy have been characterized only in a single atypical early-onset case (Peyron
et al., 2000).

Hypocretin-producing neurons are found within the perifornical area of the posterior hypothalamus. Although their
localization is discrete, these neurons have widespread projections that include various intrahypothalamic nuclei, cortex,
brain stem, and limbic system, and of likely functional importance, monoaminergic nuclei (Beuckmann & Yanagisawa,
2002; Hungs et al., 2001; Taheri, Zeitzer, & Mignot, 2002). Hypocretin neurons synthesize hypocretin-1 and -2 (also
called orexin A and B), two homologous neuropeptides involved in the regulation of wakefulness, appetite, and arousal
(Peyron et al., 2000; Tsujino & Sakurai, 2009). First discovered as a hypothalamus-specific messenger RNA (mRNA)
transcript, the peptides were called hypocretin-1 and hypocretin-2, and were suggested to be derived from a single
preprohypocretin precursor (De Lecea et al., 1998). In parallel with this effort, Sakurai et al. (1998) used cell lines
expressing various orphan G proteinecoupled receptors (GPCR), screening tissue extracts for GPCR agonist activity in
an attempt to “de-orphanize” these receptors. Two peptides, which were baptized orexin A and B, were isolated as
agonists for the HFGAN72 GPCR cell line (hypocretin receptor 1 or orexin receptor OXR1). The name of these neu-
ropeptides was selected using the Greek root orexis (“appetite”) to reflect the finding that central administration

FIGURE 39.1 The cause of narcolepsy involves hypocretin neurons loss, as demonstrated using in situ hybridization. Preprohypocretin mRNA
molecules are detected in the hypothalamus of a control (B) but not a narcolepsy (A) subject. Insert shows exemplar high magnification of
preprohypocretin-positive neuron. f, fornix; 3rdV, third ventricle. With modifications, from Peyron, C., Faraco, J., Rogers, W., Ripley, B., Overeem, S.,
Charnay, Y.,.Mignot, E. (2000). A mutation in a case of early onset narcolepsy and a generalized absence of hypocretin peptides in human narcoleptic
brains. Nature Medicine, 6(9), 991e997. http://dx.doi.org/10.1038/79690.

FIGURE 39.2 Narcoleptic Doberman Pinschers displaying cataplexy. Note that eyes are open. During cataplexy, subjects are awake but paralyzed.
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increases appetite, an effect that is now considered minor. Another receptor binding these ligands and sharing homology
with HFGAN72/OXR1 was also identified and called hypocretin receptor-2 or orexin receptor 2 (OXR2). Hypocretin
receptor-1 selectively binds hypocretin-1 whereas hypocretin receptor-2 (OXR2) binds both hypocretin-1 and -2 with
similar affinity (Sakurai et al., 1998). The binding of these neuropeptides to their receptors leads most often to an
activation of a Gq protein, the opening of Ca2þ channels, and finally activation of targeted neurons. It is hypothesized
that a loss of hypocretin neurons caused decreased activation of multiple target areas, including wake-active mono-
aminergic systems resulting in narcolepsy.

GENETIC ASSOCIATION OF NARCOLEPSY WITH THE HUMAN LEUKOCYTE ANTIGEN

HLA genes encompass a large family of polymorphic genes that are spread over several megabases of human chro-
mosome 6. There are three different classes of HLA genes (I, II, and III). These genes were initially discovered by Jean
Dausset in 1958 as transplantation antigens or major histocompatibility complex proteins essential to the compatibility of
recipients to organ donors (Richmond, 2009). Later studies, notably performed by Hugh Mac Devitt (2000) at Stanford,
showed these genes to be fundamental to explain genetic diversity of immune responses (“immune response genes”).
Indeed, a large portion of interindividual variation in the response to small peptide antigens or epitopes depends on each
subject’s individual HLA and the corresponding ability to bind specific epitopes for presentation to the rest of the
immune system, which can then mount a T-cell and B-cell (antibody) response. The great diversity of HLA subtypes
allows individual immune responses to be more diverse, thus better protecting the population at large against infections.
The HLA region is one of the few regions of the genome in which clear evidence of natural selection can be demon-
strated. It is likely that HLA polymorphisms are involved in hundreds of known and unknown diseases, infectious and
autoimmune.

The first report of an association between narcolepsy and HLA came from Japan in 1983 (Honda, 1988), after the
launch of a global program focusing on potential associations between HLA and orphan disorders. In this first report,
narcolepsy was found to be weakly associated with the HLA class I gene Bw35. One year later, pursuing this finding, a
stronger association was discovered, with 100% of Japanese patients with narcolepsy being HLA-DR2 and DQ1 positive
against 25% of control subjects (Juji, Satake, Honda, & Doi, 1984). This finding was rapidly confirmed in Europe (Billiard
et al., 1985; Marcadet et al., 1985; Mueller-Eckhardt et al., 1986; Roth et al., 1988) and North America (Poirier,
Montplaisir, Décary, Momège, & Lebrun, 1986), and the Stanford group found rare DR2-negative patients, which created
controversy (Guilleminault & Grumet, 1986). Since then, HLA DR and DQ typing has moved from serological to
molecular-based typing. Both DR and DQ molecules were found to be a/b heterodimers encoded by DRA/DRB genes and
DQA1/DQB1 genes, respectively. As a consequence, additional molecular subtypes that were not detected using antisera
were discovered, and the DR2 and DQ1 subtypes associated with narcolepsy were further characterized as DR15 and DQ6
subtypes, and finally as DRA-DRB1*15:01 and DQA1*01:02-DQB1*06:02 (whereas DRa is essentially monomorphic,
both DQ genes are polymorphic and located a few kilobases apart, encoding the DQ602 heterodimer in this haplotype). In
both Japanese and Caucasian populations, however, linkage disequilibrium between the DR and DQ genes is so strong (the
genes are approximately 50 kb apart) that it was impossible to tell whether DRA-DRB1*15:01 or DQA1*01:02-
DQB1*06:02, or both, were involved in the association.

The next breakthrough came from studying African American individuals; many patients with narcolepsy in this ethnic
group were found to be HLA-DR2 negative but DQ1 positive. In 1992, it was found that these patients were all positive for
HLA-DQB1*06:02, an allele associated with DRB1*15:01, DRB1*15:03, DRB1*11:01, and other subtypes (Matsuki et al.,
1992; Mignot et al., 1997; Neely, Rosenberg, Spire, Antel, & Arnason, 1987; Rogers, Meehan, Guilleminault, Grumet, &
Mignot, 1997). All patients were also positive for HLA-DQA1*01:02, the alpha chain partner gene proximal to
DQB1*06:02 (Mignot et al., 1997, 1994). Further trans-ethnic fine-mapping studies showed that the association with
narcolepsy rapidly decreased on both sides of the HLA-DQ locus. Therefore, it became obvious that the previous link
between narcolepsy and HLA-DR2 was secondary because this gene is geographically close to the HLA-DQ locus. It is
also unlikely that other HLA genes within the DQA1 and DQB1 segment are involved in the development of narcolepsy,
because this region has been sequenced and no other genes were found (Ellis et al., 1997).

As mentioned previously, HLA-DQB1*06:02 is found almost exclusively with HLA-DQA1*01:02 within a single
genomic segment of the HLA complex in both control subjects and patients with narcolepsy (Mignot et al., 1994).
Indeed, DQA1 and DQB1 products heterodimerize to form the functional, peptide binding HLA-DQ a/b heterodimer.
This nonrandom association of DQA1*01:02 and DQB1*06:02 in cis on the same haplotype has been selected
by evolution, because not all DQA1- and DQB1-encoded alleles can form stable heterodimers. Interesting, subjects
carrying HLA-DQA1*01:02 but not HLA-DQB1*06:02: for example, HLA-DQA1*01:02-DQB1*06:04 and
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HLA-DQA1*01:02-DQB1*06:09 (in Caucasian people) or HLA-DQA1*01:02-DQB1*06:01 (in Southern Chinese
people) are not more prone to develop narcolepsy (Mignot et al., 1997). Conversely, subjects with HLA-DQB1*06:02
but without HLA-DQA1*01:02 (for example, HLA-DQA1*01:04-DQB1*06:02 or HLA-DQA1*01:03-DQB1*06:02) are
rarely observed in control subjects, notably African American individuals but not in narcoleptic populations (Mignot
et al., 1997). Therefore, it is likely that both DQA1*01:02 and DQB1*06:02 alleles are required to predispose in-
dividuals to narcolepsy. This hypothesis makes sense because both DQa and DQb are needed to form the functional
DQ0602 heterodimer and polymorphisms on both molecules contribute to peptide binding and thus antigen
presentation.

Further genetic investigations on African American and Caucasian American groups showed that subjects who were
homozygous for HLA-DQB1*06:02 were approximately twice as susceptible to developing narcolepsy as compared to
heterozygous individuals (Han, Lin, Li, Aran, et al., 2012; Han, Lin, Li, Dong, et al., 2012; Pelin, Guilleminault, Risch,
Grumet, & Mignot, 1998). HLA-DQB1*06:02 dosage therefore influences narcolepsy risk, which is in contrast to some
alleles such as DQA1*01:01, DQB1*01:03, DQB1*05:01, DQB1*06:01, and DQB1*06:03 (belonging to the DQ1 group),
which confer protection against narcolepsy (Hohjoh et al., 2001; Hong et al., 2007; Hor et al., 2010), an effect we believed
to be the result of “allele competition.” Indeed, as mentioned earlier, not all DQa and DQb alleles are compatible with each
other and can form stable heterodimers, as reflected by the selection of specific DQA1-DQB1 haplotypes. DQ subtypes are
broadly separated into DQ1 subtypes, including DQa alleles encoded by DQA1*01 and DQb alleles encoded by DQB1*05
and 06 subtypes and non-DQ1 subtypes (DQ2, 3, and 4). Whereas DQ1 alleles are compatible with each other, they cannot
heterodimerize with non-DQ1 subtypes (Miyadera, Ohashi, Lernmark, Kitamura, & Tokunaga, 2014). We hypothesize that
in the presence of other DQ1 alleles, DQB1*06:02 is in competition with DQa alleles other than DQA1*01:02, whereas
the reverse is true with DQA1*06:02, which may be in competition with DQb alleles other than DQB1*06:02. Although
hypothetical, the allele competition explains well why other DQ1 alleles may be protective against narcolepsy when
located in trans of DQB1*01:02eDQB1*06:02, with the various combinations with approximately the expected odds
ratios (ORs) (Fig. 39.3) (Han, Lin, Li, Aran, et al., 2012; Han, Lin, Li, Dong, et al., 2012; Ollila, Fernandez-Vina, &
Mignot, 2014).

More surprisingly, multiple studies have found that DQA1*0102eDQB1*06:02/DQB1*03:01 is also associated with
increased risk compared with the reference DQA1*0102-DQB1*06:02/other combination (Han, Lin, Li, Aran, et al.,
2012; Han, Lin, Li, Dong, et al., 2012; Hong et al., 2007; Mignot et al., 2001; Ollila et al., 2014). This last result is hard
to explain because DQB1*03:01 is found in the context of multiple DQa-associated alleles (DQA1*03:01,
DQA1*03:02, DQA1*05:05, and DQA1*06:01), which suggests that the effect is not mediated via DQa/b heterodimers
(furthermore, DQB1*03:01 cannot heterodimerize with DQA1*01:02; see previous discussion). Disequilibrium tests
were used to confirm this effect (Thomsom & Dorman, 2006). This statistical approach is interesting because in patients
who are DQ0602 positive, it removes the alleles that are located together with DQ0602. Although this additional
effect is still poorly understood, studies have shown that DQB1*03:01 reduces the age of onset in patients who are
DQ0602 positive, which explains why the association is stronger in subjects displaying early-onset narcolepsy
(Han et al., 2013).

Hypocretin cell

autoantigen

Relative Risk 1.0 (ref.) Relative Risk 0.5Relative Risk 2.0

HLA-DQA1*01:02-DQB1*06:02 HLA-DQA1*01:02-DQB1*06:02 HLA-DQA1*01:02-DQB1*06:02

HLA-DQA1*01 not 01:02-DQB1*not 06:02HLA-DQA1*01:02-DQB1*06:02 HLA-DQA1*other-DQB1*other

FIGURE 39.3 HLA-DQ effects in narcolepsy are explained by allele competition. Ninety-seven percent of patients with narcolepsy-cataplexy are
HLA-DQB1*06:02 positive. Therefore, this allele is almost a prerequisite for developing the disorder. HLA-DQB1*06:02 dosage effects: DQB1*06:02
homozygotes have about twice higher risk of developing the disorder, whereas DQB1*06:02 heterozygotes that have other DQ1 alleles in trans have an
approximately twice lower risk (Han, Lin, Li, Aran, et al., 2012; Han, Lin, Li, Dong, et al., 2012; Hong et al., 2007; Ollila et al., 2014; Pelin et al., 1998).
We hypothesize that this is the result of allele competition (see text). With modifications, from Mignot, E. J. M. (2014). History of narcolepsy at Stanford
University. Immunologic Research, 58(2e3), 315e339. http://dx.doi.org/10.1007/s12026-014-8513-4.
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Other genes located within the extended HLA locus are also associated with narcolepsy and add further complexity
(Fig. 39.4). Matching control subjects and patients with narcolepsy one to one for HLAeDQ, we found that
HLA-DPB1*04:02 protects (OR, 0.5), whereas DPB1*05:01 (OR, 1.5) predisposes to narcolepsy (Nishida et al., 2014;
Ollila et al., 2014). HLA class IIeindependent associations were also seen in the HLA class I region with HLA-A*11:01
(OR, 1.3), HLA-B*35:03 (OR, 2.0), and HLA-B*51:01 (OR, 1.5) increasing predisposition. These complex associations are
similar to those reported in other autoimmune diseases such as type I diabetes, in which there is a strong association with
HLA-DR and DQ and other smaller associations with HLA-DP and class I HLA genes (Varney et al., 2010).

Although narcolepsy is strongly associated with HLA, HLA typing remains of limited interest in clinical practice.
Indeed, the DQB1*06:02 association is high (97%) only in subjects displaying narcolepsy with hypocretin deficiency, and
most of these patients have clear cataplexy, a symptom highly specific to the disorder. In these patients, the diagnosis can
typically be made on clinical grounds alone. Furthermore, HLA-DQB1*06:02 is not specific to narcolepsy and large
numbers of control subjects are also positive for this allele (12% in Japanese, 25% in Caucasians and Chinese, and 38% in
African American people). Finally, few patients with narcolepsy who have hypocretin deficiency (2e3%) are
HLA-DQB1*06:02 negative, and half of these patients carry DPB1*09:01 (Han et al., 2014). Finally, it is unclear whether
type 1 or type 2 narcolepsy needs to be treated differentially, although it is the opinion of the authors that having a
definitive unambiguous answer regarding the cause of the symptoms allows for more aggressive management. In this
context, a potential indication of HLA typing may be in difficult cases, notably before a lumbar puncture assessing CSF
hypocretin-1 levels is ordered.

NONeHUMAN LEUKOCYTE ANTIGEN GENES ARE ALSO ASSOCIATED
WITH NARCOLEPSY

Polymorphisms in genetic regions other than HLA are involved in narcolepsy. Indeed, familial risk is increased in
first-degree relatives (10-fold in Japanese people and 20- to 40-fold in Caucasian people, approximately 1% of first-degree
relatives), and this increase cannot be explained by the sharing of HLA subtypes alone (two- to three-fold increased risk)
(Mignot, 1998). Additional data have shown that the disease severity is also modified by a polymorphism in the catechol-
O-methyltransferase gene, whose product is involved in the degradation of catecholamines (Dauvilliers et al., 2002;
Dauvilliers, Neidhart, Lecendreux, Billiard, & Tafti, 2001). Interestingly, these families also show milder forms of nar-
colepsy, which do not have cataplexy but are HLA positive and a positive MSLT in 2e4% of first-degree relatives, which
suggests the existence of a disease spectrum (CSF hypocretin has never been evaluated in these patients) (Mignot, 1998).
The possibility that milder forms of HLA-associated hypocretin deficiency exist at higher frequency is also supported by a
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FIGURE 39.4 Effects of HLA loci other than HLA-DQ. HLA loci other than DQ also influence narcolepsy, notably HLA class II genes DPB1*04:02
(protective) and DPB1*05:01 (predisposing). In addition, effects of specific HLA class I gene alleles are also evident. HLA class I genes present peptides
to TCRs located on CD8þ cytotoxic T cells, or may interact with natural killer cells, which suggests involvement of these cells in the pathophysiology of
narcolepsy. Data derived from Ollila, H. M., Ravel, J.-M., Han, F., & Mignot, E. (2015). Novel genetic loci in HLA-DPB1 and HLA- class I region confer
risk and protection for narcolepsy. American Journal of Human Genetics, 96(1), 136e146.
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single epidemiological study in which repeated MSLT testing was performed in a cohort of about 1500 “healthy subjects”
and one subject with cataplexy and two without were identified (Goldbart et al., 2014). In sleep clinics, however, most
patients with positive MSLTs are HLA negative, which suggests that they represent a false-positive test. Repeating the
MSLT and requiring two positive results after documenting sufficient sleep before testing may be helpful, because suc-
cessful retesting of positive MSLTs in the general population (Goldbart et al., 2014) and in narcolepsy without cataplexy in
sleep clinics is poor (k < 0.3) (Trotti, Staab, & Rye, 2013).

Involvement of other genes and the existence of genetic heterogeneity in narcolepsy have also been suggested by the
observation of rare HLA-DQB1*06:02enegative families. These patients rarely display low levels of CSF hypocretin-1,
nor do they carry mutations in hypocretin or hypocretin receptor genes. In one family, in which subjects were
DQB1*06:02 negative and displayed low CSF hypocretin levels, a mutation in myelin oligodendrocyte glycoprotein
(MOG) gene was found (Hor et al., 2011). Unfortunately, mutations in MOG were not found in any other patients with
DQB1*06:02 displaying low levels of CSF hypocretin-1, and whole-exome sequencing revealed no additional gene (Han
et al., 2014). Interestingly, however, one patient carried a likely pathogenic dominant mutation in the preprohypocretin
gene. This case had a very early onset, at age 6 months, with clear cataplexy and without positivity for HLA-predisposing
genes (Peyron et al., 2000).

Progress in the analysis of the human genome, notably through genome-wide association studies (GWAS), has led to
the discovery of other genes associated with complex diseases with genetic components such as type 1 narcolepsy
(Faraco et al., 2013; Hallmayer et al., 2009; Han et al., 2013; Hor et al., 2010; Kornum et al., 2011; Miyagawa et al.,
2008). Studies including a large number of Caucasians and Asians patients and control subjects found that narcolepsy
was associated with polymorphisms in the T-cell receptor (TCR) a (Hallmayer et al., 2009) and b loci (Han et al., 2013).
Because these two genes encode for the TCR a/b heterodimer, a receptor present on T cells that recognizes peptides
presented by HLA molecules, the results support the growing body of circumstantial evidence to the autoimmune
hypothesis.

GWAS studies were next extended in larger and larger samples that included more diverse ethnic groups (African
Americans, Chinese, and Japanese people) (Faraco et al., 2013; Han et al., 2013; Kornum et al., 2011). Additional
polymorphisms known to be involved in other autoimmune diseases were found to be significantly associated with nar-
colepsy, including OX40L (also known as the TNFSF4, a co-stimulatory receptor involved in the activation of CD4þ

T cells), cathepsin H (an enzyme known to be associated with type 1 diabetes and involved in processing of antigens before
their membranous presentation), ZNF365 (a transcription factor linked with inflammatory bowel disease [IBD]), and
IL10RB-IFNAR1, another region associated with IBD and other autoimmune disorders (Faraco et al., 2013; Han et al.,
2013; Kornum et al., 2011).

Another interesting finding was the discovery of an association between narcolepsy and the PPAN-P2RY11-EIF3G
gene region, a 10-kb telomeric of the DNA methylase gene 1 (DNMT1) gene (Kornum et al., 2011). The strongest signal
was seen with P2RY11, a gene that encodes for an adenosine triphosphate receptor that has a role in chemotaxis and
immune cell survival (Bours, Swennen, Di Virgilio, Cronstein, & Dagnelie 2006; Di Virgilio, Boeynaems, & Robson
2009). Interestingly, in a parallel study, exome sequencing was conducted in a rare syndrome that includes narcolepsy as
one of its core components, autosomal dominant cerebellar ataxia, deafness, and narcolepsy (ADCA-DN) leading to the
identification of three mutations (A570V, G605V, and V606F) in exon 21 of the DNMT1 gene (Winkelmann et al., 2012,
p. 1). Although these signals were initially thought to be connected, later studies found that the association signal seen in
type 1 narcoleptic patients was in the P2RY11-EIF3G region and not within the DNMT1 gene (Kornum et al., 2014).
It remains possible that regulatory elements located within the P2RY11-EIF3G region regulate DNMT1, or that these
pathologies are not directly connected pathophysiologically.

In addition to the genetic associations found here, Miyagawa et al. (2008) reported that a polymorphism, rs5770917,
located between the CPT1B and CHKB genes (two genes involved in the regulation of cholinergic metabolism and
beta-chain fatty acid oxidation, respectively) was also associated with narcolepsy. Interestingly, the same polymorphism
has been found to be associated with “essential hypersomnia syndrome,” an intermediate form of narcolepsy characterized
by sleepiness but no cataplexy (Miyagawa et al., 2008). Even if rs5770917 replicated weakly in Korean people (Miyagawa
et al., 2008), the association has not been confirmed in Chinese or Caucasian narcoleptic subjects, which suggests that it
may be a false positive or that differences in associations reflect differences in disease definition or populations (Hallmayer
et al., 2009; Han, Lin, Li, Aran, et al., 2012; Han, Lin, Li, Dong, et al., 2012).

As typically observed when susceptibility genes are identified through GWAS, effect sizes of individual SNPs are small
compared with the effects of HLA alleles such as DQB1*06:02. However, the association of DQB1*06:02 with narcolepsy
is unusually strong compared with other autoimmune diseases. In addition, none of the other GWAS performed with
autoimmune disorders found associations with the TCR locus.
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NARCOLEPSY IN ASSOCIATION WITH OTHER SYNDROMIC GENETIC DISORDERS

Excessive daytime sleepiness, the onset of REM sleep, or cataplexy has been reported in several genetic disorders such as
ADCA-DN, MIM 604,121, and DNMT1 mutations (Winkelmann et al., 2012, p. 1), Moebius syndrome (MIM 157,900,
heterogenous disorder) (Krämer, Goldammer, & Sindern, 2014; Parkes, 1999; Tyagi & Harrington, 2003), CoffineLowry
syndrome (MIM 303,600, RSK2 mutations) (Nelson & Hahn, 2003), NiemannePick type C1 (MIM 257,219, NPC1)
(Oyama et al., 2006; Pedroso et al., 2012; Vankova et al., 2003), Norrie disease (MIM 310,600, Xp11.4-p11.23 deletions
including NDP and MAO genes when cataplexy is present) (Parkes, 1999; Smit, Lammers, & Catsman-Berrevoets, 2006;
Vossler, Wyler, Wilkus, Gardner-Walker, & Vlcek, 1996), myotonic dystrophy (MIM 160,900 and 6,022,668, MD1)
(Martínez-Rodríguez et al., 2003) and PradereWilli (MIM 176,270, caused by 15q11.2 deletions including paternal copies
of imprinted small nuclear ribonucleoprotein polypeptide N [SNRPN] and nectin [NDN] genes) (Mignot et al., 2002;
Parkes, 1999). Patients displaying these genetic syndromes may be either HLA-DQB1*06:02 positive or negative and
usually have normal or intermediate CSF hypocretin-1 levels (110e200 pg/mL, or >200 pg/mL) (Mignot et al., 2002).
Because a better understanding of these symptoms in the context of these disorders could be informative to narcolepsy and
REM sleep regulation, these disorders are briefly discussed next.

Cataplexy is atypical in CoffineLowry syndrome, a disorder characterized by mental retardation, tonicoclonic seizures,
and cognitive impairment. In this genetic disorder, symptoms that resemble cataplexy are more likely atonic seizures,
because events can include tonicoclonic manifestations and are typically triggered by surprise such as a sudden noises
rather than laughter (Nelson & Hahn, 2003).

ADCA-DN, a disorder briefly mentioned earlier, was first described by Melberg et al., in 2001 (Melberg et al., 2001).
ADCA-DN is a neurodegenerative disease characterized by late onset (aged 30e40 years) ataxia, deafness, and
narcolepsy-cataplexy linked with intermediary or low hypocretin-1 levels in CSF. Interestingly, although narcolepsy is
one of the first clinical symptoms, CSF hypocretin-1 levels remain intermediary (110e200 pg/mL) and become low
(110 pg/mL) to undetectable only at later stages of the disease (Melberg et al., 2001; Moghadam et al., 2014;
Winkelmann et al., 2012). Another early symptom is deafness followed by cerebellar ataxia, ocular nerve atrophy, and
neurodegeneration, leading to death 5e10 years later. In 2012, it was found that the disorder was caused by mutations in
exon 21 of DNMT1, in a regulatory region of the protein. This disorder is close to hereditary sensory and autonomic
neuropathy type 2 (MIM 614,116, HSAN2), a similar disease also characterized by peripheral neuropathy and in which
mutations of exon 20 are involved (Moghadam et al., 2014).

Mobius syndrome is associated with brain-stem anomalies involving the sixth and seventh cranial nerves. This leads to
congenital facial palsy and impairment of ocular abduction; some patients display skeletal abnormalities. Most cases result
from a 13q12.2 deletion that includes the MBS1 gene. Several cases associated with cataplexy have been reported in the
literature (Parkes, 1999; Tyagi & Harrington, 2003), including one with intermediate levels of CSF hypocretin-1 (Krämer
et al., 2014). Some patients may have dysregulated breathing, which complicates the clinical picture. Because hypocretin
levels are not entirely absent and the disease involves brain-stem abnormalities, lesions of brain-stem REM sleep regu-
latory centers are more likely involved in the generation of these symptoms (Lu, Sherman, Devor, & Saper, 2006; Peever,
Luppi, & Montplaisir, 2014).

Norrie disease, an X-linked recessive disorder, is characterized by early childhood blindness caused by degeneration
and proliferation of the neuroretina. Norrie disease is also associated with hearing deficits and neuropsychiatric symptoms
(Smith, Mullen, Graham, Sims, & Rehm, 2012). Deletion of Xp11.3-p11.4, a region including the Norrie disease gene
(NRD), is the cause of most cases. Rare mutations of the NRD gene in isolation of larger deletions have been shown to
produce the same syndrome, which demonstrates that NRD is causal. Since its description, it was noted that some patients
with microdeletions (none with NRD point mutations) also displayed cataplexy (Parkes, 1999; Smit et al., 2006; Vossler
et al., 1996). Interestingly, deletion of nearby monoamine oxidase A and B genes in isolation of the NRD gene was found
to lead to developmental problems, intermittent hypotonia, and stereotypical movements of the hand (Saito et al., 2014;
Whibley et al., 2010). In the presence of Dr Melberg, I saw a patient characterized by an isolated deletion of the
monoamine oxidase A (MAO) genes. The patient displayed cataplexy-like symptoms and mental retardation with no
associated ocular symptoms, which suggested involvement of MAO and thus abnormal monoaminergic metabolism (these
subjects are predicted to have increased monoaminergic activity) in the generation of cataplexy-like symptoms. Inter-
estingly and possibly relevant to this syndrome, intense adrenergic locus coeruleus stimulation was shown to lead to
arousal followed by behavioral, cataplexy-like arrests in mice (Carter et al., 2010).

NiemannePick type C, a lysosomal storage disease caused by NPC1 and NPC2 mutations, is associated with abnormal
cholesterol metabolism. Onset generally occurs during childhood, before age 10 years; in these patients, death occurs
before age 20. Other cases can have a much later onset in adulthood for unknown reasons. Patients present with a very
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wide range of symptoms, with neurological deficits (cerebellar ataxia, seizures, dysphagia, dysarthria, hypotonia, and
dystonia); hepatosplenomegaly is the most characteristic. Psychiatric symptoms are also observed, notably dementia and
psychosis. NiemannePick type C often involves vertical gaze palsy with implication of the third cranial nerve, which is
typical and an early manifestation of the disease. Cataplexy may occur in young children with NPC1 mutations. In this
case, cataplexy is clear and is usually triggered by laughing, crying, and other emotions (Pedroso et al., 2012). Anti-
cataplectic treatments can be effective in this situation. Most of these children display intermediate levels of CSF
hypocretin-1 (Mignot et al., 2002; Oyama et al., 2006). How NPC causes narcolepsy is unknown and may involve effects
in the brain stem, hypothalamus, or both.

Myotonic dystrophy and PradereWilli (Martínez-Rodríguez et al., 2003; Mignot et al., 2002) are linked with both
narcolepsy and sleep-disordered breathing, which makes causality inferences regarding sleepiness difficult. Primary
hypersomnia may be diagnosed in these patients only if sleep-disordered breathing does not improve symptoms. DM1
mutations are involved in myotonic dystrophy, an X-linked disease affecting mostly males and showing anticipation
(decreased age of onset owing to repeat expansion during successive meiosis). The disease involves a CTG trinucleotide
expansion in the noncoding region of the DMPK gene; the length of this repeat is variable across tissues, typically
highest in muscle, brain, and heart. Myotonic dystrophy is associated with progressive muscle weakness, cataract,
cardiac conduction defects, baldness, endocrinopathies, and infertility. As for other trinucleotide expansion-related
diseases, age of onset of myotonic dystrophy is highly variable. Hypoventilation and sleep-disordered breathing are
caused by muscle weakness and can result in sleepiness, but do not explain it fully. Cataplexy has never been reported in
this disorder, but MSLTs invariably show multiple sleep-onset REM periods. CSF hypocretin-1 levels are normal in
myotonic dystrophy.

PraddereWilli syndrome is caused by a loss of function of genes located in a critical region of 15q11.2. Although the
syndrome has not been shown to involve a single gene, involvement of the SNRPN and NDN genes is likely to be most
important. In most cases, the syndrome is caused by a deletion of the paternal 15q11.2 region (70%). In other cases (30%),
patients inherit two maternal deletions stemming from the same maternal chromosome (maternal uniparental disomy).
PraddereWilli patients have a characteristic facial appearance, mental retardation, hypotonia, hyperphagia, and a number
of other symptoms. Hypoventilation and sleep-disordered breathing are common consequences of obesity and hypotonia,
and certainly contribute to sleepiness. As for myotonic dystrophy, however, ventilation often does not resolve the
sleepiness and MSLT frequently shows SOREMPs, which suggests central nervous system (CNS) effects. Furthermore,
emotions such as laughing can cause cataplexy in some patients with PraddereWilli, which suggests that narcolepsy is a
genuine association.

A small number of genetic syndromes have been convincingly associated with secondary narcolepsy, although in most
cases hypocretin transmission is only partially impaired, which suggests indirect effects. A better understanding of these
cases may lead to the discovery of novel REM sleep regulatory systems.

IS TYPE 1 NARCOLEPSY AN AUTOIMMUNE DISEASE?

That narcolepsy is associated with HLA-DQB1*06:02 and immune response polymorphisms involved in other autoimmune
diseases strongly suggests that type 1 narcolepsy is an autoimmune disease. In other autoimmune diseases associated with
HLA-DQ, such as type 1 diabetes or celiac disease, antibodies toward self-proteins are typically identified: for example
anti-GAD, anti-IA2 or anti-insulin antibodies (in type 1 diabetes) or anti-transglutaminases and gluten-derived peptides (in
celiac disease). In type 1 narcolepsy, however, autoantibodies targeting hypocretin neurons have not been identified despite
many attempts (Black, Avula, et al., 2005; Black, Silber, et al., 2005; Bergman et al., 2014; Tanaka, Honda, Inoue, &
Honda, 2006), although one study identified immunoreactivity toward neighboring cell populations but not hypocretin
neurons (Bergman et al., 2014). Similarly, immunostaining studies of postmortem hypothalamic tissue from narcoleptics
have not revealed inflammation or T-cell infiltrates in the vicinity of hypocretin neurons (Knudsen, Mikkelsen, & Jennum,
2007; Overeem et al., 2006; Martínez-Rodríguez, Sabater, Graus, Iranzo, & Santamaria, 2007).

Functional data obtained using animal models have similarly been inconclusive. One study found changes in sleep
pattern after administration of human narcolepsy sera to mice (Bergman et al., 2014). Other passive transfer experiments
using human sera in wild-type mice were reported to result in cataplexy, but the possibility remains that these authors
may have confused freezing seizures with cataplexy (Katzav et al., 2013; Smith, Jackson, Neufing, McEvoy, & Gordon,
2004). Indeed, conducting similar experiments, we found that two of five treated animals died and that postmortem
analyses did not show hypocretin neuron destruction. One group reported that the sera of narcolepsy patients contained
autoantibodies that had functional effects on spontaneous colonic migrating motor complex contractions or/and inter-
fering with the effect of muscarinic stimulation on bladder strip contractions (Jackson, Reed, Smith, & Gordon, 2008;
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Jackson, Spencer, Reed, Smith, & Gordon, 2009). Sera samples from patients and controls were sent blind to this
group for the bladder strip assays, but opposite results were observed, which suggested that the results were not
reproducible.

More recently, Cvetkovic-Lopes et al. (2010) isolated transcripts that were enriched in murine hypocretin cells,
including a transcript encoding for the protein Tribbles homologue 2 (TRIB2). The same authors found elevated
anti-TRIB2 antibodies in narcoleptic patients, raising the hope this protein could be the long sought-after narcolepsy
autoantigen. Shortly after this publication, this finding was replicated by two groups using sera collected between 1990
and 2005 (Kawashima et al., 2010; Toyoda et al., 2010). Disappointingly, the finding was not confirmed in studies
using more recent narcolepsy samples (Dauvilliers et al., 2010; Dougherty, Schmidt, Nakajima, & Heintz,
2010; Eriksson & Mignot, 2009; Honda et al., 2009). Interestingly, a study found that the presence of these autoan-
tibodies correlated significantly with A/H1N1 antibody titers in younger subjects, which suggests that TRIB2 auto-
antibodies were an indirect marker of co-infections (Lind et al., 2014). Another report claimed that the injection of
immunoglobulins extracted from narcolepsy-TRIB2epositive sera but not controls led to hypocretin cell lesions and
narcolepsy when injected into the lateral hypothalamus (Katzav et al., 2013). Unfortunately, however, the results of this
study are unclear because no statistics on hypocretin cells loss are provided, and the picture provided as supporting
information shows a single hypothalamic section with extensive cell loss. It is also likely that the authors saw seizures
rather than cataplexy, because the mean duration of reported episodes was longer than murine cataplexy (66e464 s
vs 2e60 s).

The absence of autoantibodies in narcoleptic individuals suggests that the disease pathophysiology likely involves
cytotoxic T cells mediating the destruction of hypocretin cells. Indeed, such mediation has been suggested for paraneo-
plastic ataxias, in which Purkinje cells can be destroyed with no apparent collateral damage (Graus, Saiz, & Dalmau,
2010). In addition, narcolepsy cataplexy with hypocretin deficiency is a well-established association of anti-Ma enceph-
alitis, a paraneoplastic complication of seminomas, and this pathology was shown to be associated with a striking CD8
hypothalamic infiltration and hypocretin cell loss (Overeem et al., 2004).

Although genetic data support the hypothesis of an autoimmune process mediating the destruction of hypocretin
neurons, there is currently no definitive evidence supporting this claim (Julkunen & Partinen, 2014). A likely hypothesis
may be the primary involvement of CD8 T cells, which have not been studied in much detail in narcolepsy. Fig. 39.5
summarizes the current hypothesis of the autoimmune process involved in the development of narcolepsy.

INVOLVEMENT OF ENVIRONMENTAL FACTORS IN NARCOLEPSY

Only 32% of reported monozygotic twin pairs are concordant for narcolepsy (6 of 19 twin pairs), which suggests the
importance of environmental triggers (Dauvilliers, Arnulf, & Mignot, 2007). Among these, an increasing number of studies
suggest that upper airway infections can be involved. Indeed, as early as the 1980s, studies had shown a possible asso-
ciation of narcolepsy with antistreptolysin O (ASO) antibodies, which suggests that Streptococcus pyogenes could be a
trigger (Aran et al., 2009). Studies have shown epidemiological associations of narcolepsy with a past history of diagnosed
strep throat infections (Longstreth, Ton, & Koepsell, 2009) and increased ASO titers only in patients with samples
collected close to disease onset (Aran et al., 2009). Because S. pyogenes has also been associated with other neurological
disorders, more particularly with basal ganglia disorders such as Sydenham chorea and other atypical psychiatric and
movement disorders (pediatric autoimmune neuropsychiatric disorders associated with streptococcal infection) (Dale &
Heyman, 2002), these infections were logical candidates.

In agreement with this finding, a Chinese study in 629 patients with narcolepsy established that the incidence of
narcolepsy increased between April and August, after winter months, when seasonal upper airway infections struck China
(Fig. 39.6) (Han et al., 2011). More surprisingly, the same study also showed that the number of new-onset narcolepsy
cases increased several-fold in 2010 after the H1N1 2009e10 pandemic swine flu season, and suggested that not only
Streptococcus but also influenza may be involved. Even if the association between narcolepsy and H1N1 infections were
strong in China and were also found in the United States (Dauvilliers et al., 2010), a study, the Narco-Flu-VF, did not
confirm this association in France (Dauvilliers et al., 2013). In this study, 59 narcoleptic subjects were matched with 135
control subjects for age, sex, and medical records, and the numbers of infectious and vaccination episodes since the January
1, 2005 were compared. However, it remains possible that H1N1 infections that trigger narcolepsy are largely asymp-
tomatic because the immune response is successful at clearing the virus.

Of notable interest is the finding that the genetic architecture of the predisposition to narcolepsy changed after the 2009
H1N1 pandemic (Han et al., 2013). Indeed, analyzing GWAS data in Chinese patients before and after 2009, a GWAS
significant difference was found for an SNP located between DRB and DQA1 (Fig. 39.7). The difference was independent
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of other characteristics and of HLA-exonebased typing, which suggests regulatory effects. The finding suggests that
GWAS data should also be analyzed in relation to chronological time, and that findings could suggest the emergence of
novel environmental triggers.

H1N1 PANDEMRIX VACCINATION LEADING TO AN INCREASE IN NARCOLEPSY
INCIDENCE

Discussing postvaccine complications is always delicate because passions run high and data are often difficult to interpret.
However, it is reasonable to think that in rare cases, any effective immune manipulation could lead to an abnormal immune
response. In 1977, vaccinations against an H1N1 strain led to an increased incidence of GuillaineBarré syndrome
(Mancardi, Del Sette, Primavera, Farinelli, & Fumarola, 1989), another autoimmune disease. The H1N1 flu strain in
question was similar to the 1918 Spanish strain, a strain that had been associated with “encephalitis lethargica” by Van
Economo in 1930, a complication suggested by some also to be an autoimmune reaction to H1N1 (Vincent, 2004).
Interestingly, although patients with encephalitis lethargica did not have cataplexy, the disease was associated with the
destruction of neurons in the posterior hypothalamus, a region containing the wake-promoting hypocretin and histamine
neurons. Current analyses suggest that GuillaineBarré syndrome can be a rare complication of flu vaccination, less than
one case per million vaccinations, although it is still controversial (Lehmann, Hartung, Kieseier, & Hughes, 2010).

In spring 2009, the world was alarmed by the emergence of a new reassortant H1N1 strain that emerged from pigs and
was associated with a high mortality rate in Mexico. Faced with the threat of heavy casualties, the World Health Orga-
nization and governments stimulated the production of new vaccines targeting this strain, to be ready for the winter of
2009. In 2010, shortly after the launch of the vaccination campaign, cases of sudden-onset narcolepsy started to be reported
after vaccination with Pandemrix, an AS03-adjuvanted vaccine developed by GlaxoSmithKline (GSK) (Dresden,

FIGURE 39.5 Destruction of hypocretin neurons by immune system after H1N1 infection or vaccination. Hypothetical model. With modification
from Jacob, L., & Dauvilliers, Y. (2014). Narcolepsy with cataplexy: an autoimmune disease? Médecine-Sciences, 30(12), 1136e1143.
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Germany). This association has since been confirmed in many countries, with the increased risk ranging from threefold to
13-fold (Dauvilliers et al., 2013; Heier et al., 2013; O’Flanagan et al., 2014; Partinen et al., 2012; Winstone et al., 2014).
Fortunately, however, the increased risk has mostly been observed in children, and not with other vaccines such as those
that did not used adjuvants and have been used in the United States.

More surprisingly, Arepanrix, another AS03-adjuvanted vaccine (AS03 contains squalene and vitamin E) also
developed by GSK (Ste Foy, Canada) that was used in Canada and South America, was not strongly associated with
narcolepsy (Dauvilliers et al., 2010; Mendes, Neto, de Azevedo, & Caramelli, 2012). Arepanrix is virtually identical to
Pandemrix, except for the antigen extraction procedure and the site of production (Jacob et al., 2014). Similarly, Focetria,
another adjuvanted vaccine developed by Novartis that used a slightly different adjuvant (MF59 containing squalene
alone), and a distinct antigen preparation, was not associated with large increases in cases (Leroux-Roels et al., 2010). The
reason for these differences is unknown, but it may involve differences in antigen modification by detergents in some but
not other vaccines (Vaarala et al., 2014). Studying Pandemrix and Arepanrix by two-dimensional difference in gel
electrophoresis and mass spectrometry, we also found that in at least one batch of Arepanrix, the hemagglutinin is mutated
at position 129, a position also changed in subsequent vaccines (including Focetria), because it increases the yield of
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production (Jacob et al., 2014). Whether this epitope change is important in explaining differences in risk remains to be
established. Because only one in 15,000 vaccinated children developed narcolepsy, many other cofactors may be involved,
including differences in immune history across regions.

Another question that has been raised is whether the AS03 adjuvant itself could have been involved in increasing
risk. This possibility worries regulators a great deal, because adjuvants are critical in some cases to increase vaccine
effectiveness (this may turn out to be particularly important in the use of immunotherapy for cancer, in which tolerance
must be broken). Because US data shows that nonadjuvanted vaccines have not increased narcolepsy risk substantially,
AS03 may indeed have had a role. As mentioned earlier, however, both Pandemrix (associated with narcolepsy) and
Arepanrix (not associated with narcolepsy) have the same adjuvant but different risks; thus, the adjuvant alone must not
be sufficient. It is our hypothesis that the AS03 only acted as a catalyst for an H1N1-restricted immune response. AS03 is
known to induce strong immune responses compared with other adjuvants such as MF59, which was used in another
pandemic H1N1 vaccine (Focetria), and this may have potentiated a reaction that occurs more rarely with the wild-type
virus infection.

Although the Pandemrix-narcolepsy association has been a great tragedy for patients, it has the potential to reveal how
a normal immune response can lead to autoimmunity. The leading hypothesis to explain these associations involves
molecular mimicry, but the concept has never been formally proven in humans. In this model, specific viral H1N1 peptides
would share homology with proteins expressed in hypocretin neurons. In some case, H1N1 infections or vaccinations can
lead to the presentation of these viral epitopes by DQ0602 to T cells, which in some cases can confuse such antigens with
hypocretin cell autoantigens, leading to cell destruction and narcolepsy.

PERSPECTIVES

Responses to difficult scientific problems often come from the most unexpected quarters. The discovery of the link with
hypocretin came from dog genetics and is now opening novel therapeutic possibilities for insomnia and other sleep dis-
orders. It has also increased our understanding of the neural networks that regulate sleep and wake. Similarly, based on its
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clinical presentation, few investigators would have thought that narcolepsy could be autoimmune and involve influenza A
as a trigger. We believe that a final understanding of the immune mechanisms involved will similarly provide new insight
into antineuronal autoimmunity, because little is known in this area. It is becoming increasingly clear that autoimmune
diseases affecting the brain have been largely ignored, but progress in this area has been driven by work in the para-
neoplastic area and the finding of autoantibodies cross-reacting with tumor antigens (Graus et al., 2010). Narcolepsy raises
the possibility that other diseases that involve CNS-specific antigens (Hypocretin) may be difficult to detect because they
involve more selective cellular rather than humoral immunity.
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Chapter 40

Genomic Landscape of Brain Tumors

Victoria E. Clark, Mark W. Youngblood, Hanwen Bai, Jennifer M. Günel and Murat Günel
Yale University School of Medicine, New Haven, CT, United States

INTRODUCTION

The use of next-generation sequencing technologies has transformed our understanding of the molecular pathways driving
the formation of central nervous system tumors. Tumor taxonomy is increasingly based on molecular characteristics,
including driver somatic gene mutations, genomic stability, epigenetic changes, and gene expression profiles. These
markers define clinically relevant entities that relate to anatomic location, response to therapy, and overall survival. The
major categories of both adult and pediatric brain tumors are addressed here with a focus on identifying recent genomic
findings, their relationship to molecular pathways, and their implications for diagnosis, prognosis, and, ultimately,
treatment.

MENINGIOMAS

Over one-third of all primary intracranial tumors are meningiomas (Ostrom et al., 2013). It has been postulated that these
tumors arise from the arachnoid layer of the meninges, and thus can be found anywhere along the brain or spinal cord.
According to the World Health Organization (WHO) 2007 classification, meningiomas are grouped into three grades with
15 histologic subtypes (Louis et al., 2007). Whereas the vast majority (about 80%) of meningiomas are benign (WHO
grade I), the remaining tumors can exhibit more aggressive and even malignant behavior (WHO grades II and III) (Louis
et al., 2007). Genomic studies have revolutionized our knowledge of meningioma pathophysiology, demonstrating
that 80% of tumors can be categorized into at least three discrete, clinically relevant genetic groups with distinct
histopathology, location of growth, and varying risk of malignant progression (Fig. 40.1) (Brastianos et al., 2013; Clark
et al., 2013; Reuss et al., 2013).

Approximately 50% of meningiomas are characterized by somatic, biallelic loss of neurofibromin 2 (NF2), a gene
found on chromosome 22q12.2 (chr22) that encodes for the tumor suppressor merlin (Ruttledge et al., 1994). The
association of this gene with meningioma was first identified in the inherited dominant tumor syndrome neurofibromatosis
type II, in which patients harbor germline mutations of NF2 and often present with multiple meningiomas (Rouleau et al.,
1993). It was later discovered also to be an important driver in sporadic cases of all grades, with at least 75% of WHO
grade II tumors harboring biallelic NF2/chr22 loss (Clark et al., 2013; Louis et al., 2007). Anatomically, NF2/chr22 loss
tumors are more likely to form in the meninges encompassing the cerebral convexities, the posterior and lateral aspects of
the skull base, and along the spinal cord (Clark et al., 2013). A small subset of NF2/chr22 loss tumors have additional
biallelic loss of the tumor suppressor INI1/SNF5, encoded by SWI/SNF-related, matrix-associated, actin-dependent
regulator of chromatin, subfamily b, member 1 (SMARCB1), which is also located on the long arm of chromosome 22
(Schmitz et al., 2001). Mutations or loss of SMARCB1, which encodes a component of the SWI/SNF chromatin remodeling
complex, have been reported in families with meningiomas with schwannomatosis (van den Munckhof, Christiaans,
Kenter, Baas, & Hulsebos, 2012) as well as in malignant rhabdoid tumors of the brain and kidney (Biegel et al., 1999;
Versteege et al., 1998).

The second group of meningiomas involves somatic mutations in tumor necrosis factor receptoreassociated factor 7
(TRAF7) and includes about 25% of sporadic cases. TRAF7 encodes for a proapoptotic protein with E3 ubiquitin ligase
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activity mediated by a WD-40 repeat domain, in which the meningioma mutations cluster. Tumors with TRAF7 mutations
have a lower risk of malignant transformation (Clark et al., 2013) and commonly co-occur with activating mutations of the
PI3K pathway, most frequently AKT1E17K (reported in 14% of grade I meningiomas) (Brastianos et al., 2013; Clark et al.,
2013). A second TRAF7 subgroup, accounting for 12% of WHO grade I meningiomas, has a co-occurring, recurrent
K409Q mutation impacting the DNA-binding domain of the transcription factor Krupple-like factor 4 (KLF4) (Clark et al.,
2013; Reuss et al., 2013). KLF4 activity is critical during normal embryonic development and is one of four transcription
factors that in combination can induce a pluripotent stem cell state from a fully differentiated cell (Takahashi & Yamanaka,
2006). Based on structural analyses, the recurrent KLF4K409Q mutation is predicted to impact KLF4-DNA interactions
directly, and may potentially change consensus motif binding (Clark et al., 2013; Reuss et al., 2013). All meningiomas
with “secretory” histology (which bear an increased risk of cerebral edema) (Regelsberger et al., 2009) harbor both
KLF4K409Q and TRAF7 mutations, demonstrating a close correlation between certain histological subtypes and mutational
background (Clark et al., 2013; Reuss et al., 2013). In contrast to NF2/chr22 loss meningiomas, TRAF7 mutant tumors
grow in the midline of skull base, although they can also be found in the meninges surrounding the frontal lobes (Clark
et al., 2013).

FIGURE 40.1 (A) Meningiomas are thought to arise when meningeal cells acquire alterations in one of three mutually exclusive pathways, with NF2
loss seen in one-half of all tumors. (B) Each mutational subgroup has location, prognostic, and histological correlates. Non-NF2 mutant tumors are
restricted primarily to the skull base and are enriched among grade I meningiomas. (C) The importance of these driver mutations is illustrated by
gene expression studies in which tumors from each group cluster independently. Images modified with permission from Clark, V.E., et al. (2013).
Genomic analysis of non-NF2 meningiomas reveals mutations in TRAF7, KLF4, AKT1, and SMO. Science, 339, 1077e1080.
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The third group of meningiomas (w3% of WHO grade I tumors) harbor somatic mutations in smoothened, frizzled
class receptor (SMO) that activate Sonic Hedgehog (SHH) signaling (Brastianos et al., 2013; Clark et al., 2013). Previous
studies suggest that tumors bearing the recurrent SMOL412F mutation (n ¼ 5) all localize to the midline of the anterior skull
base (olfactory groove) (Clark et al., 2013), where SHH pathway has been shown to play a critical role in craniofacial
patterning during development. Interestingly, inherited loss-of-function mutations in the SHH inhibitor suppressor of fused
homolog (Drosophila) (SUFU) have been observed in a family with multiple meningiomas (Aavikko et al., 2012), thus
further supporting dysregulation of SHH signaling as the driver event for a distinct subset of meningiomas.

GLIOMAS

Gliomas comprise 26.4% of all primary brain tumors and are classified by the WHO according to the cells they histo-
logically resemble (oligodendrocytes, astrocytes, or a mix). They are grouped into four grades based on both histology and
clinical aggressiveness, with malignant or high-grade gliomas (HGGs), defined as WHO grade III or IV and accounting for
19.9% of all primary brain tumors (Louis et al., 2007; Ostrom et al., 2013). HGGs are composed of two subgroups,
anaplastic glioma (WHO grade III) and glioblastoma multiforme (GBM) (WHO grade IV), and have a poor prognosis. The
median survival for the latter is less than 15e20 months despite multimodal treatment (Grossman et al., 2010). By contrast,
the histologically benign glioma pilocytic astrocytomas (PCAs) (WHO grade I) have a favorable prognosis because they
can be surgically cured. Low-grade gliomas (LGGs) (WHO grade II) are more infiltrative in nature and are heterogeneous
in terms of their median survival and the probability of malignant progression to HGGs.

Adult Low-Grade Gliomas

Grade I gliomas, mainly composed of PCAs, typically occur in the pediatric population and are discussed in detail in the
“Pediatric Low-Grade Gliomas” section of this chapter. WHO grade II gliomas can be further divided histologically into
tumors that morphologically resemble astrocytes (diffuse astrocytomas), oligodendrocytes (oligodendrogliomas), or tumors
with dual characteristics (oligoastrocytomas) (Louis et al., 2007). The triggers for a subset of adult LGGs to advance to
HGGs, while others remain benign, are controversial and remain an area of promising research. Despite histologic dif-
ferences, all subtypes are characterized by a recurrent driver mutation affecting the R132 residue of the isocitrate dehy-
drogenase 1 (IDH1) gene, which encodes an enzyme responsible for the conversion of isocitrate to alpha-ketoglutarate, an
important intermediate of the tricarboxylic acid cycle (Yan et al., 2009). Recurrent IDH1R132 mutations (including R132H/
G/S/C/V/L) have been characterized as conferring a neomorphic ability to produce 2-hydroxyglutarate, an oncometabolite
(Dang et al., 2009). Several levels of evidence suggest that IDH1R132 mutations cause global epigenetic dysregulation,
including driving the DNA hypermethylation of CpG islands [CpG island methylator (G-CIMP) phenotype] observed in
progressed HGGs (Noushmehr et al., 2010) and dysregulation of histone methylation (Prensner & Chinnaiyan, 2011;
Rohle et al., 2013; Sturm et al., 2012). Although the IDH1R132 driver mutation is common to all three adult LGG his-
tological subtypes, the presence of tumor cells resembling oligodendrocytes confers an overall median survival advantage
(11.6 versus 5.6 years for grade II oligodendrogliomas versus astrocytomas, respectively) (Ohgaki & Kleihues, 2007) and a
markedly decreased risk of malignant transformation (45% for oligodendroglioma versus 74% for pure astrocytoma)
(Ostrom et al., 2013). These differences in tumor aggressiveness observed in IDH1 mutant grade II gliomas are most likely
due to additional molecular alterations, including phosphatase and tensin homolog (PTEN) loss or 1p/19q deletion (Sabha
et al., 2014).

Oligodendrogliomas are frequently characterized by a loss of heterozygosity (LOH) on chromosomes 1p and 19q
(Bello et al., 1994; Ransom et al., 1992; Reifenberger et al., 1994), which is commonly the result of a pericentromeric
translocation (Jenkins et al., 2006). As the result of the combination of this translocation and additional somatic mutations,
oligodendrogliomas commonly have biallelic loss of capicua transcriptional repressor (CIC) (located on chromosome
19q) or far upstream element binding protein 1 (FUBP1), located on chromosome 1p (Bettegowda et al., 2011). In
contrast, grade II astrocytomas commonly have somatic mutations in the chromatin modifier alpha thalassemia/mental
retardation syndrome X-linked (ATRX) (Jiao et al., 2012) and loss of tumor protein p53 (TP53) by either somatic mutation
of TP53 or LOH at chr17 (Yan et al., 2009). IDH1-ATRX-TP53 gliomas have a worse prognosis compared with IDH1-CIC/
FUBP1-1p/19q loss gliomas, with a median survival of 5 years (Jiao et al., 2012) versus 8 years (Jiao et al., 2012),
respectively. This survival difference is partially accounted for by the increased risk of IDH1-ATRX-TP53 to progress to
malignancy via the formation of secondary GBMs, which is discussed subsequently. The third subtype of grade II gliomas,
mixed oligoastrocytoma, has a combination of genomic features found in pure astrocytomas and oligoastrocytomas and is
associated with an intermediate median survival (6.6 years) (Ohgaki & Kleihues, 2007).
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Adult High-Grade Gliomas

Gene expression studies in combination with next-generation sequencing have been used to define four molecular subgroups
of GBM, including mesenchymal, proneural, neural, and classical (Brennan et al., 2013; Verhaak et al., 2010). Importantly,
previous work suggested that a tumor’s subgroup may hold prognostic importance. For example, proneural tumors are often
refractory to intensive therapy, which shows benefit in other subgroups (Verhaak et al., 2010). These lesions can also be
assessed according to their G-CIMP phenotype, which is associated with better survival when present in IDH1 mutant
proneural GBM (Brennan et al., 2013; Parsons et al., 2008; Noushmehr et al., 2010). Furthermore, the methylation state of the
O-6-methylguanine-DNA methyltransferase promoter can be used to predict response to therapies such as temozolomide,
since lesions showing silencing at this locus are not capable of removing alkyl groups deposited by alkylating agents (Brennan
et al., 2013; Erickson, Laurent, Sharkey, & Kohn, 1980; Esteller et al., 2000; Hegi et al., 2005; McLendon et al., 2008).

Compared with GBMs, the genomic architecture of anaplastic gliomas (anaplastic astrocytomas, anaplastic oligoden-
drogliomas, and anaplastic oligoastrocytomas; WHO grade III) is not as well elucidated. This is likely in part because of their
rarity; anaplastic astrocytomas, for instance, account for only 1.7% of primary brain tumors (Ostrom et al., 2013). Analogous
to other HGGs, these tumors can arise via progression from LGGs (ie, secondary anaplastic glioma) or in the absence of an
LGG history (ie, de novo). Anaplastic gliomas have an intrinsic propensity to progress to GBM, although the presence of cells
resembling oligodendrocytes on histopathology confers a survival advantage, such that anaplastic astrocytomas have a 5-year
overall survival of 26.5% and anaplastic oligodendrogliomas have a 5-year overall survival of 50.7% (Ostrom et al., 2013).

Analogous to WHO grade II gliomas, recurrent IDH1R132 mutations have been observed in the vast majority (75e90%)
of WHO grade III gliomas (Jiao et al., 2012; Killela et al., 2014; Yan et al., 2009). Consistent with the observation that a
subset of anaplastic astrocytomas have progressed from a low-grade lesion, there is significant overlap in mutations be-
tween grade II astrocytomas and grade III astrocytomas, both of which commonly have mutations in ATRX, IDH1, and loss
of p53 (Jiao et al., 2012). Anaplastic astrocytomas are also characterized by alterations to the retinoblastoma (Rb) pathway
(including retinoblastoma 1 (RB1) loss, cyclin-dependent kinase inhibitor 2A (CDKN2A) deletion, and cyclin-dependent
kinase 4/6 (CDK4/6) amplification) (Dunn et al., 2012; Jiao et al., 2012; Killela et al., 2014). It is hypothesized that somatic
alterations leading to activation of the receptor tyrosine kinase/Ras/phosphoinositide 3-kinase (RTK/Ras/PI3K) signaling
pathway, including LOH at chr10q, drive progression to GBM (Dunn et al., 2012; Furnari et al., 2007; Ohgaki Kleihues,
2007). Anaplastic oligodendrogliomas are even less common (ie, 0.5% of primary brain tumors) (Ostrom et al., 2013) and
share the defining mutations of their grade II analogs (chr1p/19q loss and IDH1-CIC/FUBP1 mutations). The anaplastic
progression from grade II oligodendroglioma is likely mediated by somatic loss of PTEN and CDKN2A (Reifenberger
et al., 1994). Recurrent telomerase reverse transcriptase (TERT) promoter mutations (C288T or C250T) have been
identified in anaplastic gliomas with varying frequency by histological subtype, ranging from 14.8% of anaplastic as-
trocytomas to 88.4% of anaplastic oligodendrogliomas (Killela et al., 2013). This disparity in TERT promoter mutations is
likely due to the increased rate of ATRX mutations in anaplastic astrocytomas, because ATRX mutations and TERT pro-
moter mutations are mutually exclusive in other tumors, including GBM (Killela et al., 2013).

Malignant Progression of Adult Low-Grade Gliomas

In general, patients with grade II gliomas, compared with HGGs, reveal a more favorable clinical outcome, including
longer overall survival time. However, approximately 70% of grade II gliomas eventually transform into grade III and IV
malignancies in 5e10 years (Furnari et al., 2007; Jaeckle et al., 2011; Maher et al., 2001). In fact, about 20% of GBM
arises through the progression of a preexisting lower-grade tumor (Furnari et al., 2007; Maher et al., 2001). In addition,
once transformed, secondary GBM is histologically and clinically indistinguishable from de novo GBM, with both
showing similar morphological features and patient survival time (Furnari et al., 2007; Maher et al., 2001). Finally, there
are currently no standard guidelines for the treatment of the progressed tumors (Raizer & Parsa, 2014). Further under-
standing of the genetics of glioma progression will shed light on disease pathogenesis and could also have important
implications for disease treatment.

To elucidate the genetic mechanisms governing glioma malignant progression, a collection of grade II and III gliomas
carrying IDH1R132 mutations at the initial diagnosis and their progressed counterparts up to 10 years later was studied (Bai
et al., 2016). By comparing the genomic landscape of progressed gliomas with that of their corresponding lower-grade
counterparts, insights about how protein-altering mutations, chromosomal copy number alterations, gene expression,
and DNA methylation changes work together to drive the progression of IDH1-mutant gliomas could be gleaned (Bai et al.,
2016). Through this analysis, the oncogenic MYC and RTK/Ras/PI3K pathways were noted to become activated during
progression, through, for instance, amplification of theMYC (v-myc avian myelocytomatosis viral oncogene homolog) gene
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locus on chromosome 8q and deletion of PTEN on 10q (Bai et al., 2016). Convergent genomic alterations also affect many
cell cycle regulators, such as deletions of CDKN2A-CDKN2B and RB1, as well as transcriptional upregulation of the
FOXM1-and E2F2-mediated cell cycle transitions (Bai et al., 2016). In addition, key developmental transcription factors
become epigenetically silenced during glioma progression, which reprograms tumor cells into a state of perpetual self-
renewal, like embryonic stem cells (Bai et al., 2016). Collectively, during progression, genomic alterations converge
upon stimulating cancer cell proliferation while inhibiting its differentiation.

In addition to dissecting the underlying genomic drivers, several studies have delineated tumor cell heterogeneity and
clonal dynamics during glioma progression (Bai et al., 2016; Johnson et al., 2014; Mazor et al., 2015). For example, for
many patients, mutations important for the formation of the initial tumor were no longer present in the progressed tumor;
instead, the progressed tumor harbored a different set of mutations (Bai et al., 2016; Johnson et al., 2014). This suggests
that the progressed tumor evolved independently from clones of glioma cells different from the ones constituting the initial
tumor. Interestingly, the recurrent IDH1R132 mutations were also retained during glioma progression, which suggests that
they are the founding event of gliomagenesis (Bai et al., 2016; Johnson et al., 2014) (Fig. 40.2).

Pediatric Low-Grade Gliomas

Pediatric LGGs (WHO grades I and II) are the most common brain tumors in children (Ostrom et al., 2013) and
include nondiffuse PCAs and gangliogliomas (both WHO grade I), nondiffuse WHO grade II tumors [ie, pleomorphic
xanthoastrocytoma (PXA)], and diffuse WHO grade II gliomas (ie, diffuse astrocytomas, oligodendrogliomas, and
oligoastrocytomas). PCAs are often cystic (Louis et al., 2007), well-circumscribed, and histologically benign tumors with a
low propensity for malignant progression. They present most commonly in the pediatric population; the most frequent

FIGURE 40.2 Adult gliomagenesis can proceed in a stepwise fashion from low- to high-grade lesions, or alternatively transform directly into
glioblastoma (de novo pathway). IDH1 mutation is observed in 75e90% of grade III gliomas and is a positive prognostic indicator in glioblastoma.
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location is in the cerebellar hemispheres (67%) (Ohgaki & Kleihues, 2007). Adult PCAs tend to occur in other locations
within the cerebral hemispheres. They can be cured with surgical excision.

Constitutive activation of the mitogen-activated protein kinase/extracellular signal-regulated kinase (MAPK/ERK)
pathway is the hallmark of PCAs. Studies of the hereditary tumor syndrome neurofibromatosis type I first revealed
the potential for alterations in MAPK/ERK signaling to cause PCA formation. In this syndrome, approximately 15% of
patients have germline, loss-of-function mutations in the tumor suppressor NF1, a negative regulator of Ras signaling, and
these patients frequently have PCAs in addition to cutaneous neurofibromas and café-au-lait spots (Listernick, Charrow, &
Gutmann, 1999). In addition to inherited syndromes, activation of the MAPK/ERK pathway is crucial to sporadic PCA
formation. Ninety percent of cerebellar PCAs have constitutive activation of B-Raf proto-oncogene, serine/threonine ki-
nase (BRAF) signaling via a gene fusion event (KIAA1549-BRAF) that leads to truncation of the BRAF autoinhibitory
domain (Forshew et al., 2009; Jones et al., 2008, 2013; Zhang et al., 2013). PCAs can also have constitutive activation of
MAPK/ERK through somatic mutations [affecting BRAFV600E, Kirsten rat sarcoma viral oncogene homolog (KRAS), or
NF1] or additional fusions (Raf-1 protooncogene, serine/threonine kinase fusions) (Jones et al., 2013; Zhang et al., 2013).
The approximately 20% of noncerebellar PCAs that lack the KIAA1549-BRAF fusion activate MAPK signaling through
alternative molecular mechanisms, including alterations to fibroblast growth factor receptor 1 (FGFR1) (Jones et al., 2013;
Zhang et al., 2013), protein tyrosine phosphatase, nonreceptor type 11 hotspot mutations in tumors co-mutated for FGFR1
(Jones et al., 2013), or neurotrophic tyrosine kinase, receptor, type 2 fusions (Jones et al., 2013).

Other pediatric LGGs, including diffuse astrocytomas, oligodendrogliomas, oligoastrocytomas, angiocentric gliomas,
and PXAs (Ramkissoon et al., 2013; Zhang et al., 2013), differ from PCAs in their more diffuse growth pattern, location of
growth (generally supratentorial), and/or capacity for malignant progression (Louis et al., 2007). As demonstrated by
Zhang et al. (2013), 52% (12 of 23) of diffuse astrocytomas (WHO grade II) had ERK/MAPK signaling activation (via
FGFR1/3 alterations, BRAF alterations, or KRASQ61H). This same series identified common, recurrent FGFR1 alterations in
oligodendrogliomas and oligoastrocytomas, including frequent FGFR1 tyrosine kinase domain duplications. A minority of
ERK/MAPK-activated diffuse astrocytomas (2 of 12; 16.67%) had a co-occurring H3 histone, family 3A (H3F3A) K27M
mutation, the consequences of which are discussed in the pediatric GBM section of this chapter.

Most of other pediatric WHO grade II gliomas, including PXAs and gangliogliomas, also demonstrate MAPK/ERK
activation. PXAs are uncommon supratentorial astrocytomas with a 5-year overall survival of 81% that are found in the
pediatric population two-thirds of the time (Giannini & Scheithauer, 1997; Giannini et al., 1999). Owing to the rarity of
these tumors, study sample sizes are small; however, a genetic analysis of PXAs and gangliogliomas showed recurrent
BRAFV600E mutations in 7 of 10 PXA samples and five of nine gangliogliomas to have BRAF alterations (V600E in 3;
BRAF fusion in 2) (Zhang et al., 2013).

In contrast to the well-circumscribed PCAs, approximately one-quarter of pediatric diffuse astrocytomas have
disruption of v-myb avian myeloblastosis viral oncogene homolog (MYB) or MYB-like 1 (MYBL1), including episome
formation, gene fusion, or MYBL1 rearrangement (Zhang et al., 2013). Analysis of structural variation reveals focal
amplification causing MYBL1 duplication/truncation in 28% (5 of 18) of pediatric diffuse astrocytomas (Ramkissoon et al.,
2013). TheseMYB/MYBL1 alterations were restricted to diffuse pediatric gliomas and were not observed in PCAs, although
angiocentric gliomas bore MYB or MYBL1 fusions (Ramkissoon et al., 2013; Zhang et al., 2013).

Pediatric High-Grade Gliomas

Whereas pediatric and adult GBMs share histopathological features, a subgroup of pediatric GBMs is genomically
distinct from its adult correlates, with mutations impacting genes critical for normal epigenetic regulation. In approximately
one-third of pediatric GBMs, recurrent mutations in histone variant H3.3 (H3F3AK27M;G34R/V), commonly co-mutated with
loss-of-function mutations in chromatin remodelers (ATRX or death-domain associated protein) and TP53, drove
gliomagenesis (Schwartzentruber et al., 2012). H3K27K27M is a dominant-negative mutation that alters binding with the
polycomb repressive complex 2, ultimately resulting in a global decrease in H3K27me3 chromatin markings and genome-
wide DNA hypomethylation (Bender et al., 2013). Unlike in adult GBMs, the neomorphic IDH1R132H mutation is rare in
pediatric GBMs and is mutually exclusive with H3.3 mutations (Schwartzentruber et al., 2012; Sturm et al., 2012). In
addition to histone mutations, approximately 10% of pediatric HGGs bear the recurrent BRAFV600E mutation (Nicolaides
et al., 2011) with common co-deletion of CDKN2A/B (Schiffman et al., 2010).

The proportion and distribution of pediatric HGG driver mutations vary by anatomic location. In the brain stem,
approximately 80% of diffuse intrinsic pontine gliomas contained somatic K27M mutations in H3F3A or histone cluster 1,
H3b, whereas nonebrain stem pediatric GBMs contained the somatic H3F3AG34R mutation (Giannini & Scheithauer,
1997). In the cerebral cortex, histone H3.3 Gly34 and BRAFV600E mutations frequently occurred, whereas histone H3
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K27M mutations were found throughout the midline, with the highest frequency at the pons (Schwartzentruber et al., 2012;
Sturm et al., 2012; Wu et al., 2012). On the other hand, activin receptor type 1 mutations arise exclusively at the pons, and
FGFR1 mutations occur in the thalamus (Fontebasso et al., 2014).

In terms of genomic architecture, pediatric GBMs differ from primary adult GBMs, which typically harbor chromo-
some 7 amplification (74% versus 13% of adult versus pediatric GBMs) and chromosome 10 loss (80% versus 35% of
adult versus pediatric GBMs) (Paugh et al., 2010). Instead, analysis of pediatric GBM structural variation reveals frequent
chromosome 1q gain (30% versus 9% in pediatric versus adult GBMs), focal, homozygous loss of CDKN2A/B (19%), and
focal amplification of PDGFRA (12%) (Paugh et al., 2010).

MEDULLOBLASTOMAS

Often arising in midline of the cerebellum, medulloblastomas (WHO grade IV) are the most frequent malignant brain
tumor in children. These invasive, embryonic tumors commonly exhibit leptomeningeal spread via the cerebrospinal fluid,
gaining access through their intimate relationship with the fourth ventricle (Louis et al., 2007). The past decade of research
has identified four medulloblastoma subgroups with distinct gene expression profiles, structural variation, driver mutations,
cells of origin, location of growth, prognosis, metastatic potential, and therapeutic response.

WNT signaling was first implicated in the formation of medulloblastomas by studies of Turcot syndrome (intestinal
polyposis and central nervous system tumors, including medulloblastomas), which identified germline loss-of-function
mutations in adenomatous polyposis coli (Hamilton et al., 1995). Candidate gene studies identified WNT pathway mu-
tations in a minority of sporadic medulloblastomas (Zurawel, Chiappa, Allen, & Raffel, 1998), thus implying a role for
WNT activation in a subset of nonsyndromic medulloblastomas.

With the advent of genome-wide expression profiling and next-generation sequencing, the WNT group of sporadic
medulloblastomas (about 10% of tumors) was identified through unsupervised hierarchical clustering of gene expression
profiles (Thompson et al., 2006). Ninety-one percent of patients in the WNT group (as defined by gene expression profile)
were later found to bear somatic activating mutations in beta-catenin, with common co-mutations in the RNA helicase
Asp-Glu-Ala-Asp box helicase 3, X-linked (DDX3X) (50% of patients), two chromatin modifiers [SWI/SNF-related,
matrix-associated, actin dependent regulator of chromatin, subfamily a, member 4 (SMARCA4), 26.3%; and lysine
(K)-specific methyltransferase 2D (MLL2), 12.5%], and TP53 (12.5%) (Jones et al., 2012; Northcott et al., 2012a; Pugh
et al., 2012; Robinson et al., 2012). In terms of genomic architecture, this group of tumors displays loss of one copy of
chromosome 6 but is otherwise genomically stable (Northcott et al., 2012b). WNT subtype medulloblastomas occur
within the fourth ventricle and are prone to brain stem invasion, and animal tumor models have implicated lower rhombic
lip progenitor cells as the cells of origin (Fig. 40.3) (Gibson et al., 2010). Clinically, the WNT group has an
excellent prognosis, with a 95% overall 5-year survival and low rate of recurrence (Ellison et al., 2005; Grill & Dufour,
2014).

Analogous to WNT signaling, SHH signaling was originally discovered to drive a subset of medulloblastomas through
the genetic study of Gorlin syndrome (basal cell carcinomas, keratocystic odontogenic tumors, and occasional medul-
loblastomas), a distinct hereditary tumor syndrome with SHH pathway activation due to germline loss of patched 1
(PTCH1) (Hahn et al., 1996; Johnson et al., 1996). Candidate gene studies identified frequent PTCH1 loss in somatic
medulloblastomas (Raffel et al., 1997). Larger, transcriptional profiling and next-generation sequencing efforts confirmed
a distinct SHH group of medulloblastomas (about 30%), defined by activated SHH signaling (Kool et al., 2012) due to
somatic mutations (PTCH1, SUFU, and SMO) (Jones et al., 2012; Pugh et al., 2012; Robinson et al., 2012; Thompson
et al., 2006) or somatic copy number alterations (SCNAs) (Northcott et al., 2012b) affecting SHH pathway members.
Within the SHH group, a subset bears TP53 mutations or deletions (13.6%) (Jones et al., 2012; Northcott et al., 2012a,
2012b; Pugh et al., 2012), which is consistent with the development of SHH medulloblastomas in LieFraumeni syndrome
(characterized by germline TP53 mutations) (Rausch et al., 2012). In addition to TP53 mutations, the SHH group has
additional mutational overlap with the WNT group, including mutations in MLL2 (12.9%) and DDX3X (11.7%) (Jones
et al., 2012; Northcott et al., 2012a; Pugh et al., 2012; Robinson et al., 2012). In contrast to the genomic stability of the
WNT group, SHH tumors are characterized by focal copy number alterations impacting SHH (18%), RTK/PI3K (10%),
and p53 (9.4%) signaling (Northcott et al., 2012b). SHH medulloblastomas are found in the cerebellar hemispheres, and
the external granule layer progenitor cells have been proposed as the SHH cell of origin (Fig. 40.3) (Gibson et al., 2010).
SHH tumors have a worse 5-year survival than do WNT tumors (75% versus 95%, respectively) (Kool et al., 2012;
Northcott et al., 2012a); however, prognosis can be stratified within the SHH group by the presence of a TP53 mutation
(41% 5-year survival in TP53 mutant versus 81% in TP53 wild-type SHH tumors) (Jones et al., 2012; Northcott et al.,
2012a, 2012b; Pugh et al., 2012; Zhukova et al., 2013). In addition, SHH tumors are more likely to have local but not
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metastatic recurrence (Ramaswamy et al., 2013). Treatment of patients with SHH medulloblastomas with targeted SHH
inhibitors (eg, SMO inhibitors) has not produced durable remission (Rudin et al., 2009; Yauch et al., 2009).

The pathway(s) responsible for the remaining two medulloblastoma subgroups, currently called groups 3 and 4, is an
area of active investigation. These two groups, identified based on their expression profile, have a paucity of recurrent
driver mutations but frequent structural abnormalities and distinct 5-year survival rates (50% for group 3; 75% for group 4)
(Kool et al., 2012). Both groups are more likely to present with metastasis compared with SHH or WNT subtypes (Kool
et al., 2012). “Enhancer hijacking” has been proposed as a possible oncogenic mechanism for these groups, mediated by
structural variation that ties the growth factor independent 1 family proto-oncogenes (GFI1 and GFI1B) to active enhancer
elements, including superenhancers (Northcott et al., 2014). Evidence from mouse models supports the oncogenic activity
of these alterations.

Group 3 tumors (about 25% of medulloblastomas) express a gene signature similar to photoreceptors/gamma-
aminobutyric acid-ergic neurons, whereas group 4 tumors (about 35%) express a neuronal gene signature (Cho et al.,
2011; Taylor et al., 2012). A SCNA analysis of more than 1000 medulloblastomas revealed that SCNAs found in group 3
are enriched for MYC amplification (including MYC/PVT1 gene fusions) or transforming growth factor b signaling
members, including frequent amplification of orthodenticle homeobox 2 (Northcott et al., 2012b). In contrast, group 4
tumors have MYCN amplification (6.3%; also seen in about 8.2% of SHH tumors) but lack MYC amplification (Northcott
et al., 2012a, 2012b). In terms of somatic mutations, about 12% of group 4 tumors bore damaging mutations in KDM6A, a
histone H3K27 demethylase, and 10.4% had a tandem duplication of synuclein, alpha interacting protein, which has been
implicated in the formation of Lewy bodies in Parkinson disease (Jones et al., 2012; Northcott et al., 2012a, 2012b; Pugh
et al., 2012; Robinson et al., 2012).

EPENDYMAL TUMORS

Ependymomas are glial tumors that arise from ependymal cells covering the ventricular system, where cerebrospinal fluid
is produced and circulated. The site of ependymoma growth along the ventricular system predicts a number of features,
including age of presentation, survival, genomic alterations, and transcriptional profile. Similar to spinal meningiomas,

FIGURE 40.3 Gene expression data from mouse and human suggest that medulloblastoma subgroups have distinct anatomical locations and progenitor
cells. (A) Schematic of hindbrain precursors during normal mouse development [mouse embryonic day (E)11.5], with cells displaying the human SHH
medulloblastoma gene expression signature [blue (dark gray in print versions)] and the human WNT medulloblastoma gene expression signature [red
(light gray in print versions)]. The SHH subgroup expression signature is demonstrated in the upper rhombic lip in cerebellar granular neuron precursors,
whereas the WNT subgroup expression signature is observed in the lower rhombic lip progenitors. (B) The embryonic cell of origin has implications for
numerous tumor characteristics, including location. SHH subtype medulloblastomas most commonly present within the cerebellum [top, shaded blue (gray
in print versions)], whereas WNT medulloblastomas grow in the fourth ventricle and infiltrate the dorsal brain stem (BSt) [bottom, shaded red (light gray
in print versions)]. Images modified with permission from Gibson, P., et al. (2010). Subtypes of medulloblastoma have distinct developmental origins.
Nature, 468, 1095e1099.
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NF2/chr22 loss is associated with spinal ependymomas: Patients with neurofibromatosis type II commonly have intra-
medullary spinal ependymomas, and up to 95% of adult sporadic spinal cord ependymomas have LOH at chr22 (Ebert
et al., 1999). In contrast, supratentorial ependymomas have intact NF2 but are characterized by deletion of CDKN2A
(>90% of tumors) and co-occurring amplification of EPH receptor B2 (Ephb2). Posterior fossa ependymomas, which in
children bear the worst prognosis, can be further classified by laterality (Witt et al., 2011). Midline posterior fossa
ependymomas have widespread chromosomal instability including chr22 loss and present at an older age (Witt et al.,
2011). In contrast, lateral posterior fossa tumors have a poor prognosis despite having greater chromosomal stability than
do midline posterior fossa ependymomas. These tumors occur in younger patients, are more likely to metastasize, and
harbor chromosome 1q gain (Witt et al., 2011). The radial glial cell has been proposed as the ependymoma cancer stem cell
(Taylor et al., 2005), and transcriptional profiling of radial glial cells and ependymoma cells harvested from specific
anatomic regions (supratentorial versus infratentorial versus spinal cord) shows matching, region-specific patterns of gene
expression (Johnson et al., 2010).

SUMMARY

The development and proliferation of next-generation sequencing technology has rapidly increased our understanding of
the molecular landscape of most intracranial tumors. Large-scale cohorts have led to the discovery of key molecular driver
events, which often segregate into recurrent pathways that correlate with prognostic and other clinical features. In many
cases, initial genomic studies have been validated with gene expression assays, animal models, and other functional studies
that have elucidated the oncogenic mechanisms behind identified driver mutations. Further characterization of the cell-
specific requirements and sequence of events underlying transformation will be an important focus of future work.
However, clinicians and scientists have already begun leveraging the insights gained toward the targeted treatment of
central nervous system tumors.

In a handful of large medical centers, multidisciplinary tumor boards have begun to meet regularly to review imaging,
histology, and clinical findings for patients with intracranial tumors. The wealth of reported genomic findings and
availability of precise pharmacological inhibitors has led to routine molecular profiling of patients who may benefit from
targeted therapies. Genomic alterations observed in a patient’s tumor are now routinely considered along with radiology
and histology findings to direct treatment. In some cases, this information can provide important clues about the likely
course of a patient’s disease. Although initial results are promising, acquisition of increasingly large data sets will continue
to pose challenges to scientists and clinicians attempting to draw actionable conclusions. However, as new insights and
data analysis techniques are developed, patients will inevitably benefit from integration of traditional approaches with
targeted therapy.
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INTRODUCTION

The rich history of neuroscience research has yielded an extensive literature on white matter clinical syndromes, ranging
from vascular and demyelinating diseases to autosomally inherited white matter disorders. Although interest in white
matter structure and abnormalities has spanned several hundred years, significant attention to white matteremediated
neuropsychiatric syndromes did not gain a firm foothold until the mid-20th century. Gross dissection methods gave way to
more fine-grained pathological evaluations of white matter tracts, and behavioral phenotyping moved beyond focal cortical
syndromes to reveal striking phenotypes associated with white matter disease (Schmahmann & Pandya, 2007). Further
characterization of both white matter anatomy and clinical phenomenology has flourished with the advent of sophisticated
neuroimaging methodologies, offering an in vivo window into patients’ cognitive and behavioral symptoms (Filley, 2009).
Although perhaps less extensive than gray matter research, investigations of white matter disorders have expanded our
understanding of structural and functional anatomy while also highlighting the central role of white matter in cognitive and
emotional functioning (Filley, 2005; Schmahmann, Smith, Eichler, & Filley, 2008).

The goal of this chapter is to characterize white matter clinical disorders from clinical, structural, and genetic
perspectives. We will first provide a historical perspective to establish a foundation for white matter research, followed by a
brief discussion of white matter structural anatomy, and will conclude with a presentation of several white matter clinical
syndromes. Although we will focus primarily on autosomal dominant and recessive diseases (ie, leukodystrophies), we will
also examine clinical manifestations and genetic underpinnings of non-Mendelian white matter syndromes, including
cerebrovascular disease and multiple sclerosis (MS).

HISTORY OF WHITE MATTER RESEARCH

To appreciate fully the complex characterizations of white matter syndromes, it is important to garner an understanding of
how white matter gained prominence in behavioral neurology research. Although Galen (c. 170) reported early descriptions
of the corpus callosum in animals, the history of white matter research in humans harkens back to investigations conducted
in the 16th century by Andreas Vesalius. Vesalius, who is often referred to as the father of brain anatomy, offered the first
comprehensive description of the corpus callosum in humans, observing that it connected the two hemispheres of the brain
together without a clear explication of its function (Filley, 2012). With the use of primitive microscopes, further de-
lineations of basic white matter anatomy emerged, such that white matter was determined to contain “fibers” that could
connect the hemispheres (ie, commissural) or connect regions within the same hemisphere (ie, association). These
anatomical characterizations were later refined by Gall and Spurzheim, who in the early 19th century proposed revelatory,
if not initially controversial principles of white matter organization. The accuracy of their guiding principles have been
repeatedly validated and include the presence of topographically arranged commissural fibers, as well as the presence of
projection fibers that link cortical brain regions to subcortical systems and the spinal cord (Schmahmann & Pandya, 2007).

In tandem with improvements in microscopes came increased precision in the characterization of white matter
structure, particularly by Theodore Meynert, who provided a detailed classification system for white matter pathways
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that is still in common parlance (Catani & ffytche, 2005). This led to newfound interest in the clinical role of white
matter changes. In particular, conceptualizations of conduction aphasia (Wernicke, 1874), alexia without agraphia
(Dejerine, 1892), cerebrovascular disease (Binswanger, 1894; see Hauw, 1995 for review), and MS (Charcot, 1877) also
stem in part from this surge in clinical interest of white matter disorders in the late 19th century, and highlighted the
critical nature of specific white matter tracts in cognitive and behavioral phenotypes. Despite these seminal behavioral
neurology reports, the role of white matter in clinical syndromes remained relatively ignored in the early part of the 20th
century until it was reenergized by the influential and eminent work on cerebral disconnection syndromes by Norman
Geschwind (Geschwind, 1965). Geschwind’s extensive influence on behavioral neurology included a characterization
of syndromes through the perspective of white matter pathways, which laid the groundwork for modern
conceptualizations of distributed brain networks (Catani & ffytche, 2005).

The introduction of magnetic resonance imaging (MRI) in the late 20th century ushered in the contemporary era of
white matter study, because it facilitated in vivo appraisal of white matter from a macroscopic level in the setting of normal
clinical practice. The use of brain MRIs has altered the practice of behavioral neurology and has helped lead to the
discovery of genetic white matter diseases that were previously unidentified (eg, vanishing white matter disease) while the
patient was alive. Through the use of diffusion tensor imaging (DTI), a type of MRI which capitalizes on the directional
diffusion of water across brain tissue, researchers have also been able to identify both subclinical and clinical alterations in
the context of a “virtual dissection of white matter pathways in the living brain” (Catani & Thiebaut de Schotten, 2008).

WHITE MATTER ANATOMY

White matter constitutes 50% of the human brain volume and is composed of interleaved groups of myelinated axons that
extend within and between hemispheres and connect the neocortex to cortical, subcortical, brain stem, and spinal cord
regions. Theodor Schwann offered initial descriptions of the fatty sheaths that surround axons, which were later coined
“myelin,” and Louis-Antoine Ranvier introduced the classic concept of “nodes” that facilitate conduction of electrical
signals along white matter axons (ie, nodes of Ranvier) (Schmahmann & Pandya, 2009). In terms of composition, white
matter is made in situ of 40% water and its dry mass consists of 70e80% lipids (Baumann & Pham-Dinh, 2001), which
account for the striking white hue of myelinated white matter.

White matter pathways originating in the cerebral cortex typically have been grouped into five distinct categories
(Schmahmann et al., 2008): cortico-cortical association fibers, corticostriatal fibers, commissural fibers, cortico-
subcortical pathways to the thalamus, and cortico-subcortical pathways to the brain stem, pontocerebellar system,
and/or spinal cord. More specifically, association fibers begin and terminate in cortical areas of the same hemisphere
and are further subdivided into local “u-fiber” neighborhood, and long association fibers. u-Fibers connect adjacent gyri
and thus are restricted to fibers that extend only to gyri that are directly proximal. Neighborhood association fibers
extend farther than u-fibers but still connect nearby regions, whereas long association fibers form bundles, or “fascicles”
that terminate in distant cortical regions in the same hemisphere. Because of the importance of these long association
fascicles in connecting distal regions and efficiently transmitting information between lobes, they have been more
intensively studied in the context of clinical syndromes. Several relevant association fibers to white matter clinical
syndromes include the superior longitudinal fasciculus, extreme capsule, arcuate fasciculus, middle and inferior lon-
gitudinal fasciculi, fronto-occipital fasciculus, and cingulum bundle.

Corticostriatal fibers (ie, Muratoff bundle; extreme capsule) connect to the caudate, putamen, and claustrum, and the
commissural fibers cross over the two hemispheres (ie, corpus callosum, anterior commissure, and hippocampal
commissure). Finally, cortico-subcortical (projection fibers) terminate in the thalamus, or brain stem and/or spinal cord by
way of the internal capsule and sagittal stratum.

A final note on structural neuroanatomy is that white matter is often erroneously assumed to be restricted to subcortical
regions. Although white matter is disproportionately positioned in subcortical regions external to gray matter, it is also
found in cortical gray matter and in subcortical gray matter nuclei. These small white matter fibers within the cortical
mantle have been implicated in several white matter diseases, including MS, and thus may come into increasing promi-
nence as research progresses.

CLINICAL SYNDROMES

In this section, we discuss the evaluation of a patient with suspected or known white matter disease, present a broad
differential of adult-onset white matter disorders, and highlight just a few of these syndromes in detail. Because of the size
limitations of this chapter, it is not intended in any way to be a comprehensive review of white matter diseases. To give an
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idea of the complexity and breadth of white matter disorders, the wonderful, comprehensive textbook,Magnetic Resonance
of Myelination and Myelin Disorders (Third Edition, edited by Marjo S. van der Knapp and Jaap Valk), which covers
only the subset of white matter disorders involving myelin, is a “mere” 109 chapters and 1087 pages (van der Knaap &
Valk, 2005c).

Clinical Approach

Physicians typically encounter patients with brain white matter diseases either because the clinical presentation suggests
involvement of the white matter and/or frontal lobes or a brain MRI is ordered and reveals white matter. When conducting
a workup on a patient with white matter disease, a systematic approach is helpful. Some clinicians find a mnemonic, such
as VITAMINS, useful for working-up patients with dementia. Table 41.1 presents several conditions with prominent white
matter pathology using a similar mnemonic, VITAMIN D, in which the letters refer to various etiologies including
Vascular, Infectious, Toxic-metabolic, Autoimmune, Mitochondrial, Iatrogenic, Neoplasms, and Demyelinating.

When working up a white matter disorder, including reviewing brain imaging, it is important to consider the notion of
selective vulnerability, a recurring theme in this textbook. Just as many neurodegenerative disorders occur and progress
owing to selective vulnerability of gray matter regions and their connections, white matter abnormalities can occur as a
result of selective vulnerability of certain cell types, structures or regions to various insults or abnormalities (van der Knaap
& Valk, 2005a, Chapter 3).

Pattern recognition is an extension of this concept of selective vulnerability; certain disorders preferentially affect
certain white or gray matter brain regions. For example, symmetry is typically seen in inherited white matter disorders and
toxic leukoencephalopathies, whereas asymmetry is more common in acquired disorders, such as infections or inflam-
matory disorders. Whether lesions are isolated, confluent, or both often can be diagnostically helpful. Most inherited, toxic
(drugs, radiation, chemotherapy, etc.) causes result in confluent lesions. Isolated or multifocal lesions are more common in
acquired causes, such as various infections. Some disorders such as MS, vascular disease, and cerebral autosomal dominant
arteriopathy with subcortical infarcts and leukoencephalopathy (CADASIL) (early on) usually have a mix of isolated and
confluent lesions. u-Fibers are often spared in many inherited disorders, vascular dementias (VaDs) (eg, Binswanger,
CADASIL, etc.), and HIV encephalitis but are preferentially involved in many of the organic and amino acideopathies.
Contrast enhancement might also help differentiate disorders. Enhancement is a prominent feature of MS, Alexander
disease, and X-linked adrenoleukodystrophy (the latter at the border between ongoing demyelination and complete
demyelination) (van der Knaap, Breiter, Naidu, Hart, & Valk, 1999; van der Knaap et al., 2001; van der Knaap & Valk,
2005b, Chapter 109; Steenweg et al., 2010). It is important to recall that white matter is present within gray matter, and
therefore demyelinating syndromes such as central and extrapontine myelinolysis, acute demyelinating encephalomyelitis,
and MS can also cause abnormalities in the gray matter (Rosenbloom et al., 2015).

The history and physical examination often are critical in diagnosis. For example, certain combinations of signs and
symptoms can help narrow the differential and even are virtually diagnostic in some cases. For example, in an Ashkenazi
Jewish older patient who presents with slowly progressive gait disturbance, urinary incontinence, mild cognitive
impairment (MCI), or dementia with or without seizures, adult polyglucosan body disease (APBD) should be considered.
This diagnosis would be further supported if the MRI showed T2 white matter hyperintensities (WMH) with cavitations
and a very thin medulla and cervical spinal cord. In such a case, blood lymphocyte testing for reduced glycogen branching
enzyme (GBE) or genetic testing for biallelic (autosomal recessive disorder) GBE gene mutations should be done (Mochel
et al., 2012). In a late middle-aged patient (about 40e60 years) with long-standing migraine headaches with auras, late-life
progressive frontal-executive cognitive impairment, with strokes or transient ischemic attacks (TIAs), and with a positive
family history of similar disorder, CADASIL must be high on the differential (see subsequent discussion) (Chabriat, Joutel,
Dichgans, Tournier-Lasserve, & Bousser, 2009). Table 41.2 presents a few points to consider in evaluating a patient with
white matter disease.

Some clinical syndromes mentioned in Table 41.1 are described next. We begin with the most common cause of white
mattererelated cognitive dysfunction, cerebrovascular disease, by discussing vascular cognitive impairment (VCI) and
CADASIL. We then briefly discuss a few other white matter syndromes, taking examples from a few of the categories in
Table 41.1, and then end with a more comprehensive look at MS, the most common demyelinating syndrome of adults.

Vascular Cognitive Impairment

VCI is a relatively new umbrella term that encapsulates a range of vascular clinical phenotypes (eg, subclinical VCI,
strategic infarct dementia, lacunar state, subcortical VaD, or Binswanger disease), severity levels (ie, MCI to dementia),
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and vascular mechanisms (ie, ischemia, hemorrhage, anoxia). Because of the breadth of this overarching clinical term, we
will focus on mild vascular cognitive impairment (ie, MCI level of impairment) and subcortical VaD (ie, dementia level of
impairment; also known as Binswanger disease), because these phenotypes are more typically seen in an outpatient
neurology clinic.

TABLE 41.1 VITAMIN-D Mnemonic for Consideration of Several Etiologies of White Matter Disorders Causing

Dementiaa

l Vascular
l Cerebrovascular disease, Binswanger’s
l Posthypoxic-ischemic leukoencephalopathy
l CADASIL
l CARASIL
l Fabry’s disease (FD) (not a leukodystrophy)

- Renal insufficiency, cardiomyopathy
l Cerebral amyloid angiopathy (CAA)
l Other vasculopathies

l Infectious
l HIV
l PML
l Lyme
l Neurosyphilis
l Brucellosis
l Subacute sclerosing panencephalitis

l Toxic-metaboliceinborn error of metabolism
l Vitamin B12, homocysteine, folate deficiencies (usually metabolism defects)
l Combined methylmalonic and malonic acidemia and aciduria (MMAA)
l Central or extrapontine myelinolysis
l Posterior reversible encephalopathy syndrome (PRES)
l Brain radiation therapy
l Chemotherapy (eg, tacrolimus)

l Autoimmune
l Bechet’s
l CNS vasculitis
l Anti-phospholipid syndrome
l Hashimoto’s encephalopathy

l Mitochondrial disorders
l Mitochondrial encephalopathy lactic acidosis and strokes (MELAS)
l Myoclonic epilepsy and ragged-red fibers (MERRF)

l Inborn-error of metabolism and leukodystrophies
l Adrenoleukodystrophy (ALD)
l Lysosomal storage disorders, including metachromatic leukodystrophy (MLD), globoid cell leukodystrophy (GLD), and FD
l MLD
l Hereditary leukodystrophy with neuronal spheroids (HDLS; adult-onset leukoencephalopathy with axonal spheroids and

pigmented glia (ALSP) or pigmentary orthochromatic leukodystrophy (POLD)
l Krabbe’s disease (GLD)
l Adult polyglucosan body disease (ABPD)

- Urinary incontinence, gait disorder, cognitive impairment, white matter lesions with cavitations
l Vanishing white matter disease
l RNA polymerase subunit mutations, including POLR3-related leukodystrophy (or 4H [hypomyelination, hypodontia, and

hypogonadotropic hypogonadism) leukodystrophy] and POLR1C mutations
l Adult-onset autosomal dominant leukodystrophy (ADLD) with autonomic dysfunction due to LMNB1 mutation (5q23)

l Neoplasms
l Glioblastoma multiforme
l Primary CNS lymphoma

- Lymphomatosis cerebri
l Demyelinating disease

l Multiple sclerosis
l Acute demyelinating encephalomyelitis (ADEM)

aBold items are discussed in this chapter.
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Risk Factors and Clinical Phenotypes

VCI has been defined in several ways, although it is often characterized as a cognitive disorder in the context of clinical
strokes or vascular disease (Gorelick et al., 2011). To establish causality, a close temporal relationship between neuro-
imaging evidence of vascular burden and cognitive impairment should be observed, thus reducing the likelihood that the
cognitive symptomatology stems from another etiology. VCI is strongly associated with a host of risk factors, including
hypertension, hyperlipidemia, smoking, diabetes, and atrial fibrillation, which collectively increase the risk of dementia
independent of stroke risk (Sahathevan, Brodtmann, & Donnan, 2012). Although many vascular risk factors have been
studied in isolation, we also know that the constellation of several of these factors (metabolic syndrome) are more than the
sum of the parts, and extend negative consequences not only in terms of white matter lesions, but of cognitive functioning
over time (van den Berg, Biessels, de Craen, Gussekloo, & Westendorp, 2007; Crichton et al., 2012; Yaffe et al., 2007).
Numerous mechanisms have been proposed for the deleterious association between vascular risk factors and cognitive

TABLE 41.2 Some Key Points for Adult Onset White Matter Disorders

l Common things being common, consider and assess for cardiovascular risk factors
l Hypertension, hyperlipidemia, diabetes, elevated homocysteine, vitamin B12, or related deficiencies, smoking, etc.

l Consider treatable causes of white matter disease, such as infiltrating tumors
l If CNS lymphoma is in the differential, in addition to CSF cytology and flow cytometry, consider testing for send for CSF beta-

2-microglobulin and anti-thrombin III levels, performing microRNA analysis. Also consider ophthalmological examination for
ocular involvement.

l Radiologically, CNS lymphoma can present as multifocal lesions or confluent white matter hyperintensity.
l Family history must be complete in order to not miss potential genetic etiology

l Consider autosomal dominant disorders if family members in more than one generation are affected
l Consider autosomal recessive disorders if multiple family members in a single generation are affected; always ask about

co-sanguinity
l Get ages and causes of death, age of onset of neuropsychiatric illness of all first-, second-, and some third-degree relatives

(eg, first cousins)
l Early death or family history of related neuropsychiatric or autoimmune disorders might be a clue to genetic etiology

l If considering a genetic etiology, input key features into a website or program, such as Online Mendelian Inheritance in Man
(OMIM; www.omim.org) or the GeneReviews site which recently was incorporated by the NIH: http://www.ncbi.nlm.nih.gov/
books/NBK1116/ or www.genereviews.org

l Always consider treatable or reversible etiologies, such as infectious (eg, HIV, PML, syphilis, Lyme disease) and autoimmune
l Have a low threshold for analyzing CSF

l Include cell count and differential, protein, glucose (need accompanying serum glucose for ratio), IgG index, oligoclonal
bands (OCBs; need accompanying serum IgG).

l If PML is being considered, such as in known or suspected HIV or immunosuppressed case, or posterior predominant
leukoencephalopathy, get JC virus PCR.

l If cancer or tumor is suspected, if there is involvement of the corpus callosum or anterior commissure, or edema is present,
get cytology.
- if CNS lymphoma is in differential, get flow cytometry (often need three large (10 cc) CSF samples to improve likelihood of
diagnosis and consider ocular exam and vitreous biopsy

l When reviewing brain MRI findings consider the following:
l Is the T2-weighted white matter hyperintensity symmetrical (slight or very) or asymmetrical? Most leukodystrophies, toxic-

metabolic disorders and inborn errors of metabolism often are relatively symmetric. Vascular, infectious, mitochondrial, and
neoplastic etiologies tend to be asymmetric.

l T2-weighted white matter hyperintensity is required for diagnosis of a leukodystrophy. T2 white matter hyperintensity is milder
in hypomyelination than in demyelination and other white matter lesions.

l T1 signal may be variable: iso- or hyper-intense T1 signal is consistent with a hypomyelinating leukodystrophy; hypointense
T1 signal is consistent with a demyelinating leukodystrophy (eg, multiple sclerosis)

l In demyelination and other lesions the T1 signal is almost always low, much lower than the cortex, whereas in
hypomyelination disorders T1 signal is mildly hyperintense, isointense, or mildly hypointense relative to the cortex.

l Cavitary lesions e consider Binswanger’s, CADASIL, adult polyglucosan body disease (APBD)
l Certain disorders involve, whereas others preferentially spare, U-fibers (prior to end-stages). In some leukodystrophies, T2

white matter hyperintensity if very homogenous, whereas in others it is somewhat heterogenous.
l Some leukodystrophies have localization or greater prominence of white matter involvement.

- Is the pattern more predominant in frontal, parietal, occipital, or temporal regions?
- Is there involvement of periventricular, deep, or arcuate fibers
- Are the T2 white matter hyperintensities only supratentorial or is the posterior fossa involved as well?
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impairment, ranging from chronic hypoperfusion to microinfarcts and cerebrovascular disease; it is important, however, to
highlight that vascular risk factors predict poorer cognitive performance on formal neuropsychological testing even in the
absence of observable cerebrovascular disease, which suggests more complex vascular- or inflammatory-mediated path-
ways (DeCarli, 2013; Zheng et al., 2012).

The phenotypic presentation of vascular mild cognitive impairment (VaMCI) and subcortical VaD is heterogeneous
and includes cognitive, behavioral, and/or motor symptoms. Cognitively, patients often present with slowed processing
speed and a dysexecutive-predominant neuropsychological profile, typified by impairments in selective attention, mental
flexibility, speeded retrieval of information, and establishing and maintaining mental sets (DeCarli et al., 1995; Filley,
2005; Lamar, Price, Giovannetti, Swenson, & Libon, 2010; Libon, Price, Davis Garrett, & Giovannetti, 2004). Perfor-
mance on measures of fluency often differ from that seen in patients with classic Alzheimer disease (AD); patients with AD
show disproportionate impairment on category fluency relative to phonemic fluency (Rascovsky, Salmon, Hansen, Thal, &
Galasko, 2007) and patients with VaMCI/VaD show impairment on both, if not slightly better performance on category
fluency (Looi & Sachdev, 1999). Verbal memory test performance also tends to be impoverished, although patients
typically show retrieval-based deficits that improve with semantic cueing and recognition formats rather than a frank
amnestic profile.

Patients with VaMCI or VaD may show a range of personality and mood changes, including depression, abulia,
psychomotor retardation, and pseudobulbar affect. Depressed mood in connection with vascular disease has received
extensive research attention in the past couple of decades, leading to the term “vascular depression” (Taylor, Aizenstein, &
Alexopoulos, 2013). In addition, extrapyramidal signs and gait disturbance are prevalent, depending on the extent of
subcortical white matter and basal ganglia involvement.

Structural and Functional Neuroimaging

In terms of structural brain imaging, VaMCI and subcortical VaD are characterized by cerebral microbleeds, lacunar
infarcts, and most commonly, WMH in the subcortical white and gray matter on fluid-attenuated inversion recovery
(FLAIR) or T2-weighted MRI scans. Although WMH on MRI may appear focal or multifocal, with increasing severity
they may develop into a confluence that involves larger swaths of white matter. Notably, the “rarefaction” of white matter
on MRI or computed tomography scans of older people was previously termed leukoaraiosis, and remained a controversial
area of research for some time owing to the “subclinical” (ie, no discrete neurological incident suggestive of a stroke) and
relatively common (ie, present in up to one-third of healthy older adults) nature of the imaging findings. Periventricular and
deep white matter tracts tend to be particularly vulnerable to lesions and vascular insufficiency, in part because of the
smaller and more delicate vasculature in these areas as well as their location near border zones for vascular territories
(Iadecola, 2013); as such, WMH are more common in these regions. Although there is some evidence that the location of
WMH differentially affects cognitive functioning, considerable research also suggests that WMH predict a reduction in
frontal lobe glucose metabolism and a global reduction in cortical blood flow irrespective of the location. In most VaMCI
and VaD, the white matter disease tends to be more periventricular and generally spares the u-fibers (Erkinjuntti et al.,
1996). Several methods or scales, such as the Fazekas scale, have been developed for grading the severity of white matter
disease in VaMCI and VaD (Scheltens et al., 1998).

Functional neuroimaging in VaMCI and VaD has been limited in scope, although studies suggest that early stages of
disease (ie, nondemented older adults with WMH) may be associated with increased activation in frontal brain regions,
particularly the right middle frontal gyrus, as well as frontal interhemispheric connectivity during visual search tasks
(Lockhart et al., 2015). This may reflect a failed compensatory response to increasing vascular burden, with the net effect
being reduced neural insufficiency in early stages. Thus, whereas early stages of disease may be associated with increased
frontal activation, later stages of disease and clinical dementia remain predictive of decreased frontal activation relative to
healthy older adults (Li, Zheng, & Wang, 2012).

Genetics

The genetic underpinnings of sporadic VaMCI and VaD are multifactorial and likely the result of complex interactions
between risk alleles and the environment. Studies suggest contributions of genetics to WMH, with overall heritability of
52e78% reported in the Framingham study (Atwood et al., 2004), and twin studies suggest 61% concordance rates in
monozygotic pairs (Carmelli et al., 1998). Meta-analyses of candidate genes and genome-wide association screening
(GWAS) have isolated several single-nucleotide polymorphisms associated with WMH (tripart motif containing 65 and 47,
TRIM65, and TRIM 47), lacunar infarcts (protein kinase C family, PRKCH), or both (angiotensin-converting enzyme
insertion/deletion), although the contribution to overall mean WMH burden is relatively small (Choi, 2015).
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Pathology

Although there is no reference standard for neuropathological diagnoses of VCI, the vascular pathologies underlying white
matter lesions typically include a wide range of deleterious changes to the vessel walls that ultimately lead to vacuolation,
demyelination, and axonal loss. The presence of atherosclerotic plaques in small cerebral blood vessels, lipohyalinosis,
arteriosclerosis, and complete loss of vascular wall integrity (ie, fibrinoid necrosis) are all possible etiologies leading to
infarcts and microinfarcts (Thal, Grinberg, & Attems, 2012). Vestiges of chronic hypoxia are also common in postmortem
studies, with molecular evidence of hypoxia-inducible factors colocalizing with infarcts (Fernando et al., 2006).

Cerebral Autosomal Dominant Arteriopathy With Subcortical Infarcts and
Leukoencephalopathy

Clinical Phenotype

CADASIL is a genetic autosomal dominant cerebrovascular white matter disease. The acronym CADASIL describes
several key features of the disorder (ie, hereditary small vessel disease leading to strokes and dementia). It is caused by
mutations in the Notch3 gene on chromosome 19q12a. The worldwide prevalence of CADASIL is unknown, but studies in
Europe suggest at least two to four cases per 100,000 (Moreton, Razvi, Davidson, & Muir, 2014; Narayan, Gorman,
Kalaria, Ford, & Chinnery, 2012). Main clinical features of CADASIL include migraine with aura, frontal-executive
cognitive impairment, ischemic strokes, behavioral changes, and T2 WMH on MRI. Around 20e50% of patients with
CADASIL have migraine with aura, which is usually the first symptom, with onset on average at age 30 years (range,
6e48 years); curiously, mean age of onset for women is 10 years earlier than for men: age 26 years versus 36 years
(Chabriat et al., 2009). TIAs and ischemic strokes occur in 60e85% of patients, at a mean age of 49 years (range, 20e
70 years). Although TIAs and strokes often occur in the absence of other risk factors, many patients also have risk factors
such as hypertension, smoking, and hyperlipidemia. Ischemic events are almost invariably subcortical; in about two-thirds
of patients they present as lacunar syndromes, such as pure motor or sensory deficit, ataxic hemiparesis, and clumsy
handedysarthria syndrome. Most of the ischemia in CADASIL is small silent strokes; years of these cause progression to
significant morbidity with motor weakness, spasticity, gait difficulties, urinary urgency with or without incontinence, mood
disturbances, and pseudobulbar palsy. Behavioral changes include depression in at least 20% and apathy, independent of
depression, in at least 40% of patients; mania can also occur (Chabriat et al., 2009).

Cognitive impairment is the second most frequent clinical manifestation after migraine with aura, and typically includes
frontal-executive dysfunction. Upon testing, patients often perform poorly on Trails switching, fluency tasks, symbol digit
tests, and other tests involving processing speed. Consistent with frontal-executive dysfunction and white matter disease,
patients usually show memory retrieval deficits with preservation of recognition and semantic memory (Chabriat et al.,
2009; Charlton, Morris, Nitkunan, & Markus, 2006). Perhaps not surprisingly, the pattern of cognitive impairment is
similar to that of small vessel ischemic vascular disease (SIVD) (Charlton et al., 2006). Executive dysfunction is usually
present by the third decade. Interestingly, cognitive dysfunction appears to correlate better with lacunar strokes than with
WMH burden (Liem et al., 2007; Viswanathan et al., 2007). Other less common clinical manifestations include seizures
(5e10%), extrapyramidal features, and very rarely, intracerebral hemorrhages and territorial infarcts (possibly coinci-
dental) (Chabriat et al., 2009).

A typical temporal profile of CADASIL is shown in Fig. 41.1, with migraines beginning in the teens or twenties,
T2-weighted MRI hyperintensities begin in the mid-twenties to age 30 and invariably present by the mid-thirties, ischemic
events and behavioral changes in the forties to sixties, and dementia and motor disabilities by the fifties to sixties. Patients
often are bedridden by age 65; survival is to the mid- to late-sixties or early-seventies (earlier in men than women)
(Chabriat et al., 2009).

Imaging

T2/FLAIR hyperintensities on MRI usually precede other symptoms by 10e15 years and begin as punctiform or nodular
lesions in periventricular areas and in the centrum semiovale. Over years, they progress to diffuse, extensive, and
somewhat symmetrical hyperintensities, often with cavitations. Involvement of the external capsule and the anterior part of
the temporal lobe is characteristic, which helps to differentiate it from MS and some other white matter conditions
(Chabriat et al., 2009), although these areas can be involved in other conditions as well, such as moderate-to-severe SIVD
and cerebral amyloid angiopathy, respectively. Lacunar infarcts tend to appear later in the disease course and their total
volume appears to correlate with cognitive decline (Viswanathan et al., 2007). Dilated perivascular spaces, which
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sometimes can be confused with lacunes, often occur; when severe, they are called “état crible,” or status cribrosum, most
often in the basal ganglia (Chabriat et al., 2009).

Microbleeds are seen in about 25e69% of patients, on hemosiderin-sensitive sequences, and appear to correlate with
increasing age, higher blood pressure, hemoglobin A1C level, and the extent of white matter disease (Chabriat et al., 2009).
Global brain atrophy progresses about three times faster in CADASIL compared with normal aging, and correlates with
cognitive decline and disability (Chabriat et al., 2009). Typical CADASIL MRI abnormalities are shown in Fig. 41.2.

Genetics

The Notch3 gene encodes a large transmembrane receptor with an extracellular domain containing 34 epidermal growth
factor repeats (EGFR). Each EGFR region has six cysteine residues. More than 95% of the approximately150 mutations
reported to date are missense mutations in exons 2e24, which lead to addition or deletion of a cysteine residue in the
EGFR (Chabriat et al., 2009). There is controversy as to whether mutations outside the EGFR domains and/or without
affecting cysteine residues might also cause CADASIL. In some cases, these cases have been less severe, later-onset forms,
or in families with reduced penetrance (Brass, Smith, Arboleda-Velasquez, Copen, & Frosch, 2009).

Pathology

NOTCH3 is predominantly expressed in vascular smooth muscle cells of small arteries. CADASIL NOTCH3 mutations
result in the gradual accumulation of its extracellular domain as microscopic aggregates around vascular smooth muscle
cells and pericytes of brain arteries and capillaries, close to deposits of granular osmiophilic material (GOM). Mouse model
data suggest that pericytes are the initial cells affected by Notch3 aggregation, resulting in bloodebrain barrier and
microvascular dysfunction (Hurth et al., 2015). Loss of Notch3, such as through double knockout mice, however, does not
cause CADASIL pathology, which supports the notion that CADASIL mutations act through gain of novel function and
that the change in the number of cysteine residues in NOTCH3 may be the common denominator for CADASIL mutations
(Chabriat et al., 2009).

Brain pathology shows macropathologic changes consistent with small vessel ischemic disease, including diffuse
myelin pallor and rarefaction of white matter in periventricular areas and centrum semiovale, lacunar infarcts in white

FIGURE 41.1 Natural history of the main clinical manifestations of CADASIL. The exact age at earliest onset or of first MRI abnormalities is uncertain
(dotted line). The frequency of T2 white matter abnormalities increases progressively and becomes constant by around age 35 years in all patients.
CADASIL, cerebral autosomal dominant arteriopathy with subcortical infarcts and leukoencephalopathy. Reprinted with permission from Chabriat, H.,
Joutel, A., Dichgans, M., Tournier-Lasserve, E., & Bousser, M. G. (2009). CADASIL. Lancet Neurology, 8(7), 643e653. http://dx.doi.org/10.1016/s1474-
4422(09)70127-9.
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matter and basal ganglia, as well as dilated Virchow-Robin (perivascular) spaces. The cortex shows widespread neuronal
apoptosis, especially in layers 3 and 5.

Microscopically, there is a specific arteriopathy of the small cerebral and leptomeningeal penetrating arteries, char-
acterized by thickening of the arterial wall causing luminal stenosis, deposition of nonamyloid GOM in the media
extending into the adventitia, and eventual disintegration of smooth muscle cells. This partly explains the typical pattern of
white matter abnormalities found in CADASIL. Although arteriopathy is found in other organs, such as the spleen, liver,
kidneys, muscle, aorta, and skin, clinical manifestations are restricted to the central nervous system.

Diagnosis

Molecular testing by NOTCH3-sequencing analysis (especially screening exons 2e24) for detection of typical
cysteine-altering mutations generally is considered the reference standard for the clinical diagnosis of CADASIL
(Chabriat et al., 2009). As noted previously, some patients and families with atypical Notch3 mutations have been
reported (Brass et al., 2009; Wollenweber et al., 2015); these patients might not have classic medial temporal lobe
involvement (Brass et al., 2009). Such genetic diagnosis is particularly true in the setting of a compatible clinical and
family history and a positive brain MRI scan. If clinical or molecular results are inconclusive, immunohistochemistry and
electron microscopy scan can be done on a skin biopsy to determine the presence of pathognomonic vessel wall

FIGURE 41.2 Main MRI changes in CADASIL. (A) Lacunar infarcts shown on T1-weighted imaging are mainly located in the brain stem (pons),
thalamus, and lentiform nuclei in a 61-year-old man with a history of stroke, gait difficulties, and executive dysfunction with memory deficits. (B) Small
deep infarcts are shown on fluid-attenuated inversion recovery images in association with diffuse and confluent white matter hyperintensities involving the
anterior part of the temporal lobes. (C) Microbleeds are visible on T2* or gradient-echo images as small hypointense foci in the thalamus and brain stem.
CADASIL, cerebral autosomal dominant arteriopathy with subcortical infarcts and leukoencephalopathy. Borrowed with permission from Jouvent, E.,
Mangin, J. F., Herve, D., During, M., Dichgans, M., & Chabriat, H. (2012). Cortical folding influences migraine aura symptoms in CADASIL
[Multicenter Study Research Support, Non-U.S. Gov’t]. The Journal of Neurology, Neurosurgery, and Psychiatry, 83(2), 213e216. http://dx.doi.org/10.
1136/jnnp-2011-300825.
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abnormalities, including positive NOTCH3 staining, electron microscopic deposits of GOM, and vascular smooth muscle
cell degeneration (Tikka et al., 2009). A skin biopsy demonstrating this GOM has a reported sensitivity of about 40e50%,
although immunostaining with NOTCH3 monoclonal antibody to detect the accumulation of NOTCH3 protein in the
vessel wall has higher sensitivity (85e100%) and specificity (95e100%) (Chabriat et al., 2009; Tikka et al., 2009). Some
of the cysteine-sparing CADASIL mutations might also not always show GOM on skin biopsy (Wollenweber et al., 2015).

When considering genetic testing for CADASIL, as with other autosomal dominant neurodegenerative conditions
without cures, the medical community uses the Huntington protocol, which includes detailed genetic counseling. It is not
recommended to test children, because currently there is no disease-modifying treatment (MacLeod et al., 2013).

Treatment

Unfortunately, currently there are no cures for CADASIL and treatment of symptoms is limited. Brain volume (corrected
for skull size), number of lacunes, and active smoking are predictors of subsequent stroke, whereas active smoking,
disability, and brain volume are predictors of future dementia (Chabriat et al., 2015). Thus, stopping smoking and reducing
cardiovascular risk factors are recommended (Chabriat et al., 2009). Migraine with aura of CADASIL is treated similarly to
that of general population with the exception that ergot derivatives and triptans generally are not recommended because of
their vasoconstricting property (Chabriat et al., 2009). Typical migraine prophylactic medications, such as antiepileptic
drugs, tricyclic antidepressants, or antihypertensives can be used, although acetazolamide anecdotally has been found to be
effective (Forteza, Brozman, Rabinstein, Romano, & Bradley, 2001).

Secondary stroke prevention similar to noncardioembolic ischemic stroke is recommended, such as the use of
antiplatelet drugs (eg, aspirin or Plavix) and treatment of vascular risk factors. Use of anticoagulants or clot-busting agents
generally is contraindicated because of the increased risk of intracerebral hemorrhage in the presence of cerebral micro-
bleeds. It is not clear whether these agents are dangerous in patients who have revealed microbleeds in hemosiderin MRI
sequences. A randomized, double-blinded, placebo-controlled trial of donepezil in patients with CADASIL with cognitive
impairment found no benefit on the primary end point of the cognitive subscale of the vascular AD cognitive assessment
scale, but improvements were found on measures of executive functions (Dichgans, 2009). Supportive measures such as
physical therapy and rehabilitation, psychological support, and nursing care have an important role in the long-term
management of elderly debilitated and demented individuals.

Cerebral Autosomal Recessive Arteriopathy With Subcortical Infarcts and
Leukoencephalopathy

Similar to CADASIL, cerebral autosomal recessive arteriopathy with subcortical infarcts and leukoencephalopathy
(CARASIL) is a single-gene disorder that affects the cerebral small blood vessels, causing ischemia. It is caused by
mutations in the HTRA1 gene, which encodes HtrA serin peptidase/protease 1. Similar to CADASIL, there is progressive
cognitive impairment. MRI scans show white matter disease, lacunes (often in the deep nuclei), and severe arteriosclerosis
in the small penetrating arteries, but unlike CADASIL, it is a recessive disorder found only in Japan and China (as of
2015), and is associated with alopecia and severe low back pain, and there is no GOM deposition (Fukutake, 2011).

Adult Polyglucosan Body Disease

APBD is an autosomal recessive disorder that is an adult-onset form of glycogen storage disease type IV. It is caused by
homozygous or compound heterozygous mutations in the GBE gene. Mutations result in glycogen not being able to branch
properly; therefore, it accumulates in the nervous system. The clinical presentation is usually a mix of key symptoms
including urinary incontinence (neurogenic bladder), gait disorder owing to progressive spastic paraparesis, vibratory loss,
and axonal neuropathy. Cognitive impairment occurs in about half of subjects. Seizures may also occur. Median age is
51 years for onset of neurogenic bladder symptoms, 63 years for wheelchair dependence, and 70 years for death (Mochel
et al., 2012). The most common mutation has been found in Ashkenazi Jews, but other allelic mutations and ethnic groups
have been identified. MRI scans usually show leukoencephalopathy with cavitations, with hyperintensities in periven-
tricular regions, posterior limb of the internal capsule, the external capsule, the pyramidal tracts, and the medial lemniscus
of the pons and medulla and a very thin medulla and cervical cord (Fig. 41.3). Diagnosis can be made by identifying
reduced levels of GBE in blood leukocytes or by genetic testing for GBE mutations (Mochel et al., 2012). The disorder is
currently incurable, although a serendipitous discovery of a potential mouse model might lead to additional insights into
this disorder (Raben et al., 2001).
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Hereditary Leukodystrophy With Neuronal Spheroids

Hereditary diffuse leukoencephalopathy with spheroids (HDLS) is an autosomal dominant central nervous system white
matter disease with variable clinical phenotypes, including behavioral disorders (personality changes, disinhibition, or
depression), cognitive impairment (frontal executive dysfunction and memory impairment), dementia, motor impairment
(parkinsonism, tremor, spastic paraparesis, or ataxia), seizures, and other presentations. Mean age of onset is in the mid-
forties (range, mid-thirties to early-fifties), duration of about 6 years (range, 3e11 years), and age of death around age
48 years (range, 40e63 years) (Sundal et al., 2012). This disease is probably within the same disease spectrum as
pigmentary orthochromatic leukodystrophy and adult-onset leukoencephalopathy with axonal spheroids and pigmented
glia. In the past, these were considered separate entities, but now they are generally thought to be the same clinicopath-
ologic condition because of mutations in the colony-stimulating factor 1 receptor (CSF1R) gene (Nicholson et al., 2013).
CSF1R is a tyrosine kinase receptor expressed on the surface of microglia, and to a lesser extent in neurons. MRI scans in
HDLS reveal focal white matter lesions often in a predominantly frontal distribution, progressing from the periventricular
and deep white matter into subcortical areas. Over time, white lesions become confluent, showing bilateral frontal and
white matter T2 hyperintensities, often extending from the ventricles to subcortical white matter (Fig. 41.4). Unlike typical

FIGURE 41.3 Brain MRI adult polyglucosan body disease (APBD). Axial FLAIR brain MRI scans in a 68-year-old woman with 4 years of cognitive
decline (short-term memory loss), progressive gait disturbance, 18 years of worsening urinary incontinence, and worsening fatigue. Note some key
radiological features of APBD including confluent white matter disease with cavitations and a thin cervical spinal cord (best seen in sagittal view; not
shown).
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ischemic vascular disease, the ventricles might be enlarged and T2 hyperintensities can be seen in the corpus callosum.
Because of the varied clinical presentation, patients often are misdiagnosed with AD, frontotemporal dementia, atypical
parkinsonian disorders, MS, or multiple or SVID (Sundal et al., 2012).

Subacute Sclerosing Panencephalitis

Subacute sclerosing panencephalitis (SSPE) is a rare inflammatory and neurodegenerative disease caused by persistent
cerebral infection with the measles virus occurring in a delayed manner after acute measles infection (Garg, 2008; Studart
Neto et al., 2015). Symptoms often include behavioral changes and cognitive dysfunction, followed by myoclonus,
corticospinal tract signs, and rigidity. Although typically a childhood and adolescence disease, several adult-onset cases
have been identified, even at our own center, with presentations as late as age 50 years (Studart Neto et al., 2015). Death
usually occurs 1e3 years after onset, but some patients have lived several years (Studart Neto et al., 2015). It is not clear
why adult patients have such a long time from measles infection and onset of symptoms (Prashanth, Taly, Ravi, Sinha, &
Arunodaya, 2006). The incidence estimates range from 4 to nearly 30 patients with SSPE per 100,000 cases of measles,
with the higher incidences in developing countries. SSPE is now very rare in countries with effective measles vaccination
programs, and perhaps because of its rarity the diagnosis is easily missed or delayed.

FIGURE 41.4 MRI in HDLS. Magnetic resonance images (axial sections, T2-weighted) from the four patients: (A) Patient 1 (MRI performed 1.2 years
after symptoms began); localized white matter lesions (arrow) in both frontal and parietal hemispheres involving the corpus callosum (dashed arrow). (B)
Patient 2 (MRI performed 1.9 years after the start of symptoms): confluent white matter lesions in both frontal and parietal hemispheres with cortical
atrophy in the affected areas. (C) Patient 3 (MRI performed 3.5 years after the start of symptoms): localized periventricular lesions (arrow) with cor-
responding frontoparietal atrophy and involvement of the corpus callosum (dashed arrow). (D) Patient 4 (MRI performed 2.5 years after symptoms
began): bilateral frontoparietal white matter changes (arrow) extending into the corpus callosum (dashed arrow). Borrowed with permission from Sundal,
C., Lash, J., Aasly, J., Oygarden, S., Roeber, S., Kretzschman, H., . Wszolek, Z. K. (2012). Hereditary diffuse leukoencephalopathy with axonal
spheroids (HDLS): a misdiagnosed disease entity. Journal of the Neurological Sciences, 314(1e2), 130e137. http://dx.doi.org/10.1016/j.jns.2011.10.006.
pii:S0022-510X(11)00609-5.
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There are several tests used for diagnosis. Electroencephalogram (EEG) may be normal or nonspecifically slow in early
disease, but by mid to later stages it usually shows synchronous, stereotyped, high-voltage periodic complexes, often
temporally associated with myoclonus (Garg, 2008). As with EEG, brain MRI might be normal early on, but as the disease
progresses, subcortical and periventricular white matter and basal ganglia abnormalities may occur, progressing to
hemispheric, brain stem, and cerebellar atrophy (Garg, 2008; Prashanth et al., 2006). Serial brain MRI scans showing a
leukoencephalopathy in a 50-year-old man with SSPE is shown in Fig. 41.5. Routine cerebrospinal fluid (CSF) studies may
be entirely normal or show mild lymphocytic pleocytosis and protein elevation, with elevated CSF gamma-globulin
concentration, but elevated antimeasles antibody titers of 1:256 or greater in serum and 1:4 or greater in CSF are
considered diagnostic of SSPE. The characteristic ratio of CSF to serum titers ranges from 1:4 to 1:128 (<1:200) compared
with the normal ratio (1:200e1:500) (Garg, 2008). Production of antibodies is intrathecal (Prashanth et al., 2006). Rarely,
brain biopsy is required for diagnosis, such as in very early or advanced cases when characteristic clinical findings might
not be present, or when EEG does not show periodic complexes (Garg, 2008).

Multiple Sclerosis

Background

First described by Charcot in 1868, MS is an inflammatory demyelinating disease of the central nervous system. Whereas
white matter involvement is a hallmark of the disease, gray matter pathology is increasingly recognized as an important
contributor to cognitive and other disability in MS.

FIGURE 41.5 Brain MRI in SSPE. Serial brain MRIs in a 50-year-old man who presented with 8 years of behavioral changes and 3 years of short-term
memory changes. The CSF was inflammatory with elevated protein. Diagnosis was by brain biopsy. Initial (AeC) and follow-up (17 months after the
initial one) (DeF) brain MRI scan. FLAIR images from the initial exam (AeC): confluent bilateral and symmetric hyperintensities involving subcortical
and deep white matter of the cerebral hemispheres and pons. Follow-up FLAIR images (D, E): more extensive signal changes involving the middle
cerebellar peduncles (arrows in D) and thalami (arrows in E). Follow-up diffusion-weighted images (F) show no diffusion restriction. Borrowed with
permission from Studart Neto, A., Nobrega, P. R., Duarte, M. I., Lucato, L. T., Castro, L. H., & Nitrini, R. (2015). Adult-onset subacute sclerosing
panencephalitis manifesting as slowly progressive dementia. Journal of Neurovirology, 21(4), 468e471. http://dx.doi.org/10.1007/s13365-015-0336-0.
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Clinical Phenotype

The diagnosis of MS requires evidence of separation in space and time. Older criteria required two discrete clinical
attacks, but the 2010 International Panel Criteria for Clinically Definite Multiple Sclerosis (CDMS) allows these criteria
to be met with a combination of clinical and radiologic findings (Polman et al., 2011). Elevated immunoglobulin G index
and unique oligoclonal bands in the CSF are supportive of but not mandatory for the diagnosis of relapsing MS. Those
who experience a clinical attack consistent with demyelinating disease but do not meet criteria for dissemination in time
are diagnosed with clinically isolated syndrome (CIS). Conversion from CIS to CDMS ranges from 30% to 70%
depending on clinical, imaging, and CSF markers (Miller, Barkhof, Montalban, Thompson, & Filippi, 2005). Treatment
with an MS disease-modifying therapy is indicated for patients with high-risk CIS. A subgroup of patients with
radiologically isolated syndrome was identified in which brain MRIs obtained for indications such as head trauma or
migraine revealed lesions meeting radiologic criteria for MS but the disease was clinically silent. In available case series,
some but not all of these patients go on to develop CDMS; 34% of patients in one series experienced a clinical event at
5 years (Lebrun et al., 2009; Okuda et al., 2011, 2014).

MS follows one of four disease courses: relapsing-remitting (RR), secondary progressive (SP), primary progressive
(PP), or progressive-relapsing (Lublin & Reingold, 1996). In most patients (80e85%), the disease follows an RR course
characterized by subacute onset of neurologic dysfunction evolving over a period of days to weeks followed by gradual,
partial, or complete recovery. Some patients with RRMS go on to experience a more progressive decline without
superimposed relapses. These patients are characterized as having SPMS. In a pretreatment cohort, 50% of patients with
relapsing onset developed SPMS at 10 years (Weinshenker & Ebers, 1989). Newer longitudinal data will shed more light
on rates of conversion to SPMS in a treated cohort. A smaller subset of patients (10e15%) presents with PPMS, defined by
insidious and irreversible accumulation of disability from onset without clear superimposed attacks. PRMS is increasingly
thought not to represent a truly a distinct course, but rather highlights that patients with progressive MS may experience
rare attacks (Lublin, 2014).

Typical presentations of relapsing MS include optic neuritis, brain stem dysfunction (eg, internuclear ophthalmoplegia),
and partial myelitis. Multifocal presentations also occur. Over time, patients may develop impairment of vision or other
cranial nerve functions, spastic paresis, sensory dysfunction, ataxia, disturbance of bowel or bladder function, or cognitive
dysfunction. Fatigue and neuropathic pain are common.

Between 40% and 70% of patients with MS experience cognitive dysfunction (Chiaravalloti & DeLuca, 2008).
Affected domains include information processing speed, visual learning, and memory, with less frequent but still clinically
important involvement of simple attention and verbal skills (DeLuca, Yates, Beale, & Morrow, 2015; Rocca et al., 2015b).
MS-related cognitive impairment is considered a subcortical dementia, differing from cortical dementias such as AD in that
aphasia, apraxia, and agnosia are uncommon (DeLuca et al., 2015), and memory dysfunction is usually not amnestic but
more the result of a frontal lobe retrieval deficit. Symptoms are often subtle and frank dementia is rare (Chiaravalloti &
DeLuca, 2008). Cognitive impairment can be detected early in MS and seems to be more prominent in progressive than
relapsing forms of the disease (Achiron et al., 2013; Feuillet et al., 2007). Cognitive dysfunction increases with time. In one
longitudinally followed cohort, 74% of patients were cognitively normal at baseline but only 44% of patients were
considered cognitively normal at 10 years (Amato, Ponziani, Siracusa, & Sorbi, 2001). Although generally progressive,
cognitive function may also worsen transiently during relapses (Benedict et al., 2014; Morrow, Jurgensen, Forrestal,
Munchauer, & Benedict, 2011). Measurement of cognitive dysfunction in MS can be challenging. Patient-reported
outcomes are influenced by comorbid depression and fatigue (Benedict, Carone, & Bakshi, 2004; Simioni, Ruffieux,
Bruggimann, Annoni, & Schluep, 2007). Many cognitive screening assessments were not designed to detect MS-related
cognitive dysfunction. The symbol digit modality test is an important screening tool for MS-related cognitive dysfunction.
The Brief Repeatable Battery of Neuropsychological tests and Minimal Assessment of Cognitive Function in MS are more
comprehensive, although time-intensive, metrics for quantifying cognitive impairment in MS (DeLuca et al., 2015; Rocca
et al., 2015a).

Depression and anxiety are also common. Major depression occurs in patients at a rate two to five times higher than in
the general population (Feinstein, Magalhaes, Richard, Audet, & Moore, 2014). It is important to rule out depression as a
cause of cognitive impairment in MS. Psychosis is rare but reported (Marrie et al., 2015).

Structural and Functional Neuroimaging

MRI is a critical tool in the diagnosis and management of MS; it also has a key role in research. Magnetic Imaging in MS
criteria are used to establish dissemination in space for the diagnosis of CDMS in the 2010 International Panel Criteria,
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whereas the presence of both enhancing and nonenhancing lesions on a single MRI scan establishes dissemination in time.
These criteria require one or more lesions in at least two of four locations: periventricular, juxtacortical, infratentorial, and
spinal cord, excluding symptomatic brain stem and spinal cord lesions (Polman et al., 2011). Brain MRI scan reveals
characteristic ovoid T2/FLAIR hyperintense lesions predominantly involving periventricular and juxtacortical locations.
This appearance is distinct from the small, round subcortical lesions of small vessel ischemic disease or migraine. The
corpus callosum is a relatively specific site of MS plaques; lesions there appear to be more closely associated with
cognitive dysfunction (Pelletier et al., 1993). Contrast enhancement on postegadolinium T1 imaging occurs during periods
of active disease. Enhancement may be described as nodular, punctate, or ringlike, with an open ring being more sug-
gestive of demyelination versus other causes of enhancement (Masdeu et al., 1996). Some lesions appear hypointense on
T1 imaging, also called black holes. These T1 hypointense lesions correlate histopathologically with greater tissue damage
and axonal injury (van Walderveen et al., 1998). High-resolution (7T) scanning has improved detection and character-
ization of cortical lesion burden, but this technology is not available for routine clinical care.

In addition to white matter lesion burden, brain atrophy is an important surrogate for clinical disability and cognitive
dysfunction (Chard et al., 2002). Atrophy progresses more quickly in patients with MS compared with age-matched
controls. Atrophy occurs in both white and gray matter, but regional differences including cortical atrophy, thalamic,
callosal, and spinal cord gray matter atrophy may correlate more accurately with measures of disability (Houtchens et al.,
2007; Schlaeger et al., 2014; Yaldizli et al., 2010).

Advanced imaging provides an additional window into the underlying pathology of MS. DTI provides additional
information with regard to the integrity of white matter and tractography and supports the concept that disease activity
occurs even in normal-appearing white matter on standard MRI sequences such as T2 and FLAIR (Moll et al., 2011).
Magnetization transfer imaging and the magnetization transfer ratio are useful surrogates for monitoring changes asso-
ciated with acute inflammation and subsequent remyelination (Chen et al., 2008). Functional MRI is a useful measure of
plasticity in MS. Studies of resting-state functional connectivity have revealed differences in patients with CIS, RRMS, and
PPMS or SPMS, with increased connectivity in patients with CIS followed by decreases in patients with more advanced
relapsing or progressive disease (Rocca et al., 2010; Roosendaal et al., 2010); this suggests a pattern of early adaptation
which is ultimately overcome as the disease progresses.

Genetics

MS is a polygenic disorder with complex inheritance patterns. Risk alleles are common in the population and heritability is
complex. Monozygotic twins have an MS concordance of 25e50%, which suggests that environmental or postgenomic
factors have an important role in the development of MS (Nielsen et al., 2005). Human leukocyte antigen (HLA) poly-
morphisms were identified early as an important risk factor for MS. HLA are peripheral blood mononuclear cell surface
proteins that have a key role in self-antigen recognition and immune regulation. The HLA proteins are the human form of
the major histocompatibility complex (MHC). In humans, the MHC gene complex resides on chromosome 6 and consists
of more than 3000 genes encoding for different HLA classes (Cree, 2014). Polymorphisms in the HLA-DRB1 gene confer
most of the genetic susceptibility for MS. In European-descended populations, the HLA-DRB1*15:01 is the primary risk
allele (Oksenberg et al., 2004). In African Americans, the primary risk allele is HLA-DRB1*15:03 (Cree et al., 2009).
Numerous other HLA alleles have a smaller but still important role.

Although the role of HLA as a risk factor for MS is well-established, its overall contribution to MS susceptibility is
small. MHC accounts for approximately 20% of MS heritability. This raises the hypothesis that loci outside the MHC must
also have a role in MS genetics (International Multiple Sclerosis Genetics Consortium, 2010). The International Multiple
Sclerosis Genetics Consortium (IMSGC) was founded in 2003 to collect the large sample sizes required to study these
small but important genetic signals. Using GWAS, IMSGC researchers identified interleukin-2 receptor (IL2R)-ae and
IL7R-aeencoding genes as important contributors, although the odds ratio for these loci were small (International Multiple
Sclerosis Genetics Consortium et al., 2007). The list of non-MHC risk genes continues to expand; currently, non-MHC loci
account for an additional 5% of MS heritability (Cree, 2014).

Vitamin D deficiency is a risk factor for MS susceptibility and genes related to vitamin D metabolism. Two genes,
CYP27B1 and CYP24A1, which encode for enzymes involved in the synthesis and degradation of vitamin D, were
identified in an IMSGC GWAS analysis (Ramagopalan et al., 2011). Vitamin D may also have a role in gene expression at
MHC risk loci, with vitamin D receptor binding elements identified in the region of most MS-associated genes
(Ramagopalan et al., 2010; Ramagopalan, Knight, & Ebers, 2009).

Phenotypically, HLA alleles contribute to age at onset and may also contribute to disease burden on MRI scans (Cree
et al., 2009; Okuda et al., 2009). Some studies suggest a role in cognitive performance (Okuda et al., 2009). These alleles
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do not appear to influence overall neurologic disabilities as measured by the expanded disability status scale or disease
course (relapsing versus progressive) (Romero-Pinel et al., 2011). The impact of HLA alleles on MS severity is less clear.

Pathology

Multifocal plaques, characterized by demyelination with variable gliosis and perivenular inflammation, are the patho-
logical hallmark of MS. As with imaging patterns, the optic nerves, subpial spinal cord, brain stem, cerebellum,
juxtacortical, and periventricular white matter regions are preferentially involved (Popescu & Lucchinetti, 2012). The
pattern of inflammation in the MS plaque evolves, with early active plaques showing dense infiltrates of macrophages
containing myelin debris, followed by a transition to chronic active plaques containing activated microglia or smaller
numbers of myelin-laden macrophages (Popescu & Lucchinetti, 2012). Remyelination occurs as acute inflammation
subsides, although it is often incomplete. About half of chronic plaques show evidence of remyelination, although myelin
density usually remains reduced and myelin sheaths are thin (Barkhof et al., 2003). Axonal damage and loss also occur,
although relative axonal sparing is important in the pathologic diagnosis of demyelinating disease and the presence of
axon loss commensurate with demyelination is more suggestive of infarction (Popescu & Lucchinetti, 2012). Cortical
lesions are present early in MS and appear to correlate with cognitive dysfunction. Three types of cortical lesions have
been described, including subpial lesions which extend from the pial surface into the cortex, intracortical lesions which
are confined within the cortex, and leukocortical lesions which involve both gray and white matter (Lucchinetti et al.,
2011). Meningeal inflammation, consisting of lymphocytes and macrophages, may have a role in the formation of these
lesions and may be an important driver of neurodegeneration in patients with progressive disease (Choi et al., 2012).
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Chapter 42

Amyotrophic Lateral Sclerosis 1
and Many Diseases

Elena Ratti and James D. Berry
Neurological Clinical Research Institute (NCRI), Massachusetts General Hospital, Boston, MA, United States

INTRODUCTION

In 1869, French neurologist Dr Jean-Martin Charcot first described a clinical syndrome initially named Charcot sclerosis,
now known as amyotrophic lateral sclerosis (ALS) (Charcot & Joffory, 1869). “Amyotrophy” derives from the Greek for
“lack of nourishment to the muscle”; “lateral sclerosis” refers to the “scarring” of the corticospinal tracts containing the
axons of upper motor neurons.

ALS affects both upper and lower motor neurons, leading to progressive paralysis and ultimately to death, on average 3
to 5 years after the onset of weakness, although variability is striking (Turner, Parton, Shaw, Leigh, & Al-Chalabi, 2003). It
belongs to the broader category of motor neuron diseases, which includes diseases presenting with isolated lower or upper
motor neuron involvement (Fig. 42.1). Whereas traditionally ALS has been construed as a disease of exclusively the motor
neurons, important cognitive and behavioral effects of the disease are now well appreciated, recasting the disease as a
neurodegenerative disease, albeit one marked primarily by motor neuron loss, which is a paradigm shift in the disease
conceptualization.

The diagnosis of ALS remains clinical, although electromyography (EMG) lends electrodiagnostic support. The revised
El Escorial Criteria are consensus guidelines that define levels of certainty of diagnosis, more or less based on the number
of body regions affected clinically and by EMG (Brooks, Miller, Swash, & Munsat, 2000). Although these criteria were

FIGURE 42.1 Inherited and sporadic motor neuron diseases (MND). UMN, upper motor neuron; LMN, lower motor neuron; VZV, varicella zoster virus.
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established for clinical research, they provide a framework for clinical diagnosis. Unfortunately, they are highly specific
but not sensitive (Makki & Benatar, 2007). Furthermore, the motor neuron loss and resultant weakness of ALS can strike
first in any body region, and its progression is highly variable, even in people sharing an identical gene mutation (Turner,
Hardiman, et al., 2013). As a result, there remains a substantial delay in diagnosis after onset of symptoms, averaging
approximately 1 year (Mitchell, Callagher, et al., 2010; Paganoni et al., 2014). For now, ALS remains a disease orphan of
cure, although there is one disease-modifying therapy, riluzole, which has been shown to have the modest effect of
prolonging survival by 2 to 3 months (Miller, Mitchell, & Moore, 2012).

ALS genetics has been a fertile area of discovery in recent years. In the early 1990s, superoxide dismutase 1 (SOD1)
became the first ALS-causative gene discovered; it led to the first and most robust animal models. Since then, a panoply of
causative genes has been discovered and new animal and cell models are being generated at an astonishing rate. The
causative genes do not appear to have a single obvious point of convergence in cell biology, but as more genes are
discovered, functional groups are becoming clear. These functional groups are based on the biological pathways that are
disrupted within the cell. The identification of these pathways is, in turn, informing biomarker discovery and therapeutic
target identification.

In this chapter we will review the current status of knowledge of ALS genetics and connections with neuropathology,
cellular pathways, and clinical manifestations of ALS.

EPIDEMIOLOGY

Average age at onset of ALS is 55 to 65 years with a male to female predominance of 1.2e1.5, an incidence of
approximately 2e3/100,000 per year, a prevalence of 3e5/100,000 (Al-Chalabi & Hardiman, 2013). This translates to a
lifetime risk of 1:350 for men and 1:400 for women (Al-Chalabi & Hardiman, 2013).

Approximately 90e95% of ALS is sporadic (sALS), which is defined as ALS occurring in a patient with no known
family history. Five percent to 10% of people with ALS have a positive family history of ALS and are classified as familial
(fALS). There is a lack of consensus about the exact definition of fALS and whether a first-, second-, or third-degree
relative can be affected to designate a person as having fALS (Byrne, Elamin, Bede, & Hardiman, 2012). The distinc-
tion between fALS and sALS is becoming increasingly blurred as we learn more about the numerous causative ALS genes.
Whereas nearly all of the genes seem to be autosomal dominant, they are not all completely penetrant, and at least one
gene, C9orf72, can cause either ALS or frontotemporal dementia (FTD). That C9orf72 expansions are being found in
people with otherwise “sporadic” ALS points to an important complication in the current definition. In fact, known genes
now explain the genetic underpinning of about 68% of patients with fALS and approximately 11% of patients with sALS
(Renton, Chio, & Traynor, 2014). These definition challenges are resulting in new uses of the term fALS to mean either
ALS in a person with an ALS-causative gene and/or a family history of ALS or FTD. This transition in the usage of the
term “fALS” has been essentially imperceptible, but use of the term “fALS” will become increasingly complex as genes
that confer risk and disease-modifying genes are discovered.

Thus, ALS is an uncommon disease by incidence but rare by prevalence because of its rapid progression. Clinical and
genetic subsets of the disease exist and divide the population into ever smaller groupings. As a result, gene association
studies require international collaborative efforts, and even biomarker studies and small trials typically require multiple
centers to reach enrollment goals quickly. When subsets of patients are enrolled for trials of gene-targeted therapy or
studies aimed at gene discovery in a clinical subpopulation, these collaborations become even more critical.

CLINICAL FEATURES

Clinical manifestations of ALS begin in adulthood with rare exception; however, it is unclear when subclinical changes
begin. Serendipitous EMG results have shown that patients may be electrophysiologically normal even shortly before the
onset of symptoms, although the EMG changes likely predate the clinical onset by a brief horizon (Aggarwal & Nicholson,
2002; Mancuso, Osta, & Navarro, 2014). Patients experience symptoms resulting from a combination of upper and lower
motor neuron symptoms, and examination discloses the corresponding signs.

Upper motor signs include increased muscle tone (spasticity) and reflexes (hyperreflexia) with extensor plantar
response, whereas lower motor neuron signs include decreased muscle tone, muscle atrophy (Figs. 42.2 and 42.3), and
fasciculations.

Symptoms begin in the bulbar, cervical, and lumbar regions with approximately equal frequency, whereas generalized
and respiratory onset is described in a few percent of patients (Swinnen & Robberecht, 2014). Symptoms generally spread
within a body region and then to adjacent regions, and detailed pathological study reveals a pattern of spread from one cell
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to surrounding cells between upper and lower motor neurons (UMN and LMN, respectively) (Ravits, 2014), supporting
both theories about protein or RNA-mediated local spread and excitotoxicity-mediated UMN/LMN spread.

Over time, the disease causes progressive immobility, difficulty with activities of daily living, loss of independence,
and dysarthria, dysphagia, protecting the airway, and (ultimately) breathing.

Weight loss appears to be nearly ubiquitous, and more rapid weight loss correlates with more rapid disease progression
(Ngo, Steyn, & McCombe, 2014; Reich-Slotky et al., 2013; Shimizu et al., 2012). The cause of this weight loss is un-
certain; in some cases bulbar dysfunction has a part, but in other cases the weight loss occurs despite normal or increased
caloric intake, perhaps suggesting dysfunction in cellular energy use.

CLINICAL SUBTYPES OF AMYOTROPHIC LATERAL SCLEROSIS

Clinically, ALS might be divided into any number of subcategories. Common clinical distinctions include bulbar onset
versus limb onset, rapid versus slow progression, UMN versus LMN predominant, and the flail arm and flail leg variants
(Swinnen & Robberecht, 2014), but the relationship of these clinical variants to genetic or pathophysiologic distinctions is
highly uncertain.

Primary lateral sclerosis (PLS) is a sporadically occurring motor neuron disease characterized by exclusive involvement
of the upper motor neurons. It is either an ALS subtype or a unique but related motor neuron disease. Progressive muscular
atrophy is the analogous subgroup or related motor neuron disease with exclusively LMN findings. Neither has a clear
genetic cause nor is there evidence for unique pathophysiology or motor neuron dysfunction in these patients, relative to
those with ALS.

FIGURE 42.2 Hand atrophy, particularly involving the first dorsal interosseous muscle. (A) dorsal view and (B) lateral view.

FIGURE 42.3 Tongue atrophy.
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Patients with ALS can also develop a variable degree of cognitive and/or behavioral impairment (Phukan, Pender, &
Hardiman, 2007; Ringholz et al., 2005; Strong et al., 2009). On detailed cognitive testing, more than 40% of people with
ALS have cognitive impairment at the initial presentation, predominantly executive dysfunction (Phukan et al., 2012).
Approximately 20% of people with ALS show moderate to severe behavioral changes (apathy or disinhibition) (Lillo,
Mioshi, Zoing, Kiernan, & Hodges, 2011). In fact, 5e15% of people with ALS meet the diagnostic criteria for FTD
(Phukan et al., 2012). Both executive dysfunction (Elamin et al., 2011) and behavioral (Hu et al., 2013) changes are
considered negative prognostic factors and confer shorter survival.

Cognitive and behavioral dysfunction is more common in patients with a hexanucleotide expansion in the C9orf72
gene, providing one of the most striking examples of a link between ALS genetics and clinical phenotype. At the same
time, not all those with C9orf72 expansions have cognitive or behavioral dysfunction, and not all those with cognitive or
behavioral dysfunction have C9orf72 expansions.

Other examples of genotypeephenotype correlation include the SOD1 A4V mutation, which confers a rapid progression
with LMN predominance; even so, the age and site of onset vary dramatically within a pedigree (Cudkowicz et al., 1997).
More commonly, two patients with the same genetic mutation can have widely divergent clinical presentations with regard
to clinical phenotype. This may highlight a role for disease-modifying factors, whether environmental, genetic, or a
combination of both (Al-Chalabi & Hardiman, 2013).

AMYOTROPHIC LATERAL SCLEROSIS ANATOMY

Although degeneration of motor neurons occurs in the brain and spinal cord, the loss of motor neurons in ALS affects both
the central and the peripheral nervous system. Macroscopically, motor neuron loss is seen in the motor cortex and in the
motor nuclei of the brain stem and the anterior horn of the spinal cord. Concomitant degeneration of axons within the
central nervous system (corticospinal tracts) and the peripheral nerves leads directly to muscle atrophy. Corticospinal tract
abnormalities may be appreciated on traditional MRI (Fig. 42.4), although this is neither sensitive nor specific, and
traditional imaging does not reveal other clear abnormalities. However, novel brain imaging techniques highlight patterns
of cortical and subcortical atrophy, altered brain metabolism, biochemistry, receptor distribution, blood flow, and white
matter integrity and connectivity even outside motor regions (Chio et al., 2014; Foerster, Welsh, & Feldman, 2013).
Cortical atrophy and white matter damage can extend from motor cortex and corticospinal tracts into the frontal, temporal,
and parietal regions and may also be associated with subcortical structures involvement (Agosta et al., 2012; Bede, Elamin,

FIGURE 42.4 Bilateral T2 MRI signal hyperintensity representing the corticospinal tracts in ALS (indicated by arrows).
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et al., 2013; Bede et al., 2014; Chio et al., 2014; Mezzapesa et al., 2013; Mioshi et al., 2013; Schuster et al., 2014; Walhout
et al., 2015). Resting-state functional MRI (fMRI) evaluations of ALS patients have shown decreased functional con-
nectivity in both sensorimotor and cognitive and behavioral associated networks and increased functional connectivity in
somatosensory and extramotor areas, whereas altered patterns of brain activation were observed in task-associated fMRI
studies (Chio et al., 2014). In addition, patients with C9orf72 show characteristic atrophy of the thalamus and the cere-
bellum, and a range of gray and white matter abnormalities typical of both ALS and FTD (Bede, Bokde, et al., 2013;
Mahoney et al., 2012; Rohrer et al., 2015; Whitwell et al., 2012). This suggests a specific neuronal vulnerability associated
with this genetic background supporting an ALS-FTD continuum.

AMYOTROPHIC LATERAL SCLEROSIS PATHOLOGY

The overriding pathological signature of ALS is the loss of motor neurons in the brain, hypoglossal nucleus, and spinal
cord. Microscopically, ALS is characterized by protein aggregation and deposition within motor neurons (Al-Chalabi et al.,
2012; Blokhuis, Groen, Koppers, van den Berg, & Pasterkamp, 2013). Ubiquitin-positive and negative inclusions are seen
in motor neurons. Ubiquitin-positive aggregates have been classified as Lewy body-like hyaline or skein-like inclusions
and they are often close to neurofilamentous accumulations within the axon hillock area (Al-Chalabi et al., 2012; Blokhuis
et al., 2013; Mackenzie et al., 2007). With the exception of SOD1 and Fused in Sarcoma/Translated in Liposarcoma
Protein (FUS) cases, these inclusions are TDP-43epositive, a potential common downstream process. Curiously, SOD1-
and FUS-mediated ALS shows SOD1 or FUS protein accumulations, rather than TDP-43 inclusions in the motor neurons.
Other pathological aggregates associated with ALS, including sporadic cases, may contain proteins or products deriving
from genes that have been found mutated in ALS, such as FUS, OPTN, UBQLN2, and C9orf72. How and why these
aggregates originate is a subject of active investigation.

In general, the intracellular protein aggregation of ALS appears to originate from the presence of at least one of three
conditions in the diseased motor neuron, and likely an interplay of all three: (1) an increased propensity for proteins to
aggregate, (2) reductions in the protein degradation pathways, and (3) increased cellular stress. Structural changes at the
protein level, such as protein misfolding, particularly in low-complexity domains (referred to in some places as “prion-like
domains”), appear to facilitate aggregation (Udan-Johns et al., 2014). Impairment of the normal protein degradation
pathways may lead to the accumulation of aggregated proteins (Alami et al., 2014; Bosco, Lemay, et al., 2010). The
aggregation of proteins can lead to cellular stress and activation of inflammatory pathways within the neuron and sur-
rounding cells, which can hasten protein aggregation (Robberecht & Philips, 2013).

Ubiquitin-negative inclusions, Bunina bodies, found in the cytoplasm of LMNs, are also characteristic in ALS. They
are small and round cystatin Cepositive eosinophilic inclusions containing amorphous electron-dense material associated
with tubular and vesicular structures visualized by electron microscopy (Okamoto, Mizuno, & Fujita, 2008). Whereas their
exact nature and significance remain unclear, it is speculated that they may derive from cellular organelles, such as the
endoplasmic reticulum, or result from abnormal protein metabolism.

Intracellular aggregates have also been observed in extramotor regions, such as frontal and temporal cortices,
hippocampus, and cerebellum. They are present in both fALS and sALS and in other neurodegenerative diseases, such as
frontotemporal lobar degeneration (FTLD). This suggests that protein aggregation may link fALS and sALS and
neurodegenerative diseases in general. Whether the presence of protein aggregates is in itself the key deleterious event
remains a subject of debate (Brotherton, Li, & Glass, 2013), although the accumulations clearly reflect abnormalities in
normal cellular processes. Some evidence suggests that these protein aggregations are necessary but not sufficient to
cause neurodegenerative disease, and that the resultant loss of protein function from sequestered proteins or the
inflammation induced within the neuron and surrounding glia is to blame for the degenerative process (Robberecht &
Philips, 2013).

AMYOTROPHIC LATERAL SCLEROSIS GENETICS BY PUTATIVE MECHANISM

Since the discovery in 1993 of the first gene associated with ALS, SOD1 (Rosen, 1993), the field of ALS genetics has
blossomed. Over the past decade, the pace of genetic discovery has hastened owing to an increasing scientific focus on
ALS genetics and improvements in sequencing technologies and computational genetics methods. This led to the
identification of more than 20 genes associated with ALS (Table 42.1). The discovery of this large complement of
causative genes was initially unexpected, but as the number of genes discovered has grown, several potential molecular
pathways involved in the pathogenesis of ALS have been highlighted, including oxidative stress, mitochondrial
dysfunction, excitotoxicity, neuroinflammation, cytoskeletal disruption and axonal transport dysfunction, altered RNA
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TABLE 42.1 Genes Associated With ALS by Putative Disease Mechanism (Berry & Cudkowicz, 2011; Leblond et al., 2014; Marangi & Traynor, 2014; Ratti,

Cudkowicz, & Berry, 2014; Robberecht & Philips, 2013; Turner, Hardiman, et al., 2013)

Gene Location Gene Product Known Normal Function

Known

Inheritance

Pattern

Causative Versus

Putative Disease

Modifying Genes

(Leblond et al.,

2014)

Positive

Replication

Studies

(Leblond

et al., 2014) Known Phenotype

Oxidative Stress and Mitochondrial Dysfunction

SOD1 21q22 Cu/Zn Superoxide dis-
mutase 1

Superoxide radicals
metabolism

AD, AR Causativea Yes LMN (more often),
UMN

CHCHD10 22q11 Coiled-coil helix
coiled-coil helix
protein

Mitochondrial genome stabil-
ity and mitochondrial cristae
junctions maintenance

AD e e AD, FTD, ALS, cere-
bellar ataxia,
myopathy

Protein Degradation and Autophagy Impairment

UBQLN2 Xp11 Ubiquilin 2 Ubiquitinated proteins pro-
teasome degradation

X-linked
dominant

Causative Yes ALS, FTD, ALS-FTD,
juvenile and adult
onset

SQSTM1 5q35 Sequestosome 1/p62 Ubiquitinated proteins auto-
phagy and proteasome
degradation

AD Susceptibility risk
factorb

Yes ALS, ALS-FTD, FTD,
Paget disease of bone

VCP 9p13 Valosin-containing
protein

Ubiquitin-sensitive chap-
erone ATPase participating in
protein unfolding, complexes
disassembly, autophagy,
vesicle trafficking

AD Causative No ALS, ALS-FTD, FTD,
IBMPFD

CHMP2B 3p11 Charged Multivescicu-
lar body protein 2B or
chromatin-modifying
protein 2B

Component of endosomal
ESCRT-III complex, involved
in the sorting of membrane
proteins of multivesicular
bodies and their autophagy

AD Susceptibility risk
factor

Yes ALS, LMN predomi-
nant ALS, ALS-FTD,
FTD

OPTN 10p13 Optineurin Regulates nuclear factor-kB
pathway; involved in vesicu-
lar trafficking, immune
response, and transcription
regulation

AR, AD Causative Yes ALS, ALS-FTD, FTD,
open angle glaucoma,
Paget disease of bone

FIG4 6q21 PI(3,5)P(2)
5-phosphatase

Located in vacuolar mem-
branes, essential for lysosome
function and endosomal
vesicle trafficking

AD, AR Susceptibility risk
factor

No ALS, PLS, CMT IV

TBK1 12q14 TANK-Binding
kinase 1

Autophagy and
neuroinflammation

AD e e ALS, ALS-FTD, FTD

6
9
0

S
E
C
T
IO

N
|
III

C
lin

ical
P
h
en

o
m
en

o
lo
gie



RNA Metabolism and Processing Impairment

TARDBP 1p36 TAR DNA binding
protein 43

DNA and RNA binding pro-
tein, containing prion-like
domain and involved in RNA
and DNA metabolism

AD Causative Yes ALS, FTD, ALS-FTD

FUS/TLS 16p11 Fused in Sarcoma/
Translated in Liposar-
coma protein

RNA binding protein, con-
taining prion-like domain
and involved in RNA and
DNA metabolism

AD, AR Causative Yes ALS, FTD, ALS-FTD
possible juvenile onset
and aggressive ALS
phenotype

C9ORF72 9p21 Hexanucleotide repeat
expansion in intronic
region involved in
non-ATG -dependent
translation producing
sense and antisense
dipeptide repeat pro-
teins (DPR)

Unknown, may act as gua-
nine exchange factor (GEF)
activating Rab GTPases regu-
lating membrane trafficking

AD Causative Yes ALS, FTD, ALS-FTD

TAF15 17q11 TATA-Binding
Protein-Associated
Factor 15

Component of transcription
factor IID of RNA polymer-
ase, participating in initiation
of transcription

AD, AR Susceptibility risk
factor

No ALS

EWSR1 22q12 Ewing Sarcoma Break-
point Region 1

RNA-binding protein AD e e ALS

ANG 14q11 Angiogenin RNAse; stimulates
angiogenesis

AD Susceptibility risk
factor

Yes ALS

SETX 9q34 Senataxin DNA/RNA helicase AD Causative Yes Juvenile onset, slowly
progressive, LMN pre-
dominant, ataxia and
oculomotor apraxia
type 2

ATXN2 12q24 Ataxin-2 Unknown; may participate in
RNA metabolism/translation,
interact with endoplasmic re-
ticulum, modify TDP-43
toxicity

AD Susceptibility risk
factor

Yes ALS and ALS-FTD if
intermediate CAG re-
peats length (30e33),
SCA2 when >34 CAG
repeats

hnRNPA2B1
hnRNPA1

7p15,
12q13

Heterogeneous nuclear
ribonucleoproteins
2B1 and A1

RNA binding proteins, regu-
late RNA metabolism and
transport

AD Causative No ALS, IBMPFD

MATR3 5q31 Matrin 3 RNA and DNA binding pro-
tein, interacting with TDP-43

AD e e ALS
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TABLE 42.1 Genes Associated With ALS by Putative Disease Mechanism (Berry & Cudkowicz, 2011; Leblond et al., 2014; Marangi & Traynor, 2014; Ratti,

Cudkowicz, & Berry, 2014; Robberecht & Philips, 2013; Turner, Hardiman, et al., 2013)dcont’d

Gene Location Gene Product Known Normal Function

Known

Inheritance

Pattern

Causative Versus

Putative Disease

Modifying Genes

(Leblond et al.,

2014)

Positive

Replication

Studies

(Leblond

et al., 2014) Known Phenotype

Excitotoxicity

DAO 12q22 D-Amino-acid oxidase Controls levels of its substrate
D-serine, a modifier of gluta-
mate transmission

AD Causative No ALS

Cytoskeleton Disruption and Cellular and Axonal Transport Dysfunction

NEFH 22q12 Neurofilament-heavy
subunit

Participates in axonal trans-
port and maintenance

AD Susceptibility risk
factor

No ALS

PRPH 12q13 Peripherin Cytoskeletal protein
Type III intermediate filament
protein

AD Susceptibility risk
factor

Yes ALS

SPG4 2q22 Spastin Microtubule-severing protein AD e e HSP, ALS

DCTN1 2p13 Dynactin subunit 1 Axonal transport AD Susceptibility risk
factor

Yes LMN syndrome with
vocal cord paralysis,
ALS

PFN1 17p13 Profilin 1 Actin polymerization AD Causative No ALS

VAPB 20q13 Vesicle-associated
membrane protein
eassociated proteins B
and C

Vesicle trafficking; modulates
ephrin-induced signaling,
interacting with EPHA4

AD Causative Yes ALS

TUBA4A 2q36 Tubulin alpha 4A
protein

Microtubule component AD e e fALS

Uncertain Mechanism

SPG11 15q14 Spatacsin Unknown; possible role in
protein trafficking, gene
expression, axon mainte-
nance, DNA damage repair

AR Causative Yes ALS, including
juvenile onset, HSP

ALS2 2q33 Alsin Guanine nucleotide ex-
change factor for GTPases

AR Causative Yes ALS, mostly UMN
involvement, LMN,
possible juvenile onset
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Disease Modifiers

EPHA4 2q36 Ephrin receptor tyro-
sine kinase EPHA4

Receptor of ephrin axonal re-
pellent system, induces cyto-
skeletal rearrangements and
may participate in synapse
formation

e Modifier e Reduced expression is
associated with later
onset and longer
survival

KIFAP3 1q24 Kinesin-Associated
Protein 3

Participate in formation of
trimeric motor complex
(KIF3) that participates in
chromosomal cytokinesis and
anterograde transport

e Susceptibility risk
factor

No ALS,
reduced expression in
sporadic ALS is associ-
ated with longer
survival

UNC13A 19p13 Protein unc-13 homo-
log A

Regulates neurotrasmitters
release (ie, glutamate) at cen-
tral and neuromuscular
synapses

e Susceptibility risk
factor

Yes ALS, associated with
shorter survival

ELP3 8p21 Elongator acetyltrans-
ferase complex
subunit 3

Component of RNA polymer-
ase II, involved in RNA pro-
cessing and transcript
elongation

e Susceptibility risk
factor

No ALS

LMN, lower motor neuron involvement; UMN, upper motor neuron involvement; FTD, frontotemporal dementia; ALS, amyotrophic lateral sclerosis; HSP, hereditary spastic paraplegia; CMT IV, Charcote
MarieeTooth type IV; IBMPFD, inclusion body myopathy with early-onset Paget disease and frontotemporal dementia; SCA-2, spinocerebellar ataxia type 2; polyQ, polyglutamine; AD, autosomal
dominant; AR, autosomal recessive.
aCausative: genes associated with high risk of ALS.
bSusceptibility risk factor: genes associated with low risk of ALS (Leblond et al., 2014).

A
m
yo

tro
p
h
ic

Lateral
Sclero

sis
1
an

d
M
an

y
D
iseases

C
h
a
p
te
r
|
4
2

6
9
3

Данная книга находится в списке для перевода на русский язык сайта https://meduniver.com/



metabolism and processing, autophagy dysregulation, and sequestration of normal proteins and endoplasmic reticulum
stress (Ajroud-Driss & Siddique, 2014; Renton et al., 2014; Robberecht & Philips, 2013). An examination of each
mutation, grouped by major putative disease mechanism, can underline shared pathology across mutations.

Oxidative Stress and Mitochondrial Dysfunction

Although oxidative damage and mitochondrial dysfunction are recognized phenomena associated with ALS, their exact
role in the disease pathogenesis remains uncertain (Cozzolino, Rossi, Mirra, & Carri, 2015).

The association between ALS and mutations in SOD1 and CHCHD10 genes provides genetic evidence of the sig-
nificance of mitochondrial involvement in motor neuron disease.

Superoxide Dismutase

SOD1, which was discovered to harbor an ALS-causing mutation in 1993 (Rosen, 1993), encodes the SOD1 protein, a
cytoplasmic homodimer enzyme made by 153 amino acids and ubiquitously expressed. Its main function is to metabolize
superoxide radicals, protecting cells from oxidative damage. More than 160 mutations have been identified in this gene,
and with the exception of the recessive D90A mutation (Andersen et al., 1995), they are inherited in a highly penetrant
autosomal dominant manner. Most pathogenic mutations are missense mutations, and nonsense and deletion mutations
have only rarely been associated with disease. Mutations are not concentrated in any one location on the protein, and the
normal function of the SOD1 protein may or may not be affected by mutations (Prudencio, Hart, Borchelt, & Andersen,
2009). This points to a toxic-gain-of-function, potentially mediated through its misfolding and aggregation (Bruijn et al.,
1998), leading to mitochondrial dysfunction and oxidative stress. Excitotoxicity, endoplasmic reticulum stress, disruption
of axonal and endosomal trafficking, and autophagy dysregulation may follow (Ilieva, Polymenidou, & Cleveland,
2009). Patients with SOD1 mutations lack TDP-43 accumulations and instead have SOD1 accumulations (Mackenzie
et al., 2007; Tan et al., 2007). Misfolded wild-type SOD1 protein aggregates have also been found in sALS and non-SOD1
fALS (Bosco, Morfini, et al., 2010; Rotunno & Bosco, 2013), which suggests that SOD1 misfolding may have a general
role in ALS.

SOD1 mutations account for approximately 12e20% of fALS cases and 1% of sALS (Renton et al., 2014). SOD1-
related cases tend to be LMN predominant (Cudkowicz, McKenna-Yasek, Chen, Hedley-Whyte, & Brown, 1998) and are
rarely associated with comorbid cognitive impairment or FTD (Wicks et al., 2009). A recessive form of ALS-associated
SOD1 D90A mutation seen in Scandinavia is characterized by a slowly progressive and ascending paralysis with onset in
the lower extremities and with occasional difficulties with micturition (Andersen et al., 1996). The A4V mutation is the
most common mutation in the United States and is associated with an aggressive form of ALS, leading to death within
1 year from symptom onset (Cudkowicz et al., 1997). The age of onset is highly variable and also tends to be LMN
predominant.

Coiled-Coil-Helix-Coiled-Coil-Helix Domain-Containing Protein 10

Coiled-coil-helix-coiled-coil-helix domain-containing protein 10 (CHCHD10) encodes a coiled-coil helix coiled-coil helix
protein located in the mitochondrial intermembrane space that may be involved in mitochondrial genome stability and
mitochondrial cristae junctions maintenance. CHCHD10 mutations have been identified in FTD-ALS (Chaussenot et al.,
2014), sporadic ALS (Chio, Mora, et al., 2015), and patients with fALS with (Bannwarth et al., 2014) or without FTD,
cerebellar ataxia, and myopathy (Johnson, Glynn, et al., 2014; Muller et al., 2014). Its clear involvement in mitochondrial
function may provide a functional link between SOD1 and CHCHD10.

Protein Degradation and Autophagy Impairment

In addition to the pathological evidence of intraneuronal protein aggregates, the association between ALS and genes
associated with protein degradation pathways involving the proteasome and autophagy further support the role of a
deficient protein clearance in ALS pathogenesis.

Ubiquilin 2

Ubiquilin 2 (UBQNL2) encodes a ubiquitin-like protein, ubiquilin-2, involved mainly in ubiquinated protein degra-
dation through the proteasome system and autophagy. Isolated ALS and juvenile-onset ALS are most frequently
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associated with UBQNL2 mutations; however, concomitant FTD has been reported (Deng et al., 2011). UBQLN2
mutations explain less than 1% of both fALS and sALS (Renton et al., 2014). Because ubiquilin-2 inclusions
are observed in the absence of UBQLN2 mutations (Deng et al., 2011), this mechanism may have a role in sporadic
ALS, as well.

Sequestosome 1

Sequestosome 1 (SQSTM1) encodes for sequestosome 1/p62, which, like ubiquilin-2, regulates ubiquinated protein
degradation (Bjorkoy, Lamark, & Johansen, 2006). It also regulates nuclear factor-kB signaling and can bind ubiquitin
and TDP-43 (Teyssou et al., 2013). SQSTM1 mutations have been associated with approximately 1% of fALS and less
than 1% of sALS (Fecto et al., 2011; Renton et al., 2014). Paget disease of bone (Laurin, Brown, Morissette, &
Raymond, 2002; Ralston & Albagha, 2011), FTD, and FTD-ALS (Le Ber et al., 2013; Rubino et al., 2012; van der Zee
et al., 2014) have also been associated with SQSTM1 mutations. Pathologically, carriers of SQSTM1 mutations showed
large round p62 inclusions in motor neurons and increased p62 and TDP-43 protein levels in the spinal cord (Teyssou
et al., 2013). Curiously, C9orf72 hexanucleotide expansions lead to accumulations of p62 in neurons and in the
cerebellum.

Valosin-Containing Protein

As a ubiquitin-sensitive chaperone adenosine triphosphatase (ATPase) that participates in protein unfolding and complex
disassembly, valosin-containing protein (VCP) has been implicated in proteasome pathway, autophagy, and vesicle traf-
ficking (Meyer, Bug, & Bremer, 2012; Weihl, Pestronk, & Kimonis, 2009). Mutated VCP has been involved in decreased
ATP production through mitochondrial uncoupling (Bartolome et al., 2013). However, perhaps one of the most intriguing
functions of VCP is its role in the dissolution of stress granules (Buchan, Kolaitis, Taylor, & Parker, 2013; Seguin et al.,
2014). Mutated VCP was found in FTD associated with Paget disease of the bone and inclusion body myopathy (IBMPFD)
(Watts et al., 2004) and it explains 1% of fALS and 1% of sALS (Johnson et al., 2010; Renton et al., 2014). Its place as a
multisystem disease may suggest less cell specificity for VCP than for other mutations causing ALS, which could provide
an avenue for further ALS research.

Charged Multivesicular Body Protein 2b or Chromatin-Modifying Protein 2B

Charged Multivesicular Body Protein 2b or Chromatin-Modifying Protein 2B (CHMP2B) is a component of the
ESCRT-III complex involved in the sorting of membrane proteins of multivesicular bodies and their autophagy
(Filimonenko et al., 2007). Mutations in CHMP2B have been reported in FTD, ALS, and ALS-FTD (Cox et al., 2010;
Parkinson et al., 2006; Skibinski et al., 2005).

Optineurin

Optineurin (OPTN) is involved in multiple cellular functions; it regulates the nuclear factor-kBesignaling pathway
(Zhu, Wu, Zhao, & Ashwell, 2007), and it has a role in autophagy, mitosis, and immune response, and in transcription
and vesicular trafficking regulation (Chalasani, Kumari, Radha, & Swarup, 2014; Kachaner, Genin, Laplantine, & Weil,
2012). Mechanisms of diseases mediated by mutated OPTN remain unknown, in part because it is central to numerous
pathways implicated in ALS pathology by other genes. Rare cases (<1%) of both sALS and fALS have been associated
with OPTN mutations (Maruyama et al., 2010; Renton et al., 2014). In addition to ALS, mutations in OPTN have been
associated with primary open angle glaucoma (Rezaie et al., 2002), Paget disease of the bone (Albagha et al., 2010), and
FTD (Pottier et al., 2015), which underline its broad importance and suggest that it can cause multisystem disease
such as VCP.

FIG4

FIG4 encodes phosphatidylinositol 3,5-biphosphate 5-phosphatase (PI(3,5)P(2)5-phosphatase), which is located in
vacuolar membranes and has an important role in lysosomal function and endosomal trafficking (Gary et al., 2002). ALS
has been associated with dominant FIG4 mutations, whereas heterozygosity for a deleterious allele of FIG4 appears to be a
risk factor for ALS and PLS (Chow et al., 2009). CharcoteMarieeTooth disease IV has been associated with mutations in
FIG4 recessively inherited.
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TANK-Binding Kinase 1

A large exome-sequencing effort led to the identification of TANK-Binding Kinase 1 (TBK1) as an ALS gene (Cirulli
et al., 2015). TBK1 encodes TANK-binding kinase 1, which interacts with proteins involved in innate immunity and
autophagy such as OPTN and p62. TBK1 mutations, alone and in association with OPTN mutations, have been
associated with FTLD (Pottier et al., 2015), which suggests a potential additional oligogenic role in FTD pathogenesis.
TBK1 is associated with TDP-43 pathology and may mediate fALS and FTD through haploinsufficiency (Freischmidt
et al., 2015). The associations of TBK1 with OPTN, p62, and TDP-43 provide key links between ALS-causing genes
and add credence to the idea that disruption of these pathways is central to the causation of at least some types of ALS
and FTD.

RNA Metabolism and Processing Impairment

Alterations in RNA processing appear to have a fundamental role in ALS pathophysiology. Both TDP-43 and FUS
proteins are involved in RNA splicing, transport, and translation (Lagier-Tourenne, Polymenidou, & Cleveland, 2010). The
proteins share a low-complexity prion-like domain that promotes the formation of stress granules, cytoplasmic aggregates
containing proteins, and mRNA that develop in situations of cell stress to protect RNA and temporarily repress RNA
translation. Either increased propensity to form granules or inefficient dissolution of the granules (eg, with mutations in
VCP) can create permanent cytoplasmic aggregates. As such, mutations in proteins that ultimately increase the occurrence
or decrease disassembly of stress granules may sequester critical proteins such as TDP-43 and FUS, and induce loss of
function in these proteins.

TAR DNA-Binding Protein

The discovery of the association between TAR DNA-binding protein (TDP-43) and ubiquitin-positive neuronal
inclusions in both ALS and FTD in 2006 (Neumann et al., 2006) marked a remarkable step forward in understanding
ALS mechanisms and provided an incontrovertible link between ALS and FTD. TAR DNA-Binding Protein (TARDBP)
encodes TDP-43, a ubiquitously expressed DNA and RNA binding protein containing a prion-like domain. It is
involved in RNA and DNA processing: transcription, RNA splicing and transport, microRNA regulation, and stress
granule formation (Ling, Polymenidou, & Cleveland, 2013). TDP-43 is usually localized to the nucleus, but it migrates
to the cytoplasm under certain circumstances. In ALS, TDP-43 is found in cytoplasmic inclusions, cleaved, and
hyperphosphorylated. ALS-causative mutations in TDP-43 pepper the glycine-rich domain of TDP-43 in the C-terminus
involved in proteineprotein interactions (ie, with hnRNP family proteins) that mediate RNA processing. TARDBP
mutations may mediate their effect through loss of function owing to misfolding or mislocalization, or gain of
function by sequestration of critical RNA and proteins associated with the cytoplasmic aggregates (Lee, Lee, &
Trojanowski, 2012).

Mutations in TARDBP account for about 4% of cases of fALS cases and 1% of sALS (Renton et al., 2014; Sreedharan
et al., 2008). Curiously, although TDP-43 pathology is common in FTD, TARDBP mutations are rarely reported in FTD
(Borroni et al., 2009). TARDBP-mediated ALS is characterized by earlier and predominant upper limb onset as well as
longer disease duration compared with sALS (Corcia et al., 2012). A few specific TARDBP mutations (eg, G298S1) have
predictably aggressive phenotypes, but most do not (Corcia et al., 2012).

Patients with ALS associated with TARDBP mutations share neuropathology characteristics with those who have sALS,
including neuronal loss, gliosis, and Bunina bodies in the anterior horns of the spinal cord as well as pallor in the cor-
ticospinal tracts (Al-Chalabi et al., 2012). With the exception of SOD1 and FUS cases, TDP43 pathology appears to be one
of the hallmarks of ALS pathology even in patients who are negative for TARDBP mutations. TDP-43epositive cyto-
plasmic inclusions are found in glial cells, motor neurons, and extramotor areas such as the frontal and temporal cortex
(Van Deerlin et al., 2008).

TDP-43 pathology also links ALS with other neurodegenerative diseases; tau-negative FTLD with ubiquitin positive
inclusions, Alzheimer disease (AD), Lewy body disease, and spinocerebellar ataxia 2 (SCA2) (Blokhuis et al., 2013).

Fused in Sarcoma/Translated in Liposarcoma Protein

FUS encodes an FET family RNA binding protein with structural similarities to TDP-43, including a low-complexity,
prion-like domain and C-terminal nuclear localization domain. Like TDP-43, FUS is normally localized in the nucleus,
whereas in the disease state it is mostly found in the cytoplasm. Unlike TDP-43, it is not ubiquinated, cleaved, or
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hyperphosphorylated in ALS. Most FUS mutations are missense and are inherited in a dominant manner with
incomplete penetrance (Blair et al., 2010). However, patients with recessive inheritance and de novo mutations have
been described. FUS mutations appear to affect mainly the protein C-terminal domain (nuclear localization domain),
and p.Arg521Cys within the glycine-rich domain has been the most frequently observed among FUS mutations.
Hypotheses of pathology mediated by FUS parallel TDP-43 (Ling et al., 2013), including loss of nuclear function
(splicing, gene expression regulation, and microRNA biosynthesis) or toxic-gain-of-function in the cytoplasm (stress
granules and aggregation). ALS is the most common phenotype associated with FUS, accounting for 4% of fALS and
1% of sALS. FUS-mediated ALS is associated with young onset, LMN phenotype (Hewitt et al., 2010), and, in some
cases, rapidly progressive disease (Millecamps et al., 2010; Waibel, Neumann, Rabe, Meyer, & Ludolph, 2010). Like
other ALS genes, mutations in FUS have been associated with ALS-FTD and FTD (Huey et al., 2012; Van Langenhove
et al., 2010).

Pathologically, cases of FUS have been associated with severe loss of motor neurons in the spinal cord and relatively
less in the brain stem and motor cortex, which is reflected in the LMN phenotype of these patients. Immunohistochemistry
reveals normal FUS nuclear levels in many neurons and glial cells and dystrophic neurons with cytoplasmic FUS-positive
inclusions. Surprisingly, patients with FUS fail to show other pathological hallmarks of ALS; there are no TDP-43e
positive inclusions, and only rare ubiquitin- and p62-positive inclusions (Kwiatkowski et al., 2009; Vance et al., 2009).

FUS aggregates in all non-SOD1emediated ALS, and in FTD, Huntington disease, and SCA (Blokhuis et al., 2013).
That FUS aggregates may be composed of exclusively wild-type FUS highlights a role for FUS in neurodegeneration
independent of genetic mutations.

Chromosome 9 Open Reading Frame 72 Hexanucleotide Repeat Expansion

In 2011, a hexanucleotide repeat expansion in the intronic region of the Chromosome 9 Open Reading Frame 72 (C9orf72)
gene was identified as the most frequent mutation associated with patients with ALS, FTD, and ALS-FTD
(DeJesus-Hernandez et al., 2011; Renton et al., 2011). Approximately 23 to 30 repeats of the expansion (GGGGCC)
are found in normal individuals. The minimum repeat length associated with disease is not fully known and somatic
expansions vary within and between tissues (Rohrer et al., 2015), but in disease the repeats frequently expand to reach
several hundred or even thousands. The function of the C9or72 protein is uncertain, but it may have function as a guanine
exchange factor activating Rab GTPases regulating membrane trafficking (Levine, Daniels, Gatta, Wong, & Hayes, 2013;
Zhang, Iyer, He, & Aravind, 2012). The repeat expansion may act through either loss of function or toxic-gain-of-function.

Decreased numbers of C9orf72 RNA transcripts in patients carrying the expansion (Mackenzie, Frick, & Neumann,
2014; Rohrer et al., 2015) support haploinsufficiency. In addition, the presence of intranuclear neuronal foci, presumably
able to sequester RNA-binding proteins, could support gain-of-function (Lee et al., 2013; Mori et al., 2013). Specifically,
C9orf72 repeats form highly stable RNA G-quadruplex structures that could sequester transcription factors such as
hnRNPA1 that are essential for DNA/RNA metabolism (Fratta et al., 2012; Zamiri, Reddy, Macgregor, & Pearson,
2014). An alternate theory of C9orf72 gain-of-function focuses on dipeptides generated by repeat-associated non-
ATGedependent (RAN) translation of the repeats (Ash et al., 2013; Mori et al., 2013). These dipeptides colocalize
with p62-positive inclusions in brains of C9orf72 carriers (Gendron et al., 2013; Zu et al., 2013).

C9orf72 expansions are inherited in an autosomal dominant fashion with variable penetrance, and it is still unclear
whether intergenerational anticipation occurs. C9orf72 expansion is common, explaining up to 40% of fALS and 25% of
familial FTD. In addition, mutations in C9orf72 account for up to 7% of sALS and 6% of sporadic FTD (Majounie et al.,
2012; Renton et al., 2014). Penetrance, age of onset, and disease course remain highly variable (Yokoyama, Ishiyama,
Hasegawa, Uchihara, & Yagishita, 2014). More frequent bulbar onset was described in C9orf72-ALS. In addition,
behavioral variant FTD is most commonly associated with C9orf72 (Rohrer et al., 2015), and neuropsychiatric symptoms
(psychosis, delusions, hallucinations, apathy, and disinhibition) are common. Patients with the C9orf72 expansion have
often a positive family history for neurodegenerative and psychiatric diseases (Boeve & Graff-Radford, 2012; Byrne,
Elamin, Bede, Shatunov, et al., 2012).

C9orf72-ALS resembles sALS pathologically (Mackenzie et al., 2014), and C9orf72-FTD shows TDP-43 pathology
involving predominantly the frontal and temporal neocortices and hippocampus, whereas C9orf72-ALS/FTD has features
of both. Unique pathology in C9orf72-ALS includes the presence of aggregated and/or soluble RAN translation dipeptides,
p62-positive/TDP43-negative neuronal cytoplasmic inclusions (NCIs), and intranuclear RNA inclusions in the cerebellum,
hippocampus, frontotemporal neocortex, and pyramidal neurons (Bigio et al., 2013; Mackenzie et al., 2014). p62-
-Ubiquitinepositive but TDP-43enegative NCIs containing RAN translation dipeptides are often particularly numerous
in the cerebellum (Mackenzie et al., 2014), even in typical patients with ALS. However, in rare cases, repeat expansions in
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C9orf72 have also been associated with Parkinsonism (Lesage et al., 2013), Parkinson disease, dementia with Lewy
bodies, multiple system atrophy, and corticobasal syndrome or hyperkinetic Huntington diseaseelike syndromes (Harms &
Baloh, 2013) and cerebellar ataxia (Rohrer et al., 2015). The link between these clinical phenotypes, the underlying
pathological findings, and the gene hexanucleotide expansion are an explosive area of research and may hold the keys to
understanding ALS subtypes and/or neurodegeneration in general.

TATA-Binding Protein-Associated Factor 15

TATA-Binding Protein-Associated Factor 15 (TAF15) is a component of the RNA polymerase II. Similarly to TDP-43
and FUS, TAF-15 is an RNA-binding protein harboring a prion-like domain and prone to aggregation. Like FUS, it
belongs to the FET family of proteins. Mislocalized cytoplasmic TAF15-positive punctae (negative for TDP-43) have
been observed in spinal cord motor neurons in patients with sALS (Couthouis et al., 2011) and in FTLD-FUS
(Mackenzie & Neumann, 2012).

Ewing Sarcoma Breakpoint Region 1

Ewing Sarcoma Breakpoint Region 1 (EWSR1) is an RNA-binding protein that also belongs to the FET family of proteins
and appears to share properties similar to FUS and TAF15, such as the propensity to aggregate and a prion-like domain.
Variants in EWSR1 associated with ALS cases and EWSR1 cytoplasmic mislocalization were observed in spinal cord
motor neurons of ALS (Couthouis et al., 2012) and in association with FTLD-FUS (Mackenzie & Neumann, 2012).

Angiogenin

Angiogenin (ANG) encodes angiogenin, which has a role in the vascular endothelial growth factor pathway, which has
been implicated in ALS. Angiogenin is involved in inducing neovascularization and, as a member of the pancreatic
ribonuclease A superfamily, it acts as a RNAase. Variants affecting its function may influence neuronal survival and may
alter the formation of stress granules (Thiyagarajan, Ferguson, Subramanian, & Acharya, 2012). Some ANG variants were
found with higher frequency in ALS and may increase the risk of developing ALS (van Es et al., 2011). Rare ANG
mutations have been found in patients with fALS and sALS (Greenway et al., 2004, 2006). A higher frequency of ANG
variants has also been observed in Parkinson disease (van Es et al., 2011; Rayaprolu et al., 2012).

Senataxin

Senataxin (SETX) encodes senataxin, a DNA/RNA helicase (Chen et al., 2004), which could be involved in RNA pro-
cessing. In rare cases, mutations in SETX have been associated with young-onset, slowly progressive, LMN-predominant
ALS (Avemaria et al., 2011; Chen et al., 2004), sometimes with ataxia (Hirano et al., 2011). SETX mutations have also
been associated with ataxia-ocular apraxia type 2 (Asaka, Yokoji, Ito, Yamaguchi, & Matsushima, 2006).

Ataxin2

Ataxin2 (ATXN2) has a role in mRNA polyadenylation, stress granule formation, polyribosome assembly, and micro-
RNA synthesis (Blokhuis et al., 2013). CAG trinucleotide expansion of the ATXN2 gene encoding for polyglutamines
(polyQ) causes SCA2. Intermediate size repeats, particularly in the 30e33 range, have been associated with increased
risk for ALS (Neuenschwander, Thai, Figueroa, & Pulst, 2014) and ALS-FTD (Lattante et al., 2014) and predict shorter
survival with more than 30 repeats (Chio, Calvo, et al., 2015). ATXN2 intermediate-length polyQ repeats appear to
mediate their effect by enhancing TDP-43 (Daoud et al., 2011; Elden et al., 2010; Lee et al., 2011) and FUS toxicity
(Farg et al., 2013).

Heterogeneous Ribonucleoproteins

The heterogeneous ribonucleoproteins (hnRNPs) are proteins involved in pre-mRNA processing and mRNA export,
localization, translation, and stability through interaction with TDP-43 (Buratti et al., 2005; Leblond, Kaneb, Dion, &
Rouleau, 2014). Mutations associated with disease alter the low-complexity, prion-like domains leading to dysregulated
protein polymerization and altered stress granule formation (Leblond et al., 2014). hnRNPA2B1 and hnRNPA1 mutations
were observed in families with IBMPFD, FTD, and ALS, and in patients with ALS (Kim et al., 2013). However, additional
studies have not confirmed these associations (Calini et al., 2013; Le Ber et al., 2014; Seelen et al., 2014).
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Matrin 3

Matrin 3 (MATR3) encodes matrin 3 protein, a nuclear matrix protein that binds RNA and DNA and interacts with TDP-43.
MATR3 mutations have been associated with fALS (Johnson, Pioro, et al., 2014) and sALS (Lin et al., 2015). MATR3
pathology has been observed in spinal cords of ALS patients independently from the presence of the mutation (Johnson,
Pioro, et al., 2014).

Excitotoxicity

Excitotoxicity describes neuronal death from calcium influx resulting from overstimulation of glutamate receptors. Its role
in the spread of ALS has long been theorized. Indeed, riluzole, the only approved therapy for ALS, is antiglutamatergic
(Lacomblez, Bensimon, Leigh, Guillet, & Meininger, 1996). In addition, the astrocytic glutamate transporter excitatory
amino acid transporter 2, which clears synaptic glutamate, has been shown to be downregulated or dysfunctional in ALS
(Howland et al., 2002; Rothstein et al., 2005; Sattler & Rothstein, 2006; Turner, Bowser, et al., 2013). Finally, genetic data
have begun to suggest a role for excitotoxicity in the initiation of ALS, as well.

D-Amino-Acid Oxidase (DAO)

D-Amino-Acid Oxidase (DAO) regulates the levels of D-serine, a co-agonist of the N-methyl-D-aspartate glutamate
receptor (Paul & de Belleroche, 2012; Sasabe et al., 2012). A mutation in DAO (R199W) was reported to segregate
with disease in a family with ALS (Mitchell, Paul, et al., 2010). In cell culture models, this mutation promoted
autophagy, the formation of ubiquinated aggregates and neuronal apoptosis (Paul & de Belleroche, 2014). Excito-
toxicity is likely a downstream effect of a cascade of events within motor neurons and may be more involved in disease
spread than onset, yet it is intriguing that this mutation suggests at least plausible links between excitotoxity and disease
causation.

Cytoskeleton Disruption and Cellular and Axonal Transport Dysfunction

Cytoskeletal architecture, cellular transport, axonal function, and synaptic vesicles release are vital functions of a neuron
and have also been implicated in the pathogenesis of ALS (Schmidt, Pasterkamp, & van den Berg, 2009). More specif-
ically, involvement of axonal transport in ALS pathogenesis is supported by the association between ALS and mutations in
neurofilament heavy chain (NEFH), dynactin (DCTN1), vesicle-associated membrane protein-associated protein B
(VAPB), and the disease modifier, kinesin-associated protein 3 (KIFAP3) (discussed subsequently in the Modifiers section).
The relevance of cytoskeletal disruption in ALS is supported by the presence of ALS-associated mutations in genes
encoding cytoskeletal proteins: peripherin (PRPH), spastin (SPG4), profilin 1 (PFN1), tubulin alpha 4A protein (TUBA4),
and the disease-modifying gene, ephrin receptor (EPHA4) (discussed subsequently in the Modifiers section). Many of these
genes encode proteins with overlapping function, even across the cytoskeletal and axonal transport pathways. EPHA4
encodes components of the axonal repellent system, which may interact with Alsin and is modified by VAPB (Robberecht
& Philips, 2013).

Neurofilament Heavy Chain

NEFH encodes neurofilament heavy chain, a key protein in axonal transport and maintenance. Changes in its cross-linking
properties may contribute to the aberrant neurofilamentous accumulation found in the perikarya and proximal axons of
ALS motor neurons directly, even in sporadic ALS (Figlewicz et al., 1994). In fact, NEFH variants have been associated
mainly with sALS cases (Al-Chalabi et al., 1999; Figlewicz et al., 1994; Figlewicz, Rouleau, Krizus, & Julien, 1993).

Dynactin

Dynactin binds microtubules and is involved in cellular and axonal transport. DCTN1 mutations have been observed in
patients with sALS and fALS and in a family with ALS-FTD (Munch et al., 2005, 2004; Puls et al., 2003). DCTN1
mutations were also associated with Perry syndrome (early-onset parkinsonism with hypoventilation, depression, and TDP-
43 pathology) (Farrer et al., 2009). No mutations in DCTN1 were found in a study of Parkinson disease, FTLD, and ALS
(Vilarino-Guell et al., 2009). Thus, although its role is widely important, mutations seem to cause only limited clinical
manifestations, a truism across most ALS-causative genes.
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Vesicle-Associated Membrane Protein-Associated Protein B

VAPB is located in the endoplasmic reticulum (ER) and may be involved in ER stress, vesicle trafficking, Ca2þ

homeostasis, and ephrin-induced signaling modulation (Morotz et al., 2012; Tsuda et al., 2008). Mutations in VAPB have
been associated with ALS, but only uncommonly (Landers et al., 2008; Millecamps et al., 2010; Nishimura et al., 2004).
VAPB’s pathogenic role may be associated with the disruption of these functions (all of which overlap with other putative
disease mechanisms, pathways, and/or causative mutations). Alternatively, its deleterious effect may be mediated by
reduced anterograde axonal transport of mitochondria and disturbance of cellular Ca2þ homeostasis (Morotz et al., 2012).
VAPB mRNA levels were decreased in the spinal cord of patients with ALS (Anagnostou et al., 2010).

Peripherin

PRPH is a cytoskeletal protein that maintains the neurofilament network. It is expressed in motor neurons and mutations
increase its propensity to aggregate (Leung et al., 2004) in motor neurons. Variants of the gene have been found in a few
patients with fALS and sALS cases (Leung et al., 2004; McKee et al., 2010; Steele & McGeer, 2008).

Spastin

Spastin (SPG4) encodes spastin, a microtubule-severing protein. Mutations in SPG4 represent the most common cause of
hereditary spastic paraplegia (HSP). SPG4 mutations were also reported in a case of early-onset, slowly progressive ALS
(Meyer et al., 2005) and in an adult-onset, rapidly progressive ALS case (Munch, Rolfs, & Meyer, 2008). Spastin mu-
tations could alter microtubule dynamics, presumably through a toxic gain-of-function (Solowska et al., 2014).

Profilin 1

PFN1 encodes profilin 1, a G-actinebinding protein involved in the cytoskeletal dynamics and actin polymerization.
Mutations have been associated with ALS (Wu et al., 2012), possibly owing to destabilization of the native conformation
of PFN1 and subsequent propensity to aggregate (Boopathy et al., 2015), or through axonal outgrowth inhibition, integrity
loss, and transport disruption (Leblond et al., 2014; Wu et al., 2012). Mutations in PFN1 appear to account for less than 1%
of all ALS (Ingre et al., 2013; Renton et al., 2014; Smith et al., 2015), whereas one variant, p.E117G, was found in a few
patients with FTD (van Blitterswijk et al., 2013; Dillen et al., 2013). However, some studies have failed to demonstrate
PFN1 mutations causative of either ALS or FTD (Daoud et al., 2013; Tiloca et al., 2013).

Tubulin Alpha 4A Protein

TUBA4A encodes tubulin alpha 4A, a component of microtubules, that when mutated may disrupt microtubules dynamics
and stability, affecting their ability to repolymerize (Smith et al., 2014). TUBA4A variants have been associated with fALS
(Smith et al., 2014).

Uncertain Mechanism

A few genes have been associated with ALS, but their role in the disease pathogenesis appears particularly unclear.

Spatacsin

Spatacsin (SPG11) encodes spatacsin, a protein with unknown functions. It has been hypothesized that spatacsin may have
a role in protein trafficking, gene expression, or axon maintenance, and variants of SPG11 have been reported in cases of
autosomic recessive juvenile-onset ALS (Daoud et al., 2012; Orlacchio et al., 2010) and HSP. The lack of data linking it to
typical ALS is puzzling and may set this mutation apart from other ALS-causative mutations.

Alsin

ALS2 encodes Alsin, a guanine nucleotide exchange factor for GTPase, which may be involved in membrane organization,
endocytosis as well as axon and dendrite development. ALS2 mutations cause juvenile-onset ALS and infantile HSP
(Eymard-Pierre et al., 2002; Hadano et al., 2001; Robberecht & Philips, 2013; Siddiqi et al., 2014; Yang et al., 2001). Alsin
may mediate disease through a loss of function. Again, because it does not appear to cause typical ALS, its relationship to
the disease and to other causative mutations remains uncertain.
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Gene Modifiers

The influence of genetic factors in complex diseases such as ALS is not limited to disease-causative mutations. Disease
phenotype may be influenced by multiple genetic variants with favorable or unfavorable effects on disease susceptibility,
onset of symptoms, disease course, and/or duration of survival. This interplay of genetic factors modifying the phenotype
may explain the challenging disease heterogeneity and mechanisms underlying both sALS and fALS.

Putative disease-modifying genes associated with ALS include EPHA4, KIFAP3, UNC13A, and ELP3. Additional
possible modifiers and low-frequency variants have been explored but need further clarification (Marangi & Traynor,
2014).

Ephrin Receptor

EPHA4 is a tyrosin kinase receptor of the ephrin axonal repellent system which may participate in the formation of
synapses and regulation of long-term synaptic plasticity and memory (Klein, 2009; Van Hoecke et al., 2012). Reduced
EPHA4 expression was associated with later ALS onset and longer survival (Van Hoecke et al., 2012), which suggests that
its inhibition could serve as a potential therapeutic mechanism.

Kinesin-Associated Protein 3

Kinesin-Associated Protein 3 (KIFAP3) encodes a kinesin-associated protein that, in association with motor proteins,
forms a complex involved in anterograde transport and chromosomal cytokinesis (Landers et al., 2009). Single-nucleotide
polymorphisms reducing the expression of KIFAP3 have been associated with increased survival in sALS (Landers et al.,
2009). However, this was not replicated (van Doormaal et al., 2014; Traynor et al., 2010).

UNC13A

UNC13A encodes a member of the UNC13 family, including presynaptic proteins of the central and neuromuscular
synapses that is implicated in neurotransmitter secretion regulation and synaptic glutamate release (van Es et al., 2009).
UNC13A was initially identified as a susceptibility locus for ALS (van Es et al., 2009) and subsequently associated with
shorter survival in ALS (Chio et al., 2013; Diekstra et al., 2012).

RNA Elongator Acetyltransferase Complex Subunit 3

RNA Elongator Acetyltransferase Complex Subunit 3 (ELP3) is an RNA-processing protein that is a component of the
RNA polymerase II involved in transcription elongation. ELP3 variants were associated with patients with ALS (Simpson
et al., 2009).

Possible Genetic Modifiers of C9orf72

Some gene variants have been identified as potential disease modifiers, specifically in carriers of the C9orf72 repeat
expansion (van Blitterswijk, Mullen, Wojtas, et al., 2014). These may help clarify disease heterogeneity within C9orf72-
mediated ALS. For example, age at onset has been associated with variants in ubiquitin-associated protein 1, prion protein,
and metallothionein 1E (MT-Ie), and survival with variants in granulin precursor, MT-Ie, ELP3, the epsilon 4 allele of
apolipoproteins, UNC13A, and delta-aminolevulinate dehydratase (van Blitterswijk, Mullen, Wojtas, et al., 2014). In
addition, variants in the transmembrane protein 106 B appeared to protect carriers against FTD (van Blitterswijk, Mullen,
Nicholson, et al., 2014) and were associated with later age at onset and death in C9orf72 expansion carriers with FTD
(Gallagher et al., 2014). Furthermore, intermediate ATXN2 repeats were found to be more frequently associated to motor
neuron disease in patients with C9orf72 expansions (van Blitterswijk, Mullen, Heckman, et al., 2014).

AMYOTROPHIC LATERAL SCLEROSIS MODELS

Genetic advances have led to the development of a panoply of preclinical models. The first and most widely used is a
transgenic rodent model overexpressing mutant SOD1 (G93A) (Gurney et al., 1994). In many ways, it is an outstanding
model of the disease, developing pathology and a clear phenotype owing to motor neuron loss. On the other hand, it
develops little upper motor neuron pathology, progresses rapidly, and represents the pathology of only a single mutation.
Substantial controversy surrounds the ability of this one model to reflect ALS pathology in humans or response to therapy.
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Additional preclinical animal models include a host of other murine models (C9orf72, TARDBP, etc.), nematode, fruit fly,
and zebrafish. Each has shown some use for exploring the disease. Induced pluripotent stem cell (iPSC)-derived motor
neurons are increasingly coming into their own for understanding disease pathophysiology and for screening novel
therapies in vitro (Turner, Bowser, et al., 2013).

DISCUSSION AND FUTURE DIRECTIONS

ALS is a clinically, pathologically, and genetically heterogeneous disease, and although it is typified by vulnerability of
motor neurons, it is clear that the disease is far less cell type specific than once thought. The current sophisticated genetic,
molecular, proteomic, advanced imaging, neuropathological technologies and computational capabilities offer an un-
precedented opportunity to build new knowledge about ALS pathogenesis through a multimodal approach. Pathological,
imaging, genetic, and clinical data are now demonstrating the involvement of a broad set of brain regions and cell types
that are leading the research community to rethink long-held beliefs about the disease. In particular, the discovery of
numerous ALS genes and ongoing elucidation of their biological role are leading us to clarify disease mechanisms and
identify new potential therapeutic targets.

Pathways that appear to be of critical importance include mutant-protein and mutant-RNA toxicities causing disruption
of cytoskeleton, axonal transport, mitochondrial function, and protein transport and degradation. Many of these deleterious
effects may be carried out by disturbances in RNA and protein localization and resultant disruption of function. Neuro-
inflammation may be a direct result or a reactive process but appears to be critical to disease progression. The degree of
interplay among these pathways within a given person remains unclear. Important subtypes of the disease may exist,
distinguished not by clinical phenotype, but by the overriding pathophysiology. These subtypes may result from complex
geneegene (van Blitterswijk et al., 2012; Cady et al., 2015; Chio et al., 2012; Luigetti et al., 2011), geneeepigenetic
(Paez-Colasante, Figueroa-Romero, Sakowski, Goutman, & Feldman, 2015), and geneeenvironment (Al-Chalabi &
Hardiman, 2013) interactions. Because this is an uncommon disease, large-scale collaborative efforts to create large and
detailed data sets of detailed clinical phenotype, and multiple -omics, perhaps from iPSC-derived motor neurons, may be
required to answer these questions. An improved understanding of patient subsets by pathophysiology would lead to a
paradigm shift in therapy development, with new efforts focused on specific disease mechanisms in carefully selected
patient subsets. Antisense oligonucleotides against SOD1, for example, have been already tested in a phase 1, first-in-
human trial showing their safety (Miller et al., 2013). Prognostication and patient counseling in the clinical setting could
also improve dramatically.

While addressing causative disease pathology and patient subsets, studies of the genetics and processes of disease
spread may lead to distinct therapeutic developments. Disease spread may be independent of mechanisms of onset. Much
remains unknown about disease spread; it may occur between contiguous cells and/or through changes in neuronal net-
works (Eisen & Turner, 2013; Ravits, 2014; Talbot, 2014). The wide variability in rates of progression suggests that it may
be possible to target mechanisms of spread and affect disease progression independent of cause.

In addition, the genetic and pathologic association of ALS with other neurodegenerative diseases ultimately may point
to potential general common mechanisms of neurodegeneration, leading to the discovery of possible new shared bio-
markers and therapeutic targets and approaches. Thus, understanding the complex mechanisms underlying ALS may
benefit not only ALS but neurodegeneration in general.

“It is an old experience that through its mistakes Nature often offers us unexpected insights into its otherwise inscrutable secrets.”

Loewy and Neuberg (1904).
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Eating Disorders
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The primary eating disorders, anorexia nervosa (AN), bulimia nervosa (BN), and binge-eating disorder (BED), remain
some of the most misunderstood of neuropsychiatric disorders. Whereas other disorders have emerged from dark decades
of fallacious attributions of causality, misconceptions about eating disorders still abound. Misattributions of cause and
stigma persist even after an influential position paper by the Academy for Eating Disorders (AED) declared, “It is the
position of the AED that anorexia nervosa and bulimia nervosa, along with their variants, are biologically based, serious
mental illnesses (BBMI) that warrant the same level and breadth of health care coverage as conditions currently categorized
in this way [e.g., schizophrenia, bipolar disorder, depression, obsessive-compulsive disorder (OCD)]. .we advocate this
position unequivocally based on an emerging science that affirms with a reasonable degree of scientific and medical
certainty that eating disorders are significantly heritable; influenced by alterations of brain function; significantly impair
cognitive function, judgment, and emotional stability; and restrict the life activities of persons afflicted with these illnesses”
(Klump, Bulik, Kaye, Treasure, & Tyson, 2009).

In line with this position paper, we take as a starting point that eating disorders, like other neuropsychiatric conditions,
are complex traits influenced by an array of genetic and environmental factors and their co-action. Our incomplete
knowledge about the underlying neurobiology of these illnesses reflects the fact that we have been overattentive to
psychosocial and underattentive to biological causal factors for several decades. In many ways, the virtual explosion of
neurobiological research on obesity has legitimized the study of the biology of eating disorders because many of the
parameters under investigation such as appetite and weight dysregulation, impulse dyscontrol, and aberrant experience of
reward are directly relevant to the core psychopathology of eating disorders.

Many of the parameters of dysregulation evident in eating disorders (ie, binge eating, increased physical activity,
caloric restriction) are readily quantifiable and amenable to animal models. This enables us to parse out key behavioral
traits and identify factors that contribute to their dysregulation. Critics claim that these animal models fail to capture the
psychological complexity of the disorders as psychological features such as body dissatisfaction or drive for thinness that
are considered to be pathognomonic of the illnesses. Others contend that these psychological traits might simply represent
contemporary cultural epiphenomena of the disorders, and that the core features of the illnesses such as maintenance of
extremely low body weight in AN, and binge eating in BN and BED have existed throughout time encased by other
cultural explanatory models (eg, spirituality or saintliness in AN).

Nonetheless, animal models have been enormously helpful in drilling down into fundamental neurobiological pathways
that contribute to processes that are wildly awry in eating disorders, such as appetite, weight regulation, initiation, and
inhibition of eating. Such knowledge is critically valuable in understanding why these disorders emerge and why they
persist, and it will serve as a concrete foundation for understanding how environmental risk factors may differentially affect
individuals depending on their biological setting.
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CLINICAL SYNDROMES

Anorexia Nervosa

AN is a perplexing psychiatric illness characterized by restriction of energy intake relative to requirements, leading to a
significantly low body weight for the individual’s age, sex, developmental trajectory, and physical health. Those who are
still growing may fail to make expected increases in weight, height, and bone density. Despite low weight, individuals with
AN experience an intense fear of gaining weight and strive for additional weight loss. They may see or experience their
bodies as fat even though emaciated, engage in extreme weight-loss behaviors (eg, purging, dieting, excessive exercise,
and fasting), place undue influence of body weight or shape on self-evaluation, or fail to recognize the seriousness of the
low body weight. In the restricting subtype, individuals achieve low weight only through energy restriction and increased
physical activity. In the binge-eating/purging type, individuals also engage in binge eating and inappropriate compensatory
behaviors.

AN onsets most commonly in adolescence but can and do occur prepubertally and across the lifespan (Beck, Casper, &
Andersen, 1996; Cooper, Watkins, Bryant-Waugh, & Lask, 2002; Nicholls, Lynn, & Viner, 2011). Both sexes develop
AN, but it is more common in women (American Psychiatric Association, 2013). The estimated prevalence in the United
States is 0.9% in women and 0.3% in men (Hudson, Hiripi, Pope, & Kessler, 2007).

Bulimia Nervosa

BN does not occur exclusively during the course of AN and is characterized by recurrent binge-eating episodes, defined as
eating an amount of food definitely larger than what most individuals would eat in a similar period of time under similar
circumstances while experiencing a sense of loss of control over eating. The symptom picture of BN includes recurrent
inappropriate compensatory behaviors (eg, self-induced vomiting, laxative, diuretic, or other medication misuse; fasting; or
excessive exercise). Self-evaluation is unduly influenced by body shape and weight. Binge eating and compensatory
episodes occur on average once a week for at least 3 months.

BN onsets most frequently occurs in later adolescence or early adulthood, although onset can occur at any time.
Although BN is more likely to be diagnosed in women (prevalence of 1.5% in women and 0.5% in men) (Hudson et al.,
2007), the BN diagnostic criteria may be gender-biased, leading to underdetection in men. Bulimia may be expressed
somewhat differently in males, with more common nonpurging compensatory behavior, such as excessive exercise
(Anderson & Bulik, 2003; Lewinsohn, Seeley, Moerk, & Striegel-Moore, 2002) and more common reliance on supple-
ments and steroids for weight and muscle control (Hildebrandt et al., 2011).

Binge-Eating Disorder

BED was first officially recognized as an eating disorder in the Diagnostic and Statistical Manual of Mental Disorders,
Fifth Edition (DSM-5) (American Psychiatric Association, 2013). BED is marked by recurrent binge eating (at least
weekly for 3 months, defined as in BN) coupled with the sense of lack of control over eating. However, it diverges from
BN in that recurrent compensatory behaviors do not occur. Distress regarding the binge eating must be present and at least
three other features such as the following must be present: eating much more rapidly than normal; eating until feeling
uncomfortably full; eating large amounts of food when not feeling physically hungry; eating alone because of feeling
embarrassed by how much one is eating; or feeling disgusted with oneself, depressed, or guilty afterward. Although
commonly associated with overweight or obesity, BED can occur at any body weight and is diagnosed only if neither AN
nor BN criteria are met.

The sex distribution in BED is more equal than in the other eating disorders (prevalence of DSM-IV BED 3.5% in
women and 2% in men) (Hudson et al., 2007). Onset may be somewhat later than AN or BN, typically in late adolescence
or the early twenties; however, children and adolescence exhibit loss of control eating, which may be a precursor to BED
(Tanofsky-Kraff et al., 2011).

There is considerable diagnostic flux across the eating disorders. Individuals with AN commonly cross over to BN at
some point during the course of illness, and around 30% of individuals presenting with BN report a history of AN (Allen,
Byrne, Oddy, & Crosby, 2013; Tozzi et al., 2005). Migration from BN to BED can also occur. Transitions from BED to
AN are less common, but do happen. Pure forms of restricting AN, BN, and BED exist (ie, maintaining a consistent
diagnostic profile over time).
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Subphenotypes That Cross-Cut the Eating Disorders

Conceptualizing eating disorders with a focus on the core features that cross-cut the diagnostic boundaries provides a
convenient mechanism for identifying subphenotypes that do or do not lend themselves well to animal models. Core
physiological or behavioral indices such as appetite dysregulation (eg, aberrant initiation, regulation, or inhibition of
feeding), weight dysregulation (eg, underweight, overweight, uncoupling of predicted associations between energy intake
and expenditure), reward responsivity, and hedonic response lend themselves well to animal models. The more psycho-
logical features such as dieting for weight control, body dissatisfaction, drive for thinness, and body image distortion
represent complex psychological parameters associated with eating disorders that are harder if not impossible to model in
animals.

Common Comorbid Conditions

Eating disorders are also highly comorbid; the most common co-occurring disorders are anxiety disorders, depressive
disorders, and substance use disorders. Additional data are emerging on comorbid attention-deficit hyperactivity disorder
(ADHD). These, too, lend themselves well to animal models. Cross-disorder genome-wide association studies (GWAS)
have begun to identify genetic variants that are common to overlapping disorders with cross-cutting features, and are aiding
in determining whether psychiatric disorders are etiologically distinct or share genetic causes (Cross-Disorder Group of the
Psychiatric Genomics Consortium et al., 2013). The case for studying cross-disorder genetics in eating disorders is
particularly strong with anxiety disorders, depressive disorders, substance use disorders, and ADHD, with some support for
AN and autism.

Anxiety Disorders and Obsessive-Compulsive Disorder

Anxiety disorders are common among individuals with eating disorders, with as many as 71% of treatment-seeking pa-
tients presenting with at least one lifetime anxiety disorder (Godart et al., 2003). Between 55% and 83% of
treatment-seeking individuals with AN report a lifetime history of at least one anxiety disorder (Godart, Flament,
Lecrubier, & Jeammet, 2000; Kaye et al., 2004). Population-based studies estimate the prevalence of anxiety disorders to
be between 24% and 48% in AN (Hudson et al., 2007; Swanson, Crow, Le Grange, Swendsen, & Merikangas, 2011).
Anxiety disorders typically precede AN and onset during childhood (Kaye et al., 2004; Raney et al., 2008). OCD occurs in
15e29% of individuals with AN (Blinder, Cumella, & Sanathara, 2006; Halmi et al., 2003; Salbach-Andrae et al., 2008).

Two-thirds and three-quarters of treatment-seeking patients with BN report a lifetime anxiety disorder, often before the
onset of BN (Godart, Flament, Perdereau, & Jeammet, 2002). In population-based studies, 65.2% of adults worldwide
(Kessler et al., 2013), 80.6% of US adults (Hudson et al., 2007), and 66.2% of US adolescents (Swanson et al., 2011) with
lifetime BN also meet criteria for a lifetime anxiety disorder. Lifetime-specific phobia, social phobia, and posttraumatic
stress disorder are especially common (Hudson et al., 2007; Kessler et al., 2013). Anxiety disorders often have an onset
before or contemporaneously with BN (Hudson et al., 2007).

Among treatment-seeking individuals with BED, around one-third have a lifetime anxiety disorder (Grilo, White,
Barnes, & Masheb, 2013; Grilo, White, & Masheb, 2009; Wilfley et al., 2000), somewhat lower than in community-
based samples; panic disorder is typically the most prevalent anxiety disorder (Grilo et al., 2009; White & Grilo,
2006; Wilfley et al., 2000). In population-based studies, 56.1% of adults worldwide (Kessler et al., 2013), 65.1% of US
adults (Hudson et al., 2007), and 65.2% of US adolescents (Swanson et al., 2011) also meet criteria for a lifetime anxiety
disorder, which is significantly higher than in individuals without lifetime BED (Hudson et al., 2007; Kessler et al.,
2013), even after adjusting for body mass index (BMI) (Javaras, Pope, et al., 2008). Anxiety disorders typically have an
onset before or contemporaneously with BED (Hudson et al., 2007); social phobia and specific phobia are the strongest
predictors of subsequent BED (Kessler et al., 2013), although BED predicts the onset of panic disorder/agoraphobia
(Kessler et al., 2013).

Depressive and Bipolar Disorders

Up to 60% of individuals with AN report a lifetime mood disorder episode (Salbach-Andrae et al., 2008); major
depressive disorder is most common comorbid depressive or bipolar disorder and is present in up to 86% in patients with
AN (O’Brien & Vincent, 2003). Estimates from population-based studies are somewhat lower, with the prevalence of
depression estimated to be 9e39% (Hudson et al., 2007; Swanson et al., 2011). Epidemiologic data suggest a lower
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comorbidity between AN and bipolar disorder (BD) (about 2e3%), which is on par with the general population (Hudson
et al., 2007; Swanson et al., 2011).

Among treatment-seeking individuals with BN, up to two-thirds meet criteria for lifetime major depressive disorder
(MDD) (Brewerton et al., 1995). In population-based studies, 50.1% and 17.7% of US adults (Hudson et al., 2007) and
31.0% and 18.5% of US adolescents (Swanson et al., 2011) with lifetime BN also meet criteria for lifetime MDD and BD
I/II, respectively. The lifetime prevalences of MDD and BD are significantly higher than analogous prevalences among
control individuals without lifetime BN (Hudson et al., 2007; Swanson et al., 2011). Depressive disorders can occur
contemporaneously with or before BN but are more likely to occur subsequent to BN (Hudson et al., 2007).

Among treatment-seeking individuals with BED, the prevalence of lifetime MDD is approximately 50% (Grilo et al.,
2013, 2009; White & Grilo, 2006; Wilfley et al., 2000), even higher than in community-based samples, but the prevalence
of current MDD is around 15e18% (Grilo et al., 2013, 2009; Wilfley et al., 2000), comparable to community-based
samples (Pike, Dohm, Striegel-Moore, Wilfley, & Fairburn, 2001). In population-based studies, 32.3% and 12.5% of
US adults (Hudson et al., 2007) and 35.4% and 9.0% of US adolescents (Swanson et al., 2011) with lifetime BED also
meet criteria for lifetime MDD and BD I/II, respectively. The lifetime prevalences of MDD and BD are significantly higher
than among control individuals without lifetime BED (Hudson et al., 2007; Swanson et al., 2011), even after adjustment for
BMI (Javaras, Pope, et al., 2008). Based on retrospective report, about one-third of depressive disorder cases occur
subsequent to BED, but they are more likely to occur contemporaneously with or before BED (Hudson et al., 2007).

Substance Use Disorders

As many as a quarter of patients with eating disorders experience alcohol useerelated problems (Baker, Mitchell, Neale, &
Kendler, 2010). In population-based studies, the prevalence of alcohol abuse/dependence are between 9% and 25% for AN
and 14e46% for BN (Bulik et al., 2004; Dansky, Brewerton, & Kilpatrick, 2000; Hudson et al., 2007; Kessler et al., 2013;
Root et al., 2010; Swanson et al., 2011). The prevalence is lower among individuals with AN-restricting (AN-R) type than
the binge-eating/purging type (AN-BP) and in BN (Krug et al., 2009; Root et al., 2010; Salbach-Andrae et al., 2008). In a
study conducted in female patients with eating disorders who were receiving inpatient treatment, alcohol abuse/dependence
was present in only 3% of AN-R patients in contrast to 14% of AN-BP and 26% of BN patients (Blinder et al., 2006). BN
may precede alcohol use disorder in most patients (Bulik et al., 2004).

Between 13% and 27% of individuals with AN and between 18% and 37% of individuals with BN meet criteria for
substance abuse or dependence (Hudson et al., 2007; Kessler et al., 2013; Swanson et al., 2011). In treatment-seeking
samples, substance abuse or dependence is significantly more common among those who engage in binge eating and
purging (18% in BN and 10% in AN-BP) compared with AN-R (3%) (Blinder et al., 2006). Whereas substance abuse often
precedes the onset of BN, the opposite pattern may be more common for AN (Baker et al., 2010, 2013).

In population-based studies, 21.7% and 14.4% of adults worldwide (Kessler et al., 2013), 21.4% and 19.4% of US
adults (Hudson et al., 2007), and 13.9% and 22.5% of US adolescents (Swanson et al., 2011) with lifetime BED also meet
criteria for lifetime alcohol abuse/dependence and drug abuse/dependence, respectively. Furthermore, substance use dis-
orders tend to onset before or contemporaneously with BED, although one-quarter of lifetime substance disorders occur
subsequent to BED (Hudson et al., 2007), with BED tending to predict drug abuse/dependence in particular (Kessler et al.,
2013). Among treatment-seeking individuals with current BED, the prevalence of lifetime alcohol and drug abuse/
dependence is similar (Grilo et al., 2009; Wilfley et al., 2000) or slightly lower (Grilo et al., 2013; White & Grilo, 2006)
than in community-based samples, and men are more likely to have a lifetime substance use disorder than are women
(Grilo et al., 2013, 2009). One study has suggested that there may be two subtypes of BED, with greater impulsivity
present in the group with a history of substance abuse (Peterson, Miller, Crow, Thuras, & Mitchell, 2005). However, the
presence of substance use disorders does not appear to affect treatment outcomes for BED (Wilfley et al., 2000).

Attention-Deficit Hyperactivity Disorder

Epidemiological studies estimate the prevalence of ADHD to be in the range of 2e16% for AN and 15e35% in BN
(Hudson et al., 2007; Kessler et al., 2013; Swanson et al., 2011). Retrospective studies suggest that up to 24% of in-
dividuals with BN may have a childhood history of ADHD (Seitz et al., 2013; Yilmaz, Kaplan, Zai, Levitan, & Kennedy,
2011). Furthermore, women with ADHD are significantly more likely to report a history of AN or BN than are women
without ADHD (Cumyn, French, & Hechtman, 2009).

In population-based studies, 10.2% of adults worldwide (Kessler et al., 2013), 19.8% of US adults (Hudson et al.,
2007), and 12.6% of US adolescents (Swanson et al., 2011) with lifetime BED also meet criteria for lifetime ADHD.

716 SECTION | III Clinical Phenomenologie



In population-based studies, the lifetime prevalence of ADHD is significantly higher among individuals with lifetime BED
than are individuals without lifetime BED (Hudson et al., 2007; Kessler et al., 2013). Although no study has examined
whether the association between ADHD and BED remains after adjusting for BMI or obesity, which is itself associated
with ADHD (Cortese et al., 2008), research based on nationally representative samples suggests that BED partially me-
diates the association between adult ADHD and overweight as well as obesity (Pagoto et al., 2009). In population-based
studies, ADHD predicts subsequent BED (odds ratio [OR], 4.7 after demographic adjustments; OR, 1.9 after additional
adjustment for other Axis I disorders comorbid with ADHD), but BED does not predict subsequent ADHD (OR, 0.0)
(Kessler et al., 2013). Finally, there is limited evidence regarding the prevalence of ADHD among treatment-seeking
individuals with BED, because studies of psychiatric comorbidity among those seeking treatment have not routinely
assessed ADHD.

HUMAN GENETIC RESEARCH

Family and Twin Studies

The familiality and heritability of eating disorders, at least in European ancestry populations, have been clearly docu-
mented. Female relatives of individuals with AN are 11 times more likely to develop AN themselves than are the relatives
of individuals without AN (Strober, Freeman, Lampert, Diamond, & Kaye, 2000). Consistent with the protean nature of
eating disorder symptomatology, eating disorders do not breed true in families: Individuals who have a relative with AN or
BN are at increased risk for developing either disorder (Lilenfeld et al., 1998; Strober et al., 2000). BED also aggregates in
families independent of obesity (Hudson et al., 2006).

Twin studies estimate the heritability of AN to be somewhere between 0.28 and 0.74, which means that up to 74% of
phenotypic variation can be explained by additive genetic factors (Bulik et al., 2006; Kipman, Gorwood, Mouren-Simeoni,
& Ades, 1999; Klump, Miller, Keel, McGue, & Iacono, 2001; Kortegaard, Hoerder, Joergensen, Gillberg, & Kyvik, 2001).
The broad range reflects varying definitions of illness and imprecise estimates owing to the relative rarity of the condition.

The heritability of BN has been estimated to be between 0.28 and 0.83 (Bulik, Sullivan, & Kendler, 1998; Bulik et al.,
2010). The genetic correlation between AN and BN has been estimated to be 0.79 (Bulik et al., 2010), which may explain
the high cross over rates and co-familiality between the two presentations.

The heritability of BED using varying definitions of illness has been estimated to be between 0.39 and 0.45 (Javaras,
Laird, et al., 2008; Mitchell et al., 2010; Reichborn-Kjennerud, Bulik, Tambs, & Harris, 2004).

History of Genetic Studies in Eating Disorders

The history of the study of genetic factors contributing to eating disorders has followed the path of other psychiatric
disorders. Linkage studies, which aimed to identify genomic regions that have an increased likelihood of containing genes
associated with a disorder or trait, yielded a few positive findings (Bulik et al., 2003; Devlin et al., 2002; Grice et al., 2002)
but did not lead to follow through on identifying specific contributing genes. A decade of candidate gene association
studies ensued involving specific hypotheses based on biological function. However, no reliably replicated results emerged
that were specific to the pathology of any of the eating disorders.

Current Status of Genetic/Genomic Research

GWAS have commenced in eating disorders, with the earliest efforts focused on AN. GWAS scan the entire genome in a
hypothesis-free manner (Corvin, Craddock, & Sullivan, 2010).

The first genome-wide study of AN, carried out in 1033 patients with AN, reported a large and rare copy number
variant on 13q12 present in two individuals but found no genome-wide significant loci in the caseecontrol analysis (Wang
et al., 2011). A GWAS collaboration on a twin sample also failed to find genome-wide significant susceptibility loci but
provided some evidence for the possible involvement of eight loci with various eating disordererelated phenotypes such as
drive for thinness, body dissatisfaction, bulimia, and weight fluctuations, as well as traits associated with OCD personality
(Boraska et al., 2012). Similarly, another GWAS did not report genome-wide significant findings, but a number of genes
were implicated in AN- and BN-spectrum disorder phenotypes (Wade et al., 2013).

The largest and most rigorous GWAS in AN yet conducted, part of the Wellcome Trust CaseeControl Consortium 3,
included 2907 patients with AN of European ancestry and 14,860 ancestry-matched female controls in the discovery
meta-analysis (Boraska et al., 2014). Although there were no genome-wide significant findings in the discovery data set, 72
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independent markers with the lowest P values were selected for replication, and in sign tests approximately 76% of these
markers yielded results in the same direction as the discovery sample (Boraska et al., 2014). This observation suggests that
the prioritized set of genomic variants likely contained true positive signals for AN; however, the sample size did, too
(Boraska et al., 2014). Efforts are under way to dramatically increase sample size in AN. No GWAS for BN or BED have
been conducted.

Emerging Epigenetic Research

Gene expression or methylation patterns may be altered in individuals with eating disorders. Although preliminary, initial
epigenetic studies of eating disorders have focused on the promoter-specific methylation of the candidate genes that had
been previously studied in eating disorders and primarily focused on AN. To date, no epigenetic studies in BED have been
published. Studies of global methylation have revealed a pattern of significant global DNA hypomethylation in 22 patients
with AN compared with 30 healthy control subjects, and a similar trend was observed in 24 patients with BN (Frieling
et al., 2007). A modest reduction in whole-blood global DNA methylation was also reported in 32 adolescents with AN
(Tremolizzo et al., 2014); however, this observation has not been universally replicated (Saffrey, Novakovic, & Wade,
2014).

Epigenetic research may ultimately make important contributions to our understanding of the role of elements outside
of DNA coding sequence in susceptibility to eating disorders. In addition, eating disorders are at least partly brain dis-
orders, and considering the tissue specificity of epigenetic modifications, use of blood and buccal cells as proxies to brain
tissue is another limitation of the published studies (Yilmaz, Hardaway, & Bulik, 2014).

NEURAL CIRCUIT DISSECTION OF FEEDING BEHAVIOR RELATED
TO EATING DISORDERS

Although eating disorders such as BED and BN (and perhaps AN) are uniquely human conditions, understanding the
neural circuit maladaptation that contributes to these disorders can readily be studied at the basic science level using animal
models. To accomplish this, many studies to date have used both wild-type and transgenic rodents to investigate the precise
neural circuit components that regulate feeding behavior, as well as associated phenotypes related to reward and anxiety.
These studies have now identified many important neural circuit contributors to these phenotypes. Because precise re-
cordings and manipulations of genetically defined neural circuits are not possible in humans, these studies discussed
subsequently highlight some of the critical mechanistic insights gained in relation to the neural circuitry that can regulate
feeding.

Common Behavioral Strategies for Studying Adaptive and Maladaptive Feeding
in Animal Models

Both adaptive and maladaptive aspects of feeding can readily be studied in animals. Most studies investigating the neural
circuitry that regulated feeding have simply focused on performing perturbations that can increase or decrease free-feeding
in animals. Although this approach does not model eating disorders per se, it can reliably determine whether precise neural
circuit alterations can modulate normal food intake. These measurements are easy to perform for extended periods of time,
and thus can also be coupled with measurements of metabolism and body weight/composition if needed. In addition,
animal models for specific eating disorders such as BED and AN have been developed. Many distinct animal models for
eating disorders have been previously reviewed (Kas & Adan, 2011). Whereas the precise details of many of the distinct
models can vary, AN-associated phenotypes can be modeled in rodents typically by combining periods of food restriction
and/or stress with increases in activity (activity-based anorexia) (Klenotich & Dulawa, 2012). In contrast, aspects of BED
can also be modeled in rodents by providing limited, intermittent access to highly palatable foods (Avena, Bocarsly, &
Hoebel, 2012; Avena, Rada, & Hoebel, 2009). Collectively, these animal models could be readily coupled with manip-
ulations of functional neurocircuitry to establish the sufficiency and necessity of molecularly defined cell types in animal
models of eating disorders.

Genetic Targeting and Optogenetic Actuation of Neuronal Subtypes to Regulate Feeding

To manipulate precise neural circuit components in the brain and then assay how these perturbations can change feeding
and related phenotypes, it is first critical to establish that specific brain cell types can be selectively targeted for
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manipulation. Neuroscience has traditionally used lesion/ablation, electrical stimulation, and pharmacological activation
and inactivation to study how neural function regulated feeding. However, these classical techniques have fundamental
limitations that preclude their use to discern cell-type or pathway-specific functions related to feeding. Optogenetic
manipulations directly address these limitations by enabling cell-type and circuit-specific investigation of neural
function. A comprehensive overview of the entire field of optogenetics is beyond the scope of this chapter; however,
many reports have thoroughly documented the history and development of the field (Bernstein & Boyden, 2011; Fenno,
Yizhar, & Deisseroth, 2011; Tye & Deisseroth, 2012; Yizhar, Fenno, Davidson, Mogri, & Deisseroth, 2011; Zhang
et al., 2010).

Genetic targeting strategies to introduce light-gated opsins into neuronal populations to manipulate them are the key
advance of optogenetic approaches compared with classical techniques to study brain function. Neural tissue is composed
of a heterogeneous mixture of phenotypically diverse cell types that vary with respect to their morphological, physio-
logical, synaptic, and molecular properties. Because of this complexity, parsing the contribution of any neuronal popu-
lation embedded within a network of heterogeneous cell types was formerly an insurmountable task. Optogenetic actuators
of neural activity can readily be introduced in specific brain cell types, typically by using a combination of transgenic
animal lines that permit cellular targeting (Gerfen, Paletzki, & Heintz, 2013; Witten et al., 2011) coupled with viral
constructs (Atasoy, Aponte, Su, & Sternson, 2008) employed for transgene delivery to a particular anatomical location. In
addition to cell-type specificity, optogenetics affords precise activation or inhibition events to study neural dynamics on a
millisecond time scale, which is consistent with the temporal dynamics of endogenous neural activity. Although neural
circuit function is temporally modulated over a range of time intervals, the moment-to-moment processing of information
is mediated by rapid electrical and synaptic signals. Temporally precise optogenetic perturbations also allow for patterned
activation of neural circuit elements time-locked to discrete environmental events or at key moments during behavior, such
as the initiation of feeding.

Neural Circuits That Regulate Feeding and Related Phenotypes Relevant to Eating Disorders

A number of studies have incorporated optogenetics to study the neural circuitry that controls phenotypes related to eating
disorders. Although this is not an exhaustive review of all studies that have incorporated optogenetics to regulate feeding,
the studies discussed subsequently provide important examples by which optogenetic circuit perturbations have resulted in
profound alterations in feeding behavior as well as providing new mechanistic insight into the neural circuits that control
feeding.

Circuits for Promoting Excessive Feeding

A number of discoveries have uncovered important neural circuit components to promote excessive feeding, which may be
relevant for over eating disorders such as BED. It was demonstrated that gamma aminobutyric acid-ergic (GABAergic)
synaptic input from the bed nucleus of the stria terminalis (BNST) that project to and in nerve cells located in the lateral
hypothalamus (LH), serves as a critical neuronal circuit node for regulating both feeding behavior as well as reward-related
behaviors (Jennings, Rizzi, Stamatakis, Ung, & Stuber, 2013). Optogenetic stimulation of the pathway resulted in im-
mediate and robust increases in feeding behavior. In addition, optogenetic inhibition of the BNST to the LH GABAergic
pathway disrupted natural feeding behavior, which suggests that this pathway is required for adaptive food intake.
Interestingly, these manipulations also increased reward-seeking behavior when food was not present. This suggests that
the BNST to LH circuit may orchestrate hedonic aspects of feeding instead of promoting hunger. Further characterization
of this circuit demonstrated that these inhibitory projections from the BNST to the LH preferentially synapse onto post-
synaptic glutamatergic neurons to suppress their activity. Collectively, this work demonstrates the importance of circuit
connectivity between the BNST and LH in regulating excessive feeding and reward.

The arcuate nucleus of the hypothalamus is another important neuronal substrate for the regulation of feeding behavior.
Many important satiety-signaling molecules, such as leptin and ghrelin, are thought to regulate the activity of arcuate
neuronal subpopulations, which in turn promote or suppress food intake (Bouret, Draper, & Simerly, 2004; Pinto et al.,
2004). Studies have also demonstrated that direct optogenetic and chemogenetic stimulation of a neuronal subpopulation
that produces the neuropeptide Agouti-related peptide (AgRP) readily increases feeding (Aponte, Atasoy, & Sternson,
2011; Krashes et al., 2011). In addition, arcuate AgRP neurons project to many areas that are important for aspects of
feeding behavior, including but not limited to the BNST, LH, central amygdala (CeA), and periventricular hypothalamus
(PVH) (Betley, Cao, Ritola, & Sternson, 2013). Interestingly, not all AgRP projections when activated optogenetically
produce the same feeding-associated behavioral phenotypes. For example, a subset of arcuate nucleus AgRP neurons
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project to and inhibit PVH neurons that produce oxytocin, which in turn is sufficient to promote feeding (Atasoy, Betley,
Su, & Sternson, 2012). Moreover, a subset of neurons within the PVH that produce thyrotropin-releasing hormone send
excitatory projects back to the arcuate nucleus AgRP neurons to increase their activity and promote feeding (Krashes et al.,
2014). Collectively, these emerging studies demonstrate the importance of arcuate nucleus AgRP neurons and their
associated circuit connectivity in regulated feeding behavioral phenotypes that may have important relevance to eating
disorders.

Critical Neuronal Circuits for the Suppression of Feeding

These studies highlight some of the important neural circuit contributors for promoting both adaptive and maladaptive
feeding phenotypes. Additional work has identified key circuit components that can suppress feeding behavior, and thus
may be relevant for unraveling the brain systems that underlie AN. For example, optogenetic stimulation of LH gluta-
matergic neurons can robustly suppress normal feeding behavior and produce aversion-related phenotypes (Jennings et al.,
2013). These LH glutamatergic neurons project to other brain regions such as the parabrachial nucleus (PB) (see subse-
quent discussion) important for the suppression of feeding, and future studies will likely characterize which subset of LH
glutamatergic neurons is critical for feeding suppression.

At the gross neuroanatomical level, the PB is an important neuronal substrate for regulating appetite (Becskei, Grabler,
Edwards, Riediger, & Lutz, 2007; DiPatrizio & Simansky, 2008; Wu, Clark, & Palmiter, 2012), although the PB contains
many genetically diverse cell types. It has been demonstrated that a subpopulation of PB neurons that express calcitonin
gene-related peptide (CGRP) can negatively regulate feeding behavior. Optogenetic stimulation of PB CGRP neurons
suppresses feeding, whereas genetic ablation of these neurons increases feeding (Carter, Soden, Zweifel, & Palmiter,
2013). These PB CGRP neurons send a strong glutamatergic projection to the CeA, and optogenetic stimulation of the PB
CGRP projections directly suppresses feeding behavior. Consistent with this, a subset of CeA neurons that express the gene
coding for protein kinase C-d (PKC-d) are activated by anorexigenic signals, and direct optogenetic stimulation of PKC-
d CeA neurons inhibits feeding (Cai, Haubensak, Anthony, & Anderson, 2014). Collectively these findings have identified
a number of critical neurocircuit nodes within the LH, PB, and CeA that are important for the suppression of feeding, and
thus may be dysregulated in AN and other eating disorders.

Summary and Future Directions

Eating disorders such as BED and AN exact a tremendous toll on society and those who have them. Nevertheless,
additional research is needed to elucidate further the genetic and neurocircuit mechanisms that underlie these devastating
disorders. As summarized here, both clinical studies from populations diagnosed with eating disorders and basic science
studies on the neural circuitry that controls feeding and related behaviors are rapidly advancing our knowledge of the
biological underpinnings of eating disorders. Further integration of these disparate fields of inquiry may provide a more
holistic view of the neurobiological underpinnings of eating disorders. Next, we discuss experimental strategies to bridge
the clinical and basic science further.

Applying Data Generated in the Clinic to Identify and Validate Neurocircuit
Underpinnings of Eating Disorders

GWAS and brain functional imaging from clinical populations provide a wealth of data that could be potentially used to
further test neural circuit function that regulates feeding in animals. For example, GWAS can identify single gene and
gene network changes that may be important for the phenotypes associated with eating disorders. Animal models can
then be generated with similar genetic alterations, and these animals could then be screened for maladaptive changes in
feeding. This approach has been extremely successful in other fields, such as the study of autism and schizophrenia, but
has yet to be applied to the study of eating disorders. In addition, neuroimaging data from patient populations with
eating disorders could provide important novel neurocircuit targets to investigate further in animal models using
optogenetics and related technologies. For example, if alterations in the functional connectivity between two or more
brain regions are selectively observed in individuals with eating disorders relative to healthy controls, the relevance of
these distinct brain regions could be explored experimentally by perturbing these circuit nodes in animals to assess
whether direct alterations occur in feeding. Collectively, these two approaches could then leverage experimental data
from clinical populations to investigate the neural circuitry that underlies eating disorders in animal models.
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Transcriptional Profiling of Genetically Defined Neurons That Regulate Feeding

Although we have described strategies in which clinical data could be leveraged for more mechanistic basic science
experiments related to eating disorders, it may also be possible to use genetic and cellular phenotype data generated in
animal models to uncover novel therapeutic targets for the treatment of eating disorders. Because of the relative ease of cell
typeespecific targeting in animals models, it is possible to perform high-throughput transcriptional profiling from
genetically defined neuronal populations based on their connectivity, gene expression, or activity dynamics (Ekstrand
et al., 2014; Heiman et al., 2008; Knight et al., 2012). These approaches could be combined with animal models of eating
disorders to assay how the transcriptional landscape of genetically defined neurons changes as a function of feeding
phenotype. These data, in turn, could be mined for putative gene targets that could provide additional functional insight
into how specific neuronal cell populations are altered. Collectively, this novel approach provides a provocative starting
point for uncovering novel therapeutic targets for the development of new treatments for eating disorders.

CONCLUDING REMARKS

Although eating disorders are complex psychiatric conditions, future research should aim to render their neurobiological
underpinnings decipherable. At their heart, eating disorders represent dysregulation in the most fundamental of human
behaviors. Research into their biology ultimately has the potential to inform all disorders of weight and appetite dysre-
gulation as well as an array of related neuropsychiatric conditions. A richer understanding of the neurobiological causes of
specific eating disorders and also neurobiological mechanisms underlying successful pharmacologic and therapeutic in-
terventions will require constant bridging of diverse fields including psychiatry, metabolomics, genetics, and neuroscience,
and reciprocal information sharing between basic and clinical science.
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Chapter 44

Psychiatric Pharmacogenomics:
Translating Genomics

Roy H. Perlis
Harvard Medical School, Boston, MA, United States

DEFINITION AND OVERVIEW

For more than 100 medications approved by the US Food and Drug Administration (FDA), their label reflects the relevance
of considering genetic variation to guide prescribing (Anonymous, 2014). At least 10% of those identified by the FDA are
psychotropic medications, including some of the most widely prescribed. Perhaps unsurprisingly, both clinician (Hoop,
Roberts, Green Hammond, & Cox, 2008) and patient (Herbild, Bech, & Gyrd-Hansen, 2009) surveys anticipate the
usefulness of genomic testing for psychiatric prescribing. On the other hand, with the exception of a handful of hepatic
enzymes known to have a role in drug metabolism, investigation of the role of genetic variation as it relates to psycho-
tropics remains substantially less advanced than the investigation of neuropsychiatric disorder risk variants.

The term “pharmacogenomics” refers to the study of the impact of common or rare genetic variation on any aspect of
drug response. This definition encompasses clinically apparent outcomes (treatment efficacy, tolerability, or safety) as well
as elements of drug kinetics or dynamics. To date, the bulk of these efforts has focused on treatment efficacy and safety for
antidepressants and antipsychotics, with more modest investigations of other treatments.

Whereas pharmacogenomics as originally described referred to phenotypes observable only in the presence of a
particular drug or other perturbation, this assumption often is not tested, recognizing that some treatment response
characteristics may be correlated with other clinically observable phenotypes. For example, as discussed subsequently, a
common variant associated with antipsychotic-induced weight gain may also be associated with body mass index inde-
pendent of treatment. On the other hand, the assumption is often made that variants influencing drug response may be
under less selection pressure and thus more likely to exert large effects without being selected against; that is, the model
posits that common variants may exert large effects.

CONNECTION TO GENOMICS IN PSYCHIATRY AND IMPLICATIONS FOR
ARCHITECTURE

Progress in neuropsychiatric and neurodevelopmental genetics suggests a complex architecture in which the vast majority
of risk variants exert modest individual effects. For psychotropic pharmacogenomics, the genetic architecture is entirely
unknown. The most widely studied area of pharmacogenomics relates to the cytochrome P450 (CYP450) system. Here
common and rare variants, including single-nucleotide polymorphisms (SNPs)/mutations as well as duplications and
deletions, combine to produce substantial variation in the ability to metabolize diverse categories of medications and other
environmental toxins.

Whereas the traditional first step in genetic investigation in human studies has been family and twin investigations, such
data are more difficult to collect where treatment studies are concerned, particularly in light of changes in the management
of depression and psychosis such that parental treatment exposure may differ from offspring. Small studies examined
tricyclic antidepressant response among family members treated for depression, and were consistent with familiality (Pare,
Rees, & Sainsbury, 1962). Notably, an early twin study also demonstrated the heritability of tricyclic antidepressant
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pharmacokinetics (Alexanderson, Evans, & Sjoqvist, 1969). One study reported a pedigree in which eight depressed family
members responded only to monoamine oxidase inhibitor but not other antidepressants (O’Reilly, Bogue, & Singh, 1994).
Among newer antidepressants, only fluvoxamine has been examined; a small study suggested that fluvoxamine response in
a proband significantly increased the probability of response in a first-degree family member (Franchini, Serretti,
Gasperini, & Smeraldi, 1998) (Fig. 44.1).

Only one study has examined the familiality of lithium response: In an early study, rates of lithium response were
greater in first-degree family members of people who responded to lithium compared with those who did not (Grof et al.,
2002). (More generally, other studies have suggested that lithium response may be associated with greater loading for
affective illness, with increased mood disorder rates among first-degree family members of those who respond to lithium
(Smeraldi et al., 1984).) Twin studies for antipsychotic response are limited to case series of monozygotic twins that
suggest concordance in treatment outcomes (Arranz & de Leon, 2007). One early twin study suggested heritability of
lithium uptake into red blood cells (Dorus, Pandey, & Davis, 1975), that is, greater correlation between monozygotic than
dizygotic twins.

A convergent line of evidence suggesting the influence of genetic variation on treatment response comes from rodent
studies of antidepressant response phenotypes. Although such models are often criticized as corresponding poorly to
psychiatric illness per se, these studies at least suggest that psychotropic effects on behavior are influenced in a detectable
fashion by strain-specific differences. For example, one study examined two mouse strains with differential response to
citalopram on the tail-suspension test (Crowley, Brodkin, Blendy, Berrettini, & Lucki, 2006). This difference was mapped
to a single peak, and subsequently to nonsynonymous SNPs in vesicular monoamine transporter 2 (slc18a2).

Similarly, differences between 27 inbred mouse strains in vacuous chewing movements after haloperidol exposure,
which may represent the murine equivalent of antipsychotic-induced tardive dyskinesia (TD), have been used to map
susceptibility loci (Crowley, Adkins, et al., 2012). A genome-wide association study (GWAS) identified multiple loci with
strong evidence of association with this phenotype (Crowley, Kim, et al., 2012). Taken together, these studies suggest that
even in the absence of strong human data for familiality, psychotropic-related phenotypes may be sufficiently heritable to
allow identification of risk loci in human investigations.

FIGURE 44.1 Meta-analysis of genome-wide association data for remission after antidepressant treatment, drawn from three antidepressant response
cohorts. No single locus exceeded a genome-wide threshold for association. Gendep, MARS, STARD investigators, AJP 2013; Available at https://www.
broadinstitute.org/mpg/ricopili/.
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CHALLENGES

The advantages of drug-response phenotypes for genetic study are largely hypothetical at this point, but they include the
possibility of observing common variants that exert large effects (in the absence of strong selection pressure) and the
possibility of a simpler mechanism of action (and thus fewer risk variants of larger effect) compared with disease etiology.
Conversely, the major challenges in psychiatric pharmacogenomics are apparent and require careful consideration before
examining the extant literature.

First, for most psychotropics, the drugeplacebo differences observed in randomized, controlled trials are modest.
For example, among antidepressants, the drugeplacebo difference in a large meta-analysis was approximately 2e3
points on the Hamilton Depression Rating scale (Fountoulakis & Moller, 2011). Although drug-placebo differences are
generally assumed to be less of a problem for antipsychotic and antimanic drugs, this is not necessarily the case. The
problem is not a lack of efficacy per se, but rather that the population of apparent drug responders really encompasses true
drug responders as well as placebo-like responders. (As a result, published GWAS of antidepressant response may also be
interpreted as GWAS of placebo response, because there are insufficient data to determine specificity of response.)
Whereas the genetics of placebo response would be interesting and potentially actionable in their own right (eg, as a means
of enriching studies for people who likely do not respond to placebo), the phenotype is itself likely to be complex and
multifactorial.

A related challenge is the paucity of studies incorporating an active comparator medication, which are necessary to
determine whether an association is predictive of poor outcome in general or poor outcome with a particular treatment.
The two alternative hypotheses have different implications, because one relates to the disease but not the intervention
per se. Although arguably this is a downstream or second-order question, it is important for the potential clinical
translation of any pharmacogenomics finding. For any controlled trial, a barrier to investigating treatment specificity has
been the reliance on statistical tests of interaction. Formally, one examines the variant-by-treatment effect on
the outcome of interest. The difficulty with this test is that it will have greatest power to detect association when effects
are in the opposite direction: that is, drug A is superior to drug B in one group, and inferior to drug B in another.
Whereas this assumption is biologically plausible in some circumstances, in others one might assume association only
for one drug (eg, a CYP450 variant that affects the metabolism of only one of the two drugs). A possible alternative
strategy which may be advantageous in some circumstances is discussed subsequently as the biomarker-stratified
parallel design.

Yet another complication in pharmacogenomics studies is the need to consider treatment nonadherence, which can lead
to diminished treatment effects and represent a form of misclassification. For antidepressants, nonadherence rates in
clinical practice may exceed 50%, depending on the means of assessment and the study population (Cantrell, Eaddy, Shah,
Regan, & Sokol, 2006; Stein, Cantrell, Sokol, Eaddy, & Shah, 2006; Warden et al., 2014). In one investigation, antide-
pressant levels were undetectable in about 20% of antidepressant-treated individuals (Roberson, Castro, Cagan, & Perlis,
2016). Although adherence in treatment studies may be greater because of the frequency of visits and common application
of pill counts or other monitoring methods, modern antidepressant studies still yield high rates of nonadherence. Similar
problems with adherence have been observed in antipsychotic trials (Julius, Novitsky, & Dubin, 2009). A computer
simulation quantified these effects, illustrating the substantial decrement in statistical power attributable to nonadherence
(Malhotra, Zhang, et al., 2012).

Yet another difficulty in interpreting pharmacogenomics results arises from the potential confounding effects between
efficacy and tolerability. That is, whereas these two phenotypes are often treated as distinctly different, they have important
impacts on one another. Patients may be more willing to continue a medication (a measure of tolerability) if they perceive
benefit (efficacy); conversely, the apparent efficacy of a medication may be affected by its tolerability. Because it is
difficult to distinguish the two sets of outcomes perfectly, any pharmacogenomic study of one outcome is also to some
extent vulnerable to misclassification based on the other outcome (For an example of the complexity of this relationship as
it relates to antidepressant response, see Keers et al. (2011)). The practical consequence of this correlation is the need to
consider treatment discontinuation, and its impact, in any pharmacogenomic analysis. A sensitivity analysis including
different models of study dropout can be valuable in demonstrating the robustness of a particular finding.

Another obstacle in pharmacogenomics studies is related to the underlying biology itself, rather than to patient factors.
A limited understanding of mechanism of action remains for most psychotropic agents, and a lack of understanding of the
key site of action for essentially all of them, because even the selective serotonin reuptake inhibitors (SSRIs) exert diverse
and varying effects at other targets. As a result, unlike pharmacogenomics studies of, for example, antihypertensives or oral
hypoglycemics, it has been difficult to set prior probabilities and thus to conduct successful candidate-based association
studies, or even to prioritize loci from GWAS with suggestive evidence of association.
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All of these challenges are dwarfed by the practical problems posed by the nature of pharmacogenomics phenotypes
themselves. That is, to capture this phenotype reliably, most studies require longitudinal assessment with a well-defined
medication start time and some sort of continued treatment over time. These phenotypes are thus far more difficult to
capture than the cross-sectional phenotypes (even with some retrospective assessment) used in disease association studies.
Thus, achieving adequate sample sizes to enable sufficient power to detect association can be challenging. Nearly all
pharmacogenomics studies in psychiatry focus on short-term (8e12 weeks or less) trials; the exception is studies of lithium
response, in which a year or more may be required to establish change in disease course attributable to medication.

For psychiatric disease phenotypes, the sample size problem has been overcome by meta-analysis of large cohorts
drawn from multiple sources. Although reconciling phenotypes across studies has been a concern, to date there is no strong
evidence that 4-hour diagnostic interviews yield cohorts with larger genetic effects than rapid phenotyping: for example,
using disease screens or claims data (Ripke et al., 2013). For pharmacogenomics, studies rarely use sufficiently similar
methodologies and interventions to allow them to be analyzed together. For example, a meta-analysis of antidepressant
response combined three different cohorts: an outpatient effectiveness study, an outpatient randomized two-arm study, and
an inpatient study, each of which used distinct pharmacotherapies. A further challenge is that many of the large DNA
biobanks derived from clinical trials were derived from industry-supported studies, and have either not been genotyped or
have not been made available for collaboration.

PRINCIPAL FINDINGS BY THERAPEUTIC AREA

Despite a large number of reports of pharmacogenomic analyses over the past decade, there are few consistent findings.
Most of these studies examined a single small cohort at one or a few candidate genes. In general, the candidate-based
approach is more readily justified in pharmacogenomics than in psychiatric disease genomics, inasmuch as the important
metabolic enzymes and pharmacodynamic targets are often relatively well understood, certainly more so than the patho-
physiology of neuropsychiatric disease. The following section focuses on positive results from GWAS or meta-analyses of
candidate gene studies, organized by medication category and by type of outcome: efficacy or safety/tolerability. The small
but growing number of rare variant studies is also included when they are available.

Antidepressants and Anxiolytics

Efficacy Studies

The variants most extensively studied for association with antidepressant and other psychotropic outcomes are those of the
CYP450 system, particularly CYP2D6 and CYP2C19. The enzymes of the CYP450 system have a central role in hepatic
phase I metabolism of numerous pharmacotherapies: One estimate indicates that 80% of medications in the pharmacopeia
are metabolized by one or more of these enzymes, including many commonly prescribed antidepressant medications.
The CYP450 genes, and most notably CYP2D6, present a primer in genomic variation, with SNPs, insertion/deletion
polymorphisms, and copy number variants all demonstrated to have functional significance (see, eg, http://www.cypalleles.
ki.se). These variants are generally analyzed in aggregate in terms of their impact on the activity of the enzyme: Individuals
who are wild-type at all loci are referred to as extensive metabolizers, whereas those with diminished function are poor
metabolizers (PMs) and those with enhanced function are ultrarapid metabolizers. Individuals who carry one diminished-
function allele are labeled as intermediate metabolizers (IMs). The impact of most of these variants on metabolism is
believed to be less substantial than for PMs. Of note, the frequencies of these groups and the specific alleles contributing to
them vary widely across ethnicities.

For CYP450 variations to influence treatment response, two conditions must be satisfied. First, the variants examined
must have meaningful effects on resulting blood levels (ie, pharmacokinetics) of the medication of interest. Whereas
certain variants have strong evidence of their effects on metabolism, the impact of others (eg, IMs carrying one deleterious
allele and one wild-type allele) is far from clear. Second, the blood level must be associated with treatment response. At the
extremes, this relationship should be intuitive: Individuals with very low drug levels are unlikely to exhibit true drug
effects (although, as noted previously, they may still exhibit placebo-like responses), whereas individuals with very high
drug levels are probably at substantially elevated risk for adverse events.

The most extensively studied CYP450 substrate medications in psychiatry are the tricyclic antidepressants. Most of
these are demethylated by CYP2C19 and hydroxylated to inactive compounds by CYP2D6. Unlike most other psycho-
tropic medications, serum tricyclic antidepressant levels generally display a predictable association with treatment response
(although the precise pattern varies from drug to drug). As a result, the association between CYP450 variation and tricyclic
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response is among the better established ones; guidelines have been published for adjusting tricyclic antidepressant dosing
based on CYP450 status (Hicks et al., 2013).

For the far more widely prescribed SSRIs, evidence for the importance of CYP450 variation is best characterized as
mixed. A 2007 review noted that most data were derived from small cohorts using heterogeneous designs (Berney, 2005).
One major challenge in connecting CYP450 to clinically meaningful outcomes of antidepressant treatment is the apparent
lack of association between SSRI levels and outcomes; only a few exceptions pertain to venlafaxine (Berney, 2005) or
fluoxetine (Fava et al., 1994, 2002).

In an illustration of the limitations of genotyping in capturing functional status, a clever study examined 900 individuals
with major depression disorder treated with the known CYP450 2D6 substrate venlafaxine, and compared genotyping
results with apparent metabolic status based on the ratio of venlafaxine to its metabolite, desvenlafaxine. Only 4% of
individuals were genotypic PMs, compared with 27% who were functionally PMs (presumably because of concomitant
medications or other environmental effects, although these were not characterized directly).

Nonetheless, to date the strongest evidence for CYP450 genotyping effects on newer antidepressants comes from a
pooled analysis of clinical trials of venlafaxine in major depressive disorder. Across four studies, more individuals reached
remission among the wild-type metabolizers compared with the PMs (Lobello et al., 2010). Evidence for other SSRIs is
even more limited. An investigation of the CYP2C19 substrate citalopram found that tolerability was poorer among
nonewild-type metabolizers (Mrazek et al., 2011).

Another relevant protein in psychotropic response may be p-glycoprotein, which is responsible for transport of mol-
ecules across the bloodebrain barrier and thus out of the central nervous system. The gene coding for this protein, ABCB1,
was associated with the dose requirement for escitalopram, although the strongest effect was observed among heterozygous
individuals, which suggests either interesting dose effects or type I error (Singh, Bousman, Ng, Byron, & Berk, 2012).

Most studies of antidepressant response genomics have examined monoaminergic candidate genes and provide an
excellent illustration of the pitfalls of candidate-based studies, with limited understanding of mechanism leading to
publication bias and type I error. Examination of candidate genes in larger cohorts has generally not supported associations
with variants such as HTR2A (GENDEP Investigators, MARS Investigators, & STAR*D Investigators, 2013). Although
far from their only target, the serotonin transporter SLC6A4, the proximal site of action of SSRIs, has been the target most
often investigated, and in fact has been widely studied in nearly every psychiatric phenotype. A meta-analysis suggested an
association with poorer treatment outcome for SSRIs, an effect observed among only Caucasian individuals. Importantly,
the same meta-analysis also found evidence of publication bias (Porcelli, Fabbri, & Serretti, 2012).

Regardless of the utility of this association, it raises several relevant points for interpreting pharmacogenomics results.
First, one small study suggested that the poorer outcome is restricted to SSRIs, but in general there are few data here, such
that an equally valid hypothesis is that the risk variant predicts generally poorer outcome regardless of treatment. Second,
two early studies suggested differential rates of adverse effects or discontinuation (Perlis et al., 2003; Popp, Leucht, Heres,
& Steimer, 2006), another illustration of the importance of considering interactions between efficacy and tolerability.
Finally, the effect has not been observed among Asian cohorts. In fact, some studies suggest effects in the opposite di-
rection. This may reflect interesting gene-by-environment or epistatic effects, or more likely, the challenges of overcoming
publication bias.

Three cohorts form the bulk of published GWAS. The first used data from the United Kingdomebased GENDEP
study, in which outpatients were randomized to the selective serotonin reuptake inhibitor escitalopram or the norepi-
nephrine reuptake inhibitor nortriptyline; the second used inpatient antidepressant response data from the German MARS
study, whereas the third was drawn from the US effectiveness study STAR*D. STAR*D is notable for multiple treatment
levels, beginning with the SSRI citalopram for all patients and then randomizing to next-step treatments after nonresponse
(Ferreira et al., 2008; International Schizophrenia Consortium et al., 2009; Sklar et al., 2008).

In a meta-analysis, no single loci met a genome-wide threshold for significance (GENDEP Investigators et al., 2013).
Multiple phenotypes, including percent change in symptoms (using mixed-effects models) and categorical remission (using
last observation carried forward), were examined, an illustration of sensitivity analysis to try to distinguish efficacy from
tolerability. In the context of emerging psychiatric disease genetics, the failure of this effort is less surprising, because the entire
analysis spanned at most 2256 individuals. To encourage other groups to build on these analyses, the results were made public
at www.ricopili.org; any individual locus can be queried, which may be helpful for future investigations examining
nonoverlapping cohorts. A second meta-analysis, referred to as NEWMEDS, added cohorts, including one drawn from some
industry studies, to the UK data (Tansey et al., 2012). This, too, failed to find any genome-wide associations.

Recognizing the substantial impact of placebo response on initial antidepressant treatment trials, a subsequent study
investigated the more extreme phenotype of treatment resistance, that is, failure to reach remission despite multiple
treatment trials. That study, which included a subset of the STAR*D cohort as well as a new treatment response cohort
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identified using electronic health records, failed to identify any genome-wide associations (O’Dushlaine et al., 2014). Other
candidate-based association studies have identified suggestive but as yet unreplicated results (Kloiber et al., 2013; Perlis
et al., 2008).

To date, three studies have examined the role of rare variants in antidepressant efficacy. The first examined copy
number variation in two treatment cohorts: the STAR*D antidepressant effectiveness study, and a cohort ascertained using
electronic health records (O’Dushlaine et al., 2014). The specific strategy employed represents a possible means of cir-
cumventing the limitations on collecting pharmacogenomics cohorts of adequate size, and is subsequently discussed in
more detail in the section “Emerging Directions”. In that study, no single locus reached a genome-wide threshold for
association with efficacy. However, a common test of overall burden of copy number variants, that is, to what extent copy
number variants’ are more or less common in patients, suggested enrichment of a subset of duplications among individuals
with treatment resistance.

A second study, using the NEWMEDS cohort, also examined deletions and duplications (Tansey et al., 2014). In that
study, evidence of enrichment of duplications was not observed, although subtle methodologic differences make direct
comparison with the prior study difficult.

Finally, a third, small study examined the role of rare variants using whole-exome sequencing. That study is most
notable for examining a small cohort of Mexican American individuals randomized to one of two antidepressants (Wong
et al., 2014). Employing a less stringent threshold for significance than the standard genome-wide P < 5ee8, one variant
reached an exome-wide threshold, although the variant itself represents an SNP previously assessed in numerous GWASs.
Surprisingly, no replication was attempted. However, a previous antidepressant meta-analysis of GWAS data found no
evidence of association at that locus (www.ricopili.org).

Tolerability Studies

Beyond efficacy, a host of antidepressant tolerability phenotypes have been investigated. Weight gain with most antide-
pressants tends to be modest; a large naturalistic study suggested modest differences between interventions over 1 year
(Blumenthal et al., 2014). Nonetheless, this phenotype has multiple advantages for pharmacogenomics investigation: It is
readily and reliably quantified; it can be analyzed in terms of a continuous rather than dichotomous outcome (ie, a
quantitative trait); and in contrast to efficacy, the underlying biology of obesity is better understood. In particular, obesity
in general is known to be strongly heritable, with estimates ranging up to 70% depending on the specific phenotype
examined (Allison et al., 1996). Short-term weight gain has been examined in multiple cohorts using a candidate gene
approach, but no single locus has been replicated successfully (Keers & Aitchison, 2011).

Among the more common adverse effects observed with older as well as newer antidepressants are those related to
sexual functioning, including difficulty achieving arousal and orgasm, as well as a decrease in libido. One study estimated
that up to half of antidepressant-treated outpatients experienced such symptoms (Perlis, Laje, et al., 2009); they represent a
major contributor to treatment nonadherence.

The only GWAS of sexual dysfunction associated with antidepressants examined a small Japanese cohort (n ¼ 201)
treated with SSRIs or serotonin-norepinephrine reuptake inhibitors (SNRIs); no loci were associated with sexual
dysfunction at the genome-wide level (Kurose et al., 2012). Previously suggested involvement of glutamatergic genes
(Perlis, Laje, et al., 2009) was not specifically examined, unfortunately.

Another antidepressant response phenotype examined in GWAS is treatment-associated (or treatment-emergent) sui-
cidal ideation. More than 20 years ago, it was noted that a subset of individuals experience symptomatic worsening, and, in
particular worsening or emergence of suicidal thoughts after initiation of antidepressants (Teicher, Glod, & Cole, 1993).
Subsequent work also suggested that a subset of these cases were associated with activating effects of antidepressants
(Perlis et al., 2007). Meta-analyses of FDA data suggest these effects are rare but occur more often than with placebo
among younger patients (ie, those aged 24 or less) (Stone et al., 2009), which is consistent with prior reports implicating
younger age as a risk factor (Perlis et al., 2007).

No candidate gene associations with treatment-associated suicidality have been replicated or supported by meta-
analysis. The three antidepressant GWAS cohorts noted previously, STAR*D, GENDEP, and MARS, were individually
examined for association with suicidality, with no loci achieving a genome-wide significance. Likewise, in meta-analysis,
no genome-wide loci were identified (Ripke, unpublished data).

Antipsychotics

Although the familiality of antipsychotic treatment response has not been established, early understanding of antipsy-
chotic pharmacokinetics and pharmacodynamics provided appealing candidates for study. Multiple antipsychotics are
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substrates for the CYP450 system already described, particularly CYP2D6; these include both typical antipsychotics
(chlorpromazine, haloperidol, and perphenazine) and atypical antipsychotics (aripiprazole and risperidone). In addition,
antagonism of dopamine D2 receptors and antipsychotic potency (Kapur & Mamo, 2003) focused attention on candidate
gene studies of dopaminergic function. With the recognition that binding at serotonin receptors contributed to the
“atypical” nature of second-generation antipsychotics (Kusumi, Boku, & Takahashi, 2014), subsequent studies also
examined serotonergic variation. In light of the relatively large number of candidate-based studies and the tendency
toward nonreplication, the next sections review primarily positive meta-analyses. For a review of individual candidates,
see Zhang and Malhotra (2011).

Efficacy Studies

As with antidepressants, the potential relationship between CYP450 status and efficacy is intuitive but largely hypothetical.
PMs might experience poorer apparent efficacy (because adverse effects lead to dropout), whereas ultrarapid metabolizers
might experience poorer efficacy because standard doses yield insufficient blood levels. In reality, across multiple anti-
psychotic studies, CYP450 2D6 did not influence treatment outcomes (Zhang & Malhotra, 2011). This otherwise confusing
finding might be explained by the observation that among risperidone-treated patients, PMs have higher blood levels, but
these levels do not predict efficacy (and may even be inversely correlated with efficacy) (Riedel et al., 2005).

Not surprisingly, the most-studied pharmacodynamics gene in antipsychotic efficacy has been DRD2, in which several
common variants were amenable to early small-scale genotyping efforts. A single base-pair insertion/deletion poly-
morphism was identified in the 50 promoter, rs1799732 (sometimes referred to in older studies as �141C Ins/Del), although
its functional implications are unclear. In a meta-analysis of clinical improvement among 687 antipsychotic-treated
patients, individuals homozygous for the cytosine insertion were more likely to exhibit response (Zhang, Lencz, &
Malhotra, 2010). Both first- and second-generation antipsychotics were examined and (unusual in psychiatric genomic
studies) analyses included a large proportion of non-Caucasian subjects. Studies of other dopaminergic genes, including
the D3 and D4 receptor, have yielded inconsistent results (Zhang et al., 2010).

Another commonly investigated candidate gene has been HTR2A, which codes for the serotonin 2A receptor, to which
atypical antipsychotics bind with high affinity (Kusumi et al., 2014). A promoter SNP in this gene (rs6311) was associated
with clinical improvement after atypical antipsychotic treatment (Chen, Shen, & Chen, 2009) across multiple studies.

Antipsychotic treatment outcomes have been investigated in GWAS. As with antidepressant studies, a substantial
limitation has been the paucity of cohorts with DNA and prospectively defined treatment outcomes. The largest cohort with
published GWAS data is drawn from the CATIE study, and reported 738 genotyped individuals who had been treated with
predominantly atypical antipsychotics (McClay, Adkins, Aberg, Stroup, et al., 2011). One intergenic SNP (rs17390445)
reached genome-wide significance for one phenotype, improvement in positive symptoms with ziprasidone. A second
analysis in the same cohort examined associations with improvement in cognitive measures attributed to individual
antipsychotics (McClay, Adkins, Aberg, Bukszar, et al., 2011), whereas several loci were considered suggestive based on a
false discovery rate of 10%. None exceeded a genome-wide threshold for significance.

To date, one study has applied exome sequencing to examine rare variants for association with antipsychotic response.
Among a small number of subjects (n ¼ 11), one rare variant was identified with modest support among a larger patient
subset, as well as a second cohort of patients with schizophrenia. The latter was notable for being drawn from the Xhosa
population (Drogemoller et al., 2014).

Efforts are ongoing to align treatment response phenotypic data with the much larger cohorts involved in the
Psychiatric Genomics Consortium (PGC) schizophrenia work group. A challenge in these data sets will be the absence of
prospective treatment response data in most individuals, which necessitates reliance on retrospective assessment.

Tolerability Studies

Extrapyramidal symptoms represent a common adverse effect of first-generation and some second-generation antipsy-
chotics, which contributes to nonadherence and treatment discontinuation. At the extreme, patients may develop
involuntary choreoathetotic movements, most often perioral or involving the upper extremities, referred to as TD.
Because individuals who metabolize antipsychotics poorly might be exposed to greater blood levels, a putative TD risk
factor (Tenback, van Harten, & van Os, 2009), it follows that PMs could be at elevated risk. In fact, meta-analyses
suggested that this is indeed the case (Patsopoulos, Ntzani, Zintzaras, & Ioannidis, 2005), with odds of TD develop-
ment estimated to be about 40% greater among PMs. Multiple individual studies have also suggested increased risk for
extrapyramidal symptoms in this subgroup.

As with antipsychotic efficacy, DRD2 has been the most commonly studied gene for TD. Whereas an early meta-
analysis suggested that a particular SNP (Taq1A, rs1800497) was associated with risk, with about a 50% increase in
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odds of TD among individuals homozygous for the risk allele, a more recent one failed to confirm this effect (Zhang et al.,
2010). Moreover, the SNP actually lies in an adjacent ankyrin-repeat containing kinase gene, ANKK1, rather than DRD2
itself.

One cohort has been examined for extrapyramidal symptoms using genome-wide association. In the multicenter CATIE
study, in which individuals received one of several antipsychotics, 738 individuals were examined using measures of
parkinsonism, akathisia, and TD (Aberg et al., 2010). For the four phenotypes examined, only one (intergenic) SNP
exceeded a traditional genome-wide threshold for statistical significance, on a measure of parkinsonism.

Numerous studies have examined candidate genes for antipsychotic-associated weight gain, motivated by the advan-
tages of this phenotype in terms of reliability, power, and at least partial understanding of relevant biology (Lett et al.,
2012). Although the magnitude of weight gain is greatest for a subset of the atypical antipsychotic people, even the typical
antipsychotics may contribute to significant weight gain (Kahn et al., 2008). In general, dopaminergic and serotonergic
genes have been a focus of study, yielding inconsistent results. The notable exception is a promoter SNP, rs3813829, in the
serotonin 2C receptor (HTR2C), found in meta-analysis to be associated with differential weight gain with antipsychotic
treatment (De Luca, Mueller, de Bartolomeis, & Kennedy, 2007). More recent studies have also tended to support this
association, with a suggestion that other SNPs in HTR2C may be associated with emergence of metabolic syndrome as
well (Ma et al., 2014). Investigations of mice with region-specific knockout of HTR2C support the relevance of the
receptor to glucose metabolism (Berglund et al., 2013).

To date, two cohorts have been examined for genome-wide association with weight gain. The first examined the
CATIE antipsychotic study (Adkins et al., 2011). That study examined 12 different metabolic adverse events and treated
multiple antipsychotics individually; to address the problem of multiple comparisons, the analysis relied on a false dis-
covery rate of 10% rather than a standard genome-wide significance threshold. With this more liberal threshold, multiple
loci of interest were identified, although no evidence of replication has been presented.

The second study investigated multiple small cohorts of antipsychotic-treated children and adolescents, beginning with
a cohort of 139 treatment-naïve patients. Although no loci exceeded a traditional genome-wide threshold, one intergenic
SNP yielded P < 5ee7 and was replicated in three other small cohorts (Malhotra, Correll, et al., 2012). Of note, this SNP
is about 150 kb from the melanocortin 4 receptor (MC4R), a gene in which rare variants are associated with obesity.
Interestingly, MC4R also regulates HTR2C function, which raises the possibility that these two variants both point to a
common biological pathway.

Another phenotype of substantial interest related to antipsychotic response has been clozapine-associated agranulo-
cytosis. Although this outcome, in which neutrophil count drops rapidly, is exceedingly rare, it initially led clozapine to be
withdrawn from the US market and now requires weekly or biweekly monitoring of blood levels. Moreover, despite the
widely acknowledged efficacy advantage for clozapine in schizophrenia, the safety concerns resulted in FDA labeling
indicating that it should not be considered a first-line treatment.

Both rare and common variants have also been investigated in 163 cases of clozapine-induced agranulocytosis, building
on prior studies using GWAS and candidate-based approaches. Strong support (P < 5ee14 for one and 6ee10 for the
other) was identified for two human leukocyte antigen (HLA)-associated changes: one in HLA-DQB1 and the other in
HLA-B (Goldstein et al., 2014), consistent with prior candidate gene studies. In one case the rare allele is protective,
whereas in the other it is risk-increasing.

Another clinically relevant antipsychotic adverse effect is prolongation of the cardiac repolarization or QT interval. The
genome-wide study used a small (n ¼ 183) cohort of patients with schizophrenia who were treated with iloperidone, who
were of multiple ancestries, and who had no identified genome-wide loci (Volpi et al., 2009). A study of the individual
antipsychotics included in CATIE revealed no individual genome-wide significant loci; the authors highlighted an SNP
(rs4959235) in the ion transporter SLC22A23, associated with quetiapine QTc prolongation with P < 2ee7 (Aberg et al.,
2012). Unfortunately, the latter study did not specifically examine loci implicated in the former, nor was replication
attempted in another cohort.

Lithium, Anticonvulsants, and Opiates

Lithium preparations remain a reference standard treatment for bipolar disorder (Yatham et al., 2009) and are increasingly
under investigation for other neurologic disorders as well. As a probe to understand the pathophysiology of bipolar dis-
order, one could hardly imagine a less appealing candidate. Lithium has an incredibly diverse range of actions at the
cellular level, a long time to onset of clinical action, and a relatively narrow therapeutic index such that even identifying an
in vitro equivalent to an in vivo serum level is challenging. Nonetheless, convergent evidence suggests one of two
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mechanisms for lithium action, related to inositol monophosphate signaling or the Wnt signaling pathway. Of these, the
latter has been the most intense area of study (Can, Schulze, & Gould, 2014; Pan et al., 2011).

Because of the complex and interesting neurobiology of lithium response, it is not surprising that numerous candidate
gene studies have investigated targets other than the usual monoaminergic suspects. These have included Wnt-related
genes, glutamate-related genes, and genes related to circadian rhythms (the latter because of hypotheses about bipolar
disorder rather than lithium per se). However, no single locus has demonstrated replicated associations with lithium
response.

The first published GWAS examining lithium treatment response included 458 individuals drawn from the multi-
center US STEP-BD study of bipolar disorder, as well as a replication data set drawn from 359 individuals in a UK
bipolar disorder cohort (Perlis, Smoller, et al., 2009). It represents one of the only longer-term outcome studies in
psychiatric pharmacogenomics, with subjects analyzed in terms of time to relapse or recur after initial recovery.
Strongest association was identified for an intergenic SNP (rs10795189; P < 6 � 10[e7]), but replication did not support
this association.

In 2014, a second study reported GWAS results for a small cohort of Han Chinese individuals (n ¼ 294), contrasting
good and poor lithium-responsive patients. In that study, a single locus in glutamate decarboxylase-like protein 1 was
identified with strong (rs17026651; P < 3ee37) evidence of association with response (Chen et al., 2014). The authors
also included a 100-patient replication and a small longitudinal follow-up cohort (n ¼ 24), in which they again observed an
association. Unfortunately, the authors’ decision not to pursue replication in a truly independent cohort prompted multiple
response letters based on other treatment cohorts, none of which identified any evidence of association (Consortium on
Lithium Genetics et al., 2014). Moreover, despite its name, the gene itself appears to be unrelated to glutamatergic
neurotransmission. As a result, the effect must be assumed to represent either type I error, perhaps arising from stratifi-
cation artifact, or an effect limited to a specific population group.

Ongoing efforts by a consortium of sites studying lithium, the Consortium on Lithium Genetics, based on the retro-
spective assignment of lithium response, may be helpful in addressing the major problem of limited power to detect
association in published cohorts. Preliminary reports suggest that the clinical measure is only somewhat reliable across
cohorts; however (with kappa values of about 0.54e0.66, and evidence of three overlapping response phenotypes), the
impact on power remains to be determined (Manchia et al., 2013).

Anticonvulsants

Anticonvulsants have also been investigated in candidate gene studies in psychiatry, not in terms of efficacy but of
adverse effects. In particular, carbamazepine and lamotrigine (as well as older anticonvulsants not generally used in
psychopharmacology, such as phenytoin) may be associated with effects on bone marrow or severe rash, either of which
has been suggested to represent an autoimmune phenomenon or direct toxicity, similar to hypotheses advanced about
clozapine agranulocytosis. As a result, the focus of investigation has been HLA alleles, particularly because that they
were among the first loci to be readily genotyped in the context of transplant biology. In the case of carbamazepine,
multiple caseecontrol association studies have identified a robust association with HLA-A and -B alleles, most notably
with HLA-B*15:02, for which the odds ratio for a cutaneous adverse reaction was estimated to be 81 (95% confidence
interval [CI], 46e143) in a meta-analysis (Grover & Kukreti, 2014). This allele is rare among Europeans; to date, no
European individual with carbamazepine rash has been found to carry the risk allele (Amstutz et al., 2014). However,
emerging data suggest association for other HLA alleles among Caucasian individuals as well (Amstutz et al., 2013;
McCormack et al., 2011).

A number of small GWASs have examined carbamazepine adverse effects. Among European individuals, a small study
(n ¼ 65 cases) in 2011 associated HLA-A*31:01 with serious rash risk (McCormack et al., 2011); no other locus reached a
genome-wide threshold.

Lamotrigine

Whereas the anticonvulsant lamotrigine, like carbamazepine, has been associated with severe cutaneous adverse effects,
the association with HLA-B*15:02 is more modest than effects observed with some other anticonvulsants (odds ratio, 3.59;
95% CI, 1.15e11.22) (Cheung et al., 2013). Other HLA variants have also been associated with lamotrigine rashes (Li
et al., 2013).

In addition to HLA, pharmacokinetic candidate genes have been investigated for anticonvulsants. Among these
medications, beyond CYP450 effects already noted, phase II metabolism may be particularly relevant. The uridine
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50-diphosphate-glucuronosyltransferase (UGT) enzymes transform substrate drugs into more hydrophilic and thus more
readily excreted compounds. In the case of lamotrigine, two phase II enzymes appear to be relevant: UGT1A4 and
UGT2B7. Lamotrigine blood levels have primarily been shown to be influenced by UGT1A4 alleles. For example, in a
Turkish cohort (n ¼ 131), a functional variant (referred to as L48V) resulted in lamotrigine levels 52% lower than for wild-
type alleles (Gulcebi et al., 2011). Similar effects have been observed in Han Chinese people (Chang, Yang, Zhang, & Liu,
2014). In a Thai population, other variants appear to influence lamotrigine levels, particularly UGT2B7 -161C > T
(Singkham, Towanabut, Lertkachatarn, & Punyawudho, 2013).

Topiramate

Although the anticonvulsant topiramate proved to be ineffective for the treatment of bipolar disorder, it has found
widespread off-label use for appetite suppression and alcohol use disorders. One candidate gene, GRIK1, which codes for
the kainate-selective glutamate receptor GluR5, has been examined based on animal studies of topiramate binding
(Kaminski, Banerjee, & Rogawski, 2004). In an initial small but placebo-controlled study, an intronic SNP in GRIK1
(rs2832407) was nominally associated with the severity of topiramate-induced side effects and with serum levels of
topiramate (Ray et al., 2009). In a randomized trial of topiramate for alcohol misuse, the effect of topiramate on heavy
drinking days was substantially and statistically significantly greater than that for placebo only in rs2832407 C-allele
homozygotes (n ¼ 122) (Kranzler, Covault, et al., 2014). Interestingly, this variant did not appear to influence changes
in body mass index observed with topiramate in the same cohort (Kranzler, Armeli, et al., 2014).

A dose-limiting adverse effect with topiramate may be cognitive slowing. An intriguing GWAS examined cognitive
effects topiramate at 100 mg among 158 healthy volunteers (Cirulli et al., 2012), although no genome-wide effects were
identified even after joint analysis with another cohort of 290 topiramate-treated patients with epilepsy. Notably, the
authors observed wide variation in topiramate plasma levels (more than 50-fold), which suggests that further investigation
of pharmacokinetic variants may be warranted.

Opiates

Investigation into variation in opiate response has focused on the mu-opioid receptor OPRM1. A functional SNP,
rs1799971 (sometimes referred to as A118G), changes asparagine to aspartic acid and has been well-studied in association
with opiate requirement, particularly after surgery. A meta-analysis (Hwang et al., 2014) examined 18 studies involving
4607 participants. The mean opioid dose was significantly greater among G-allele carriers than AA homozygotes. Lending
support to this association, multiple subgroup analyses were also nominally significant, including one examining only
individuals of Asian ancestry.

EFFORTS AT CLINICAL TRANSLATION

Clinical Trials

Whereas many widely used diagnostic tools in medicine entered practice without randomized, controlled investigations,
this approach adapted from pharmacologic study remains the reference standard for demonstrating the impact of phar-
macogenomic testing. To date, one such study has compared testing with a panel including cyp450 2D6, 2C19, and 1A2 as
well as serotonin transporter and one receptor. In that study, outpatients with major depression (n ¼ 51) were randomized
to testing or treatment as usual, with follow-up every 2 weeks out to 8 weeks (Furmaga NCDEU 2012). No significant
difference in the magnitude of improvement was detected (31% in the test group versus 19% in the treatment as usual
group; P ¼ 0.3), although greater improvement in the test group was observed only at week 4. Two unblinded cohort
studies with the same panel also suggested benefit. Among 44 patients, mean improvement was 31% versus 18%
(P ¼ 0.08). Finally, in a larger study (Hall-Flavin et al., 2012) of 165 patients, mean improvement of 47% versus 30%
(P < 0.0001) was observed.

A key limitation of all three studies was the absence of data regarding the specific application of the test results and the
individual loci that were informative. That is, in lieu of reporting results at individual loci, the publications describe a color-
coded aggregate across pharmacokinetic and (presumably) pharmacodynamic loci. As a result, Although they can suggest
the possible use of the approach, they do not help in developing future investigations. One possibility is that all the benefit
accrued with the (more evidence-based) CYP450 aspect of the test. Moreover, the latter two studies were unblinded, which
likely contributed to a substantial placebo effect. In a secondary analysis of these cohorts, more testing benefit was
observed among patients receiving medications noted by the test to require greater caution, which might argue for a
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specific testing benefit. Conversely, some benefit was also observed in individuals not receiving such medications, which
hints at the magnitude of a placebo-like effect. Taken together, these studies must be viewed as promising but far from
convincing.

Cost-Effectiveness Studies

Genotyping costs are likely to continue to plummet, although albeit perhaps more slowly for clinically reported genotypes,
for which additional administrative overhead and quality control are mandated by the US FDA. As such, estimating cost-
effectiveness of pharmacogenomics testing is challenging because the cost is a moving target and should ultimately
approach zero. In the intermediate term, however, this parameter has become critical for convincing payers to reimburse for
testing; it is no longer sufficient simply to demonstrate efficacy.

In an effort to estimate the magnitude of effect for a single-locus test required for cost-effectiveness, we initially
developed a model based on an association reported with efficacy in STAR*D (Perlis, Patrick, et al., 2009) (Fig. 44.2).
Base-case assumptions suggested that even a moderate effect size would not be cost-effective, in part because simply using
an alternative antidepressant in all cases dominates the benefit of test-driven prescribing. However, under circumstances in
which an informative test is relatively common, and/or the effect size predicted by the test is large, even a relatively
expensive test could be cost-effective. Moreover, as the test cost diminishes, even modest effect sizes are worth capturing
through testing.

Even the most rigorous cost-effectiveness models must make numerous assumptions about costs, probabilities, and
utilities. (In one of the few direct investigations of the usefulness patients assign to earlier antidepressant response, a Danish
survey found that patients would pay about $100 to decrease the duration of antidepressant dosage adjustment by a month,
and about $280 to avoid a single medication change (Herbild et al., 2009)). Cost-effectiveness analyses may thus be most
useful simply to help understand the conditions under which genomic testing may be most useful: for example, helping to
estimate the effect sizes to use for calculating power in future randomized trials. Another strategy for deciding on optimal
effect sizes relies on UK guidance regarding clinically meaningful effects, and extrapolates to biomarker results. A calculator
(available at http://www.depressiontools.org/onlinecalculator.html) allows entry of a single-locus effect and compares it
with the NICE (National Institute for Health and Care Excellence) standard (Uher, Tansey, Malki, & Perlis, 2012).

A more direct alternative to understanding the costebenefit relationship is to use health utilization data drawn from
insurance claims databases or electronic medical records. One study examined the impact of CYP450 variants,
aggregated with pharmacodynamics variants with widely varying degrees of support in the literature. Nonewild-type
individuals who were receiving a CYP450 substrate medication, or another medication scored as “less desirable,”
based on an obfuscated algorithm, had greater health care costs in the prior year, including greater number of medical
visits, medical absences from work, and disability claims (Winner, Allen, Altar, & Spahic-Mihajlovic, 2013).

FIGURE 44.2 Illustration of a decision-analytic model of pharmacogenomic testing for antidepressant response, comparing alternate testing strategies.
Perlis, Neuropsychoparmacology 2009.
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Intriguing as this result may be, the risk for confounding by indication is high; that is, an alternative explanation would
be that the use of CYP450 substrate medications is simply increased in sicker (and more treatment-resistant)
populations.

Another application of health claims data directly examined outcomes among a cohort of 111 individuals who had
received a commercial test combining CYP450 and pharmacodynamics variants, and compared them with a propensity
scoreematched cohort that did not receive testing (Fagerness et al., 2014). Propensity scores represent a means of
attempting to match the treated group as closely as possible, to minimize confounding risk. In that study, outpatient
treatment costs were 9.5% lower among tested patients. Notably, medication adherence was also significantly greater
among the tested group, perhaps reflecting another benefit of testing: Patients may have more confidence in their assigned
treatment. Unfortunately, as with other antidepressant pharmacogenomics studies to date, the presented data do not allow a
determination of which aspects of the test are most informative and how clinician behavior is changed.

A question which has not been addressed directly to date, but is critical in considering clinical translation, is the optimal
population in which to deploy pharmacogenomic testing. A useful analogy in psychiatry is screening for hypothyroidism:
Although not especially useful or cost-effective in an unselected population, the rates of hypothyroidism may be sub-
stantially greater in individuals with treatment-resistant depression, such that testing could be justified. So, too, for
example, an optimal population for studying CYP450 testing may be individuals treated with multiple medications, in
whom risk for drugedrug interaction is likely to be greater (Manolopoulos, Ragia, & Alevizopoulos, 2012).

Just as diagnostic dissemination has correlates with phase 1e3 clinical studies of a novel therapeutic drug, there is also
a postmarketing or phase 4 equivalent. Although diagnostic development for most psychotropics is still focused on earlier
phases, outside the United States, testing for anticonvulsant adverse outcomes has begun to increase.

Perhaps the best example of this kind of investigation comes from an electronic health record study in Hong Kong,
where testing in individuals receiving carbamazepine began in 2008 (Chen, Liew, & Kwan, 2014 #19142). Examining
outcomes in more than 100,000 individuals, including more than 4000 tested for HLA alleles, is instructive. Most notably,
the rates of StevenseJohnson syndrome (SJS)/toxic epidermal necrolysis after carbamazepine decreased from 0.24% to 0%
after initiation of testing; that is, the test appeared to “work” in the sense that high-risk individuals presumably did not
receive treatment. On the other hand, another observation from this study is equally critical: The overall rate of SJS/10
remained unchanged and the rate of prescribing of carbamazepine decreased. This finding strongly suggests that the need to
test dissuaded clinicians from prescribing carbamazepine and that they instead prescribed other (nonetest-driven) anti-
convulsants which also are associated with serious rash.

The case of carbamazepine poses additional conundrums likely to apply to other pharmacogenomics tests in psychiatry.
First, the selection of a therapeutic agent is often time sensitive, as in the case of an individual presenting with new onset of
seizures. Although rapid turnaround of HLA genotyping is possible, clinicians may be reluctant to wait for test results and
may simply default to other strategies, as the Hong Kong example might indicate. Second, the optimal population for
testing remains to be established, and may be influenced by race and ethnicity. The HLA-B*1502 allele is rare among
Europeans, so despite its potential risk, the usefulness of testing non-Asians is debatable in the absence of data. Finally, the
positive predictive value for HLA testing remains low; most individuals who are risk alleleepositive will not develop a
serious rash. As a result, although guidelines suggest avoiding carbamazepine as first-line treatment in these individuals
(Amstutz et al., 2014), there is some risk that testing will lead to the use of less efficacious or safe interventions in many
patients who could tolerate carbamazepine.

APPLICATIONS IN CLINICAL INVESTIGATION

The failure rate of new clinical entities (primarily drugs) in psychiatric clinical trials is among the highest in all of
medicine. Fewer than 10% of drugs entering a phase 1 study successfully achieve approval by the US FDA. Although these
failures are multifactorial, one likely contributor is the heterogeneity of psychiatric illness itself. That is, if one imagines
that an intervention is highly effective in 30% of treated individuals, but that population is dispersed among the 70% in
whom it is ineffective, the challenges in detecting benefit in that subgroup are apparent.

Outside psychiatry, examples have emerged of interventions “rescued” by secondary analysis of otherwise negative
trials. For example, bapineuzumab phase II clinical trials were unsuccessful, but a subgroup of patients was identified who
responded well and in whom the likelihood of success in subsequent study would be greater. Although the industry was
slow to embrace this approach, reasoning that fragmenting the market for a medication would diminish returns, this
decreased market is balanced against the greater success rate.

There are multiple possible designs for randomized intervention trials incorporating pharmacogenomics (Fig. 44.3AeD)
(Perlis, 2011). The most standard is the post hoc or retrospective approach, in which DNA is simply collected during a trial
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and analyzed after study completion. This approach is most appropriate for studies in which the relevant genetics are
unknown at time of study initiation, or are not necessarily important in treatment response.

An alternative design, referred to as biomarker-enriched, relies on genotyping (or sequencing) at time of study entry.
Only those subjects carrying the allele of interest are randomized, whereas those without it do not receive treatment. This
study is highly efficient provided the marker of interest is well-established. However, in the case where the relevance of a
marker is less clear, it risks excluding an entire group of patients who might otherwise benefit. Apart from the obvious
impact on feasibility and speed of recruitment, regulatory agencies might look askance at an intervention seeking approval
for a group of patients when its safety has not been established.

A third class of study designs, referred to as biomarker-stratified, also genotypes at study entry but simply ensures that
randomization is stratified by genotype, to maximize the ability to compare outcomes with or without the marker of
interest. The two strategies differ in a subtle way. In stratified-parallel, the study is powered to examine two distinct
comparisons: outcomes in the marker-positive and marker-negative groups. This allows for the possibility that direction of
effect is unknown or incorrectly specified; that is, it is possible that the marker-negative rather than marker-positive group
exhibits differential response. However, it requires a doubling of sample size (assuming experiment-wise type I error is to
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Treatment 

A 

Treatment 

B

Test 

(Analyze post-hoc) 
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FIGURE 44.3 Example of study designs incorporating biomarkers. (A) Standard approach to a biomarker study, in which all markers are analyzed post
hoc. (B) A biomarker-enriched design, in which only individuals with the risk variant of interest are randomized (as, eg, in a study targeting a rare causal
variant.) (C, D) Two alternate approaches to the analysis of a biomarker-stratified design, in which individuals are randomized within biomarker-defined
groups. The approaches differ in whether hypotheses are tested sequentially or in parallel, with important implications for statistical power. Perlis Mol
Psych 2011.
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be controlled) because two independent tests are done. An alternative approach, sequential-parallel, assumes that the
primary comparison is done only in the marker-positive group. If no effect is observed, no further analysis is done and
the study is assumed to be negative. However, if an effect is observed, a test of the secondary hypothesis (ie, effect in the
marker-negative group) is done to evaluate the specificity of effect. In principle, this does not require a greater sample size
but allows some evaluation of outcomes in the marker-negative group if warranted.

POLICY AND REGULATORY CONSIDERATIONS

In other areas of medical genetics, the implications of providing test results to patients have been examined prospectively.
In principle, one would expect all of the relevant literature regarding other kinds of imperfect tests (mammography,
screening for colon cancer, prostate antigen screening, and so forth) to apply. In practice, genetic testing is often considered
special because it is essentially unchanging and carries so much uncertainty. Perhaps the best analog is prenatal screening;
still, the values and priorities involved may be different when one makes decisions about one’s own health.

In Alzheimer disease, careful study suggests that receiving test results indicative of high risk for dementia does not
substantially increase anxiety in the near term (Chao et al., 2008; Roberts, Cupples, Relkin, Whitehouse, & Green, 2005),
but it predicts an increase in health-promoting behavior. Although very different than pharmacogenomic testing, this result
at least suggests that test results suggestive of poorer outcomes may not exacerbate illness (although it will be important to
understand their impact on individuals with preexisting psychopathology).

In addition to patient education, preliminary experience with genomic testing suggests the necessity of clinician
education. The probabilistic results yielded from pharmacogenomics testing are qualitatively different from the typical
“normal/abnormal” or “high/low” results from many other blood tests. Anecdotally, clinicians may interpret a finding that a
patient is a non-wild-type metabolizer as indicating that drugs relying on that enzyme for metabolism cannot be used. This
perception may be exacerbated by reports which list such substrates in red, or with a stop sign or similar icon. Notably, a
tricyclic antidepressant guideline (Hicks et al., 2013) can be read as indicating that individuals who are PMs cannot be
treated with this class of medications at all.

Of note, FDA approval of other diagnostic tools, ranging from melanoma screening to positron emission tomography
for diagnosis or monitoring of Alzheimer’s disease, included a mandate for clinician education. As such, the importance of
education need not be a barrier to adoption of a test, provided there is parallel investment in developing and delivering
educational materials.

A policy question of particular relevance to psychiatric pharmacogenomics is the role of regulation. Currently,
pharmacogenomic tests (as with other diagnostics) may take one of two paths to commercial use. The first follows the
traditional FDA approval process, with ongoing dialog culminating in a packet of evidence reviewed by an FDA
committee. The second, far more efficient route recognizes that any laboratory-developed test may be marketed,
provided the laboratory follows certain practices for assay design and validation. To date, commercial testing for
psychiatric pharmacogenomics has exclusively followed the latter route. However, the likelihood that the FDA would
eventually scrutinize these products more closely has probably led many commercial efforts to wait until greater clarity
emerges.

In 2014, the US FDA indicated its intention to restrict the laboratory-developed test route, which is likely to entail
substantially more evidence accrual before marketing future pharmacogenomics and other biomarker-based tests. Whether
the increased certainty about FDA scrutiny has the effect of increasing investment in developing such tests, and outweighs
the additional resources required to pursue FDA approval, remains to be seen.

EMERGING DIRECTIONS

It should be apparent from the review of published studies that the major barrier to progress in psychiatric pharma-
cogenomics is the availability of cohorts with reliable treatment response data to enable genetic association studies.
Although efforts continue to develop analytic approaches to enhance power, for example, by using orthogonal data sets
of transcriptomic or other data types, the lesson from disease genomics is that success may simply be a question of
numbers.

Table 44.1 summarizes the strengths and limitations of various sources of DNA for pharmacogenomics study. Ran-
domized controlled trials represent the recognized standard for establishing treatment efficacy, but at a substantial cost: in
many cases, $10,000 per patient or more. Moreover, the vast majority of such studies are supported by industry, and
achieving cross-industry collaboration has been challenging. In psychiatric pharmacogenomics, although individual
companies have been willing to collaborate, no PGC-like effort has emerged.
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As an alternative, investigations have incorporated subjects drawn from biobanks, large DNA collections from subjects
phenotyped broadly, or from electronic health records or national registries. Two notable examples of the latter have
already been discussed. To identify a large cohort of individuals with major depression who are poorly responsive to
standard antidepressants, one group developed machine-learning tools to classify drug response longitudinally, enabling a
collection of more than 1000 antidepressant-response DNA’s in less than 2 years (O’Dushlaine et al., 2014). Similarly, a
cohort of clozapine-treated individuals was identified based on a monitoring database required to mitigate the agranulo-
cytosis risk (Goldstein et al., 2014). In general, apart from the efficiency of collecting samples solely from individuals with
informative phenotypes, such collections have the benefit of added face validity and generalizability, sometimes referred to
as population-based pharmacogenomics (Simon & Perlis, 2010). On the other hand, a potential disadvantage is the absence
of randomization and some lack of precision in defining treatment response. The latter may improve with the increasing
incorporation of self-report or clinician-rated measures in psychiatric practice. Still, electronic health records or registry-
based ascertainment represents a clear trade-off of efficiency for precision. This approach may be most powerful in cases
where a relatively rare phenotype such as a serious adverse event is to be studied.

A related approach uses patient self-report as part of direct-to-consumer genomics initiatives. Although it is easy for
researchers to doubt the seriousness of such efforts, they may provide large data sets capable of replicating associations
identified through traditional approaches (Tung et al., 2011).

From an analytic perspective, new statistical methods or the application of existing approaches to longitudinal data may
improve the efficiency of pharmacogenomic studies. Nearly all published studies rely on the method of the last observation
carried forward to address dropouts in trials, when more data-efficient and less biased strategies such as mixed-effects
models have become the norm for analyzing longitudinal data. Techniques to better account for the multiple correlated
phenotypes typically captured in longitudinal studies are also required; for larger cohorts such as STAR*D and CATIE,
there may be multiple publications, each examining overlapping outcomes. Correcting for all of these tests is likely far too
conservative, whereas false-discoveryebased approaches are too liberal (Adkins et al., 2011). In addition, strategies to use
orthogonal data sets (eg, proteomics or transcriptomics data) to better estimate prior probabilities of association or refine
associations may be especially relevant to pharmacogenomic studies. For example, all other things being equal, if common
variation in a given gene is associated with an outcome and a drug is known to modulate expression of that gene’s product,
it might lead one to prioritize that gene for follow-up.

A final emerging area in psychiatric pharmacogenomics is integration of these data with other putative outcome pre-
dictors: neuroimaging, EEG, serum proteins, or simply clinical predictors. For example, C-reactive protein has been asso-
ciated with differential response to SSRIs and SNRIs; integrating that marker with clinical predictors explains up to about
15% of variance in response (Uher et al., 2014). Likewise, another effort to predict antidepressant response integrated
common genetic variation with body mass index (Papakostas et al., 2014). Whether either of these findings replicates, they
illustrate the potential usefulness of integrating across independent modalities for prediction. In particular, the value of
readily available clinical predictors is often overlooked. This strategy has become more feasible as large effectiveness studies
and other large clinical data sets drawn from claims or electronic health records become available (Gallagher et al., 2012;
Perlis et al., 2011). Although they may not provide strong discrimination in themselves, in aggregate they may at least be
helpful in estimating risk. An example of this approach to prediction of treatment resistance may be found in Perlis (2013).

Because a theme of this text is moving across biological scale, the potential to use neuroimaging, EEG, or protein
biomarkers to facilitate pharmacogenomics should also be considered. If these biomarkers could be identified, they might
allow identification of common variants (alone or in aggregate) that are simply easier to measure. From this perspective,
the more labor-intensive biological measure becomes a means of developing the eventual clinical diagnostic tool, rather
than representing the tool itself.

TABLE 44.1 Comparison of Alternate Sources of DNA for Pharmacogenomics Studies

Source Outcome Data Treatment Data DNA Sample Size Relative Cost

Clinical trial þþþ þþþ þþþ þ $$$

Disease registry þ þþ þþþ þþ $$

Claims data þ þ Requires recontact þþþ $

EHRa þþ þþ Requires recontact or biobank þþþ $

aEHR, electronic health record.
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Alzheimer’s disease (AD)

ADAM Metallopeptidase Domain 10
(ADAM10), 552

Adaptive beamformers, 238
ADAR. See Adenosine Deaminase, RNA-

specific (ADAR)
ADCA-DN. See Autosomal dominant

cerebellar ataxia, deafness, and
narcolepsy (ADCA-DN)

ADCYAP1. See Adenylate cyclase-activating
polypeptide (ADCYAP1)
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Adenosine triphosphate (ATP), 555, 611
Adenosine triphosphate Binding Cassette,
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ADHD. See Attention-deficit hyperactivity
disorder (ADHD)
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nocturnal frontal lobe epilepsy
(ADNFLE)
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Schedule (ADOS)
b2-Adrenergic receptor (ADRB2), 579
Adult gliomagenesis, 657f
Adult high-grade gliomas, 656
Adult low-grade gliomas, 655

malignant progression, 655
Adult polyglucosan body disease (APBD),

667, 674
brain MRI, 675f
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(AED)
AES. See Apathy Evaluation Scale (AES)
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Agrammatism, 512e514
AgRP. See Agouti-related peptide (AgRP)
Akinetic mutism, 328
Alcohol dependence (AD), 626e627
Alexithymia, 328
Alignment, 95
Allen Brain Atlas, 151
Alpha thalassemia/mental retardation

syndrome X-linked (ATRX), 655
ALS. See Amyotrophic lateral sclerosis

(ALS)
Alsin, 700e701
Alu element, 12e13
Alzheimer dementia (AD), 334e335, 337
Alzheimer’s disease (AD), 63, 101,

240e241, 247, 264, 328, 365, 387,
512, 533, 547, 670, 696, 740.
See also Parkinson disease (PD)
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CLU, 554e555
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EOFAD
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genetics, 549
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FERMT2, 558e559
genes with pathogenesis, 548te549t
genomic variants associated with, 106f
GWAS genes and AD neuropathological

features, 551f
imaging characteristics, 264

amyloid positron emission tomography,
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Tau positron emission tomography,
267e268
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DRb1 and 5, 557
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MS4A6A, 555e556
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cascade hypothesis, 271e273

MCI, 271
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PICALM, 555
PSEN genes, 550
PTK2B, 559
RIN3, 559e560
SLC24A4, 559e560
SORL1, 556
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273e274
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274e275
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Amyloid precursor protein (APP), 264, 547
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Amyotrophic lateral sclerosis (ALS), 125,
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genetics by putative mechanism, 689e694
autophagy dysregulation, 694e696
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axonal transport dysfunction, 699
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oxidative stress, 694
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Analysis strategies, 66e68, 67f
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SNVs, 68

Anatomy of delusions
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salience, 367
right prefrontal cortex role, 366e367
theory of mind in people with delusions,

367e368
two-factor hypothesis, 366e367

Aneuploidy of chromosomes, 184
ANG. See Angiogenin (ANG)
Angelman syndrome (AS), 119e120
Angelman syndrome, 17e18
Angiogenin (ANG), 698
Animal models, 713

behavioral strategies for adaptive and
maladaptive feeding in, 718

Anisotropy (FA), 330
Anorexia nervosa (AN), 31, 713e714
Anosodiaphoria, 328
Anosognosia, 328
Anterior cingulate cortex (ACC), 328e329,

347e348
Anterior insula, 349
Anterior midcingulate cortex, 350e351
Anticonvulsants, 735
Antidepressants, 495

efficacy studies, 730e732

Antistreptolysin O (ASO), 644
Anxiety disorders, 32, 715
Anxiolytics, efficacy studies, 730e732
AOS. See Apraxia of speech (AOS)
Apathy, 327

brain areas associated with different aspects,
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reward system, 331e332
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AD, 337
FTD, 337
HD, 336
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328e329
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PD, 333e334
schizophrenia, 332e333
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system (ARAS)
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Assay for transposase-accessible chromatin
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associated apathetic behaviors, 327e328
studies, 473e474

Association strategies
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cases and controls, 134t
clustering approach, 134
GCTA, 135
genetic correlation, 136
group definition, 136
GWAS, 133e135
LD, 133e134
LDSC, 135
liability threshold model, 135
LMMs, 134e135
partitioning heritability, 136
PC, 134
population stratification detection, 134
PRS, 135

rare variants, 136e137
Astrocyte-conditioned medium (ACM), 121
Astrocyte-specific markers, 121
Astrocytes, 206, 479
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accessible chromatin using
sequencing (ATAC-seq)
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Athymhormia. See Akinetic mutism
ATP. See Adenosine triphosphate (ATP)
ATPase. See Adenosine triphosphatase

(ATPase)
Atrophy, 264e265, 272e273
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retardation syndrome X-linked
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Attention bias of salience, 367
Attention-deficit disorder, 257
Attention-deficit hyperactivity disorder

(ADHD), 30, 101, 400, 445, 471,
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Autism, 64, 66e67, 69, 495, 587e588, 590
Autism Diagnostic Observation Schedule

(ADOS), 444e445
Autism spectrum disorder (ASD), 3, 30, 51,

64, 77, 161, 179, 208, 443, 588
associated psychiatric and medical features,
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from genes to biology in, 454
functional convergence, 454e455
spatiotemporal convergence, 455e457

genetics and genomics, 447
de novo and rare variation in, 449e450
de novo single-nucleotide variants and
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early efforts at gene discovery in,

448e449
genes and environment in, 447e448
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recessive alleles and ASD, 452e454
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histone marker targets of chromatin genes,
456f

phenomenology, 443e445
PPI network of ASD risk genes, 453f
prevalence, 446e447
psychiatric comorbidities, 445e446
recurrent de novo copy number variations,

452t
statistical evidence for association, 452t

Autistic-like behaviors, 119
Autoimmune disease, 643e644
Autoimmunity, 647
Autophagy dysregulation, 694
CHMP2B, 695
FIG4, 695
OPTN, 695
SQSTM1, 695
TBK1, 696
UBQNL2, 694e695
VCP, 695

Autosomal dominant cerebellar ataxia,
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DN), 641e642
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circuits and clinical syndromes in
FTLD, 538

Autosomal dominant nocturnal frontal lobe
epilepsy (ADNFLE), 602

AV-1451 data, 268
Ab. See Amyloid-b (Ab)
Ab phagocytosis, 553
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B allele frequency (BAF), 191
Back-splicing process, 11
BAF. See B allele frequency (BAF)
Balancing selection, 53e54
Basal ganglia (BG), 301, 329
anatomic overview of, 301e302
circuit diagram, 302f
classical basal ganglia microanatomy,

303e304
clinical basal ganglia disorders, 303

HD, 303
PD, 303

emerging techniques to study basal ganglia
circuitry in animals, 306

calcium imaging, 306
optogenetics, 307
striatal interneurons, 307
voltage sensors, 307

invasive physiology, 307e309
noninvasive studies of basal ganglia

circuitry in humans, 309e310
probing basal ganglia circuitry in animal

models, 304
ablation studies, 305
animal studies reveal flaws, 306
optogenetics, 305
recordings in animals, 305

Basolateral nuclei of amygdala (BLA),
575e576

Bayesian information criterion (BIC),
151e152

Bayesian networks, 145, 151
models, 145
reconstruction process
-Omics data as network priors in, 153
genetic data integration, 152

BBMI. See Biologically based, serious
mental illnesses (BBMI)

BCKDK. See Branched Chain Ketoacid
Dehydrogenase Kinase (BCKDK)

BDI. See Beck Depression Inventory (BDI)
BDNF. See Brain-derived neurotrophic factor

(BDNF)
Beamformers. See Adaptive beamformers
Beck Depression Inventory (BDI), 493
BED. See Binge eating disorder (BED)
Bed nucleus of stria terminalis (BNST),

622e623, 719
Behavioral symptomatology, 538
behavioral variant frontotemporal dementia

(bvFTD), 255, 268, 290e292, 365,
533, 538

Benign familial neonatal epilepsy (BFNE),
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(BFNIS), 606
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(BFNE)
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RDoC and, 404e406
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BIN1. See Bridging Integrator 1 (BIN1)
Binge eating disorder (BED), 31, 713e714
Biobanks, 35e36
Bioconductor, 96
Bioinformatic analysis of DNA sequences, 8
Bioinformatics, 93
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databases, 94e95
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interrelated areas, 93
methods, 95e96
standards, 97e98
tools, 96e97

BioJava, 96e97
Biological data network models, 96
Biological noise, 238
Biologically based, serious mental illnesses

(BBMI), 713
Biomarker-enriched design, 739
Biomarker-stratified designs, 739e740
Biomarkers, 102
BioPerl, 96e97
Biopython, 96e97
Bipolar disorder (BP disorder), 31, 467

analyses of heritability and of association
with BPI, 478f

comorbidity, 469
descriptive epidemiology, 468e469

distinct and overlapping phenotypic features
of psychiatric syndromes, 469f

folie circulaire, 467
genetic epidemiology

adoption studies, 472
family studies, 470
family studies of BP and ADHD, 471
family studies of BP and manic
depression, 470

family studies of BP and SCZ, 471
twin studies, 472

intermediate traits and biology, 474
cognitive endophenotypes, 475e476

modern diagnostic classifications, 468
molecular genetics, 472

association studies, 473e474
linkage studies, 473
sequencing studies, 474

neuroimaging intermediate traits, 476
circadian disturbances in BP, 479e480
cross-cutting endophenotypes, 477e479
meta-analysis, 476e477
neurodevelopmental contributions to BP,
479

twin study concordance rates for bipolar
phenotypes, 472f

BLA. See Basolateral nuclei of amygdala
(BLA)

“Black box” descriptions, 96
BLAST software, 93
Blood oxygen leveledependent signal

(BOLD signal)
Blood oxygenation leveledependent signal

(BOLD signal), 233, 247, 330, 432,
539

BMPs. See Bone morphogenetic proteins
(BMPs)

BMT. See Bone marrow transplantation
(BMT)

BN. See Bulimia nervosa (BN)
BNST. See Bed nucleus of stria terminalis

(BNST)
BOLD signal. See Blood oxygenation

leveledependent signal (BOLD
signal)

Bone marrow transplantation (BMT), 55
Bone morphogenetic proteins (BMPs), 121
Boolean network modeling, 145
Bottom up approach, 150e151
BP disorder. See Bipolar disorder (BP

disorder)
Brain
amyloid level, 102e103
areas associated with different aspects, 331f
and behavioral research, 397
diseases

applications to, 255e257
ENIGMA studies of, 104
epigenetics mechanisms of, 81e85
mapping in neurology, 102e103
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AS, 119e120
drug discovery with induced pluripotent
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FXS, 119
genome editing, 123e124
iPSCs, 117e118
neurodevelopmental disorders, 118
RTT syndrome, 118
TS, 120

imaging, 103
with MEG, 233e234

malformation, 179e181, 184, 192e193
measures, 105
serotonergic system, 579

Brain stem, 317, 318f, 348e349
lesions, 378
medial view of human right hemisphere,

right cerebellum, and hemi-brain stem,
318f

RF, 319e321
chemical properties of reticular nuclei,

320e321
modulating behavior, 321e323

structural organization, 317e319
studies in cats and rodents, 322

Brain tumors, 653
ependymal tumors, 660e661
gene expression data, 660f
gliomas, 655
adult gliomagenesis, 657f
adult high-grade gliomas, 656
adult low-grade gliomas, 655
malignant progression of adult low-grade

gliomas, 656e657
pediatric high-grade gliomas, 658e659
pediatric low-grade gliomas, 657e658

medulloblastomas, 659e660
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Brain-derived neurotrophic factor (BDNF),
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“Brain-only” somatic mutations, 181
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Kinase (BCKDK), 453e454
Bridging Integrator 1 (BIN1), 554
Bryostatin, 611
Bulimia nervosa (BN), 31, 713e714
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bvFTD. See behavioral variant

frontotemporal dementia (bvFTD)

C
C-reactive protein, 741
C-terminal fragments (CTFs), 549e550
C1V1, 222
C9ORF72. See Chromosome 9 open reading

frame 72 (C9ORF72)
CAA. See Cerebral amyloid angiopathy

(CAA)
CACNA1C gene, 120
CACNA1H, 607
CADASIL. See Cerebral autosomal dominant

arteriopathy with subcortical infarcts
and leukoencephalopathy
(CADASIL)

CADD method, 96

CAE. See Childhood absence epilepsy
(CAE)
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CAG. See Cytosineeadenineeguanine

(CAG)
Calcitonin gene-related peptide (CGRP), 720
Calcium channels, 607
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genes, 421e422
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Calmodulin-dependent kinase IIa
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cAMP pathway. See Cyclic adenosine

monophosphate pathway (cAMP
pathway)

cAMP response element-binding protein
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(GWAS)
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FKBP5, 579
monoaminergic system candidate genes,

579e580
Candidate genes, 106e107
Canine narcolepsy, 636e637
Capgras delusion, 369e370

origins, 366
patients with, 365e366

Capicua transcriptional repressor (CIC),
655

Cardinal signs and symptoms, 443e444
CAS. See Childhood apraxia of speech

(CAS)
Cas Scaffolding Protein Family Member 4

(CASS4), 553
Caseecontrol

designs, 27
studies, 34e35, 66

whole genome/exome sequencing, 35
CASS4. See Cas Scaffolding Protein Family

Member 4 (CASS4)
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Catechol-O-methyltransferase (COMT),

336e337, 354, 580
CATIE study, 733e734
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pairs, 150
Bayesian network reconstruction process,
152e153
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150e151
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153e154

integrative genomics approach, 151e152
probabilistic causal network model of
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causality as statistical inference, 145e150
Central Dogma of Biology, 142, 143f
classes of mathematical modeling, 144f

digital universe of data, 141e142
genetics, 142
human genome, 142
integrative biology view, 143f
modeling biological data, 144e145
modeling techniques, 142e144
predictive network model application to

high-throughput screening, 154e155
Causality as statistical inference, 145e146

Circos plot, 147f
formal statistical tests, 148e149
genetic variants, 146e148
“intersection-union” test, 149
optogenetics methods, 148
structure learning approaches, 148
traits, 146f
trans-acting expression traits, 149e150

CaV1.2, 120
CBD. See Corticobasal degeneration (CBD)
CBLN2, 211
CBS. See Corticobasal syndrome (CBS)
CD2-Associated Protein (CD2AP), 557
CD2AP. See CD2-Associated Protein

(CD2AP)
cDIO. See Cre DIO (cDIO)
CDK. See Cyclin-dependent kinase (CDK)
CDK9, 20
CDKL5 gene, 118
CDKN2A. See Cyclin-dependent kinase

inhibitor 2A (CDKN2A)
CDMS. See Clinically Definite Multiple

Sclerosis (CDMS)
CeA. See Central amygdala (CeA); Central

nucleus of amygdala (CeA)
CeL. See Centrolateral (CeL)
CELF1. See CUGBP, Elav-like Family

Member 1 (CELF1)
Cell types, 76

choices in neuroepigenomic studies, 79e80
Cell typeespecific targeting of opsins

using Cre/loxP recombinase, 224
using promoters, 223e224

Cell-specific expression analysis (CSEA),
456e457

Cellular and molecular pathology of SUD
intracellular signaling, 624e626
synaptic plasticity, 623e624

Cellular measures, MRI vs., 103
CeM. See Centromedial (CeM)
CEN. See Central executive network (CEN)
Central amygdala (CeA), 719e720
Central Dogma of Biology, 142, 143f
Central executive network (CEN), 330e331
Central nervous system (CNS), 117, 203,

319, 420e421, 592, 643
brain disorders, 205f
cellular and structural complexity of human

brain, 203e205
epigenomic and regulatory landscapes

human brain development, 213e214
human neocortical development, 205e208
psychiatric and neurological disorders, 215
spatial and temporal heterogeneity challenge

in, 162e163
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timeline of remarkably protracted process,
204f

transcriptional landscape of human brain
development, 208e212

Central nucleus of amygdala (CeA),
575e576

Centralized databases, 94
Centrolateral (CeL), 577e578
Centromedial (CeM), 577e578
Centromeres, 7
Cerebellar theory, 510
Cerebral amyloid angiopathy (CAA),

547
Cerebral autosomal dominant arteriopathy

with subcortical infarcts and
leukoencephalopathy (CADASIL),
667, 674

clinical phenotype, 671
diagnosis, 673e674
genetics, 672
imaging, 671e672
MRI changes in, 673f
natural history of clinical manifestations,

672f
pathology, 672e673
treatment, 674

Cerebral cortical progenitors, 180
Cerebrospinal fluid (CSF), 266e267, 636,

677
CFC. See Cross-frequency coupling (CFC)
CGRP. See Calcitonin gene-related peptide

(CGRP)
Champagne, 238
Channelopathies
ligand-gated channelopathies

GABA receptor, 608
nAChRs, 608
NMDA, 608e609

voltage-gated channelopathies, 605
calcium channels, 607
potassium channels, 606e607
sodium channels, 605e606

Channelrhodopsin, 222
Channelrhodopsin-2 (ChR2), 221e222,

305
CHARGE Consortium. See Cohorts for

Heart and Aging Research in
Genomic Epidemiology Consortium
(CHARGE Consortium)

Charged Multivesicular Body Protein 2b.
See Chromatin-Modifying Protein 2B
(CHMP2B)

CHCHD10. See Coiled-coil-helix-coiled-coil-
helix domain-containing protein 10
(CHCHD10)

CHD7. See Chromodomain Helicase DNA
Binding Protein 7 (CHD7)

Childhood absence epilepsy (CAE), 608
Childhood apraxia of speech (CAS), 506
clinical features, 506e507
genetics, 507e508
neuroanatomy, 508

ChIP. See Chromatin immunoprecipitation
(ChIP)

ChIP-seq. See Chromatin immunoprecipita-
tion sequencing (ChIP-seq)

Chlamydomonas reinhardtii (C. reinhardtii),
221e222

CHMP2B. See Chromatin-Modifying Protein
2B (CHMP2B)

Cholinergic cell groups, 321
ChR2. See Channelrhodopsin-2 (ChR2)
CHRNA2, 608
CHRNA4, 608
CHRNB2, 608
Chromatin, 16e17, 73e74

cofactors, 18
cohesins, 18e19
DNA methylation, 17e18
elongation factors, 18
euchromatin, 17
heterochromatin, 17
histone proteins, 18
mapping approaches, 78
regulators, 423
remodelers, 18
signatures, 81
state, 17, 213e214
transcription factors, 18

Chromatin immunoprecipitation (ChIP),
78e79

Chromatin immunoprecipitation sequencing
(ChIP-seq), 6, 79, 213e214,
455

Chromatin-Modifying Protein 2B
(CHMP2B), 695

Chromodomain Helicase DNA Binding
Protein 7 (CHD7), 18

Chromosomal alterations, 184
Chromosome, 6
Chromosome 9 open reading frame 72

(C9ORF72), 337, 697e698, 701
expansions, 370, 686, 688
mapping, 537
molecular pathogenicity, 537e538

Chronic fatigue syndrome, 257
Chronic traumatic encephalopathy (CTE),

268
CI. See Confidence interval (CI)
CIC. See Capicua transcriptional repressor

(CIC)
Cingulate gyrus, 347e348
Cingulo-opercular network, 285e286
Circadian disturbances in BP, 479e480
CircBase, 11
Circuits for promoting excessive feeding,

719e720
Circular RNAs, 11
CIS. See Clinically isolated syndrome (CIS)
Cis gene, 4
Cis-acting expression quantitative trait loci

(CiseQTL), 152
Cis-regulatory elements (CREs), 213
CiseQTL. See Cis-acting expression

quantitative trait loci (CiseQTL)
Classical 2D cell culture model, 122
Classification of diseases, 387
Clinical neuroscience, 387e388

Clinical PD, 286e287
Clinical risk, 429e432, 438e439
Clinical symptoms, 547
Clinical trials, 736e737
Clinically Definite Multiple Sclerosis

(CDMS), 678
Clinically isolated syndrome (CIS), 678
CLU. See Clusterin (CLU)
CLUSTAL software, 93
Clustered regularly interspaced short

palindromic repeats (CRISPRs), 124
Clusterin (CLU), 554e555
Clustering approach, 134
CNB. See Computerized neurocognitive

battery (CNB)
CNS. See Central nervous system (CNS)
CNVs. See Copy number variants (CNVs)
COBL gene, 580e581
Cocaine exposure, 590e591
Coexpression network modules, 164
Cofactors, 18
Cognitive dysfunction, 678
Cognitive endophenotypes, 475e476
Cognitive impairment, 671, 678
Cohesins, 18e19
Cohort studies, 27
Cohorts for Heart and Aging Research in

Genomic Epidemiology Consortium
(CHARGE Consortium), 108

Coiled-coil-helix-coiled-coil-helix domain-
containing protein 10 (CHCHD10),
694

Collagen, 122
Colony-stimulating factor 1 receptor

(CSF1R), 675e676
Commissural fibers, 666
Common disease rare variant hypothesis,

605
Common variant association studies. See

Genome-wide association studies
(GWAS)

Common variants, 133. See also Rare
variants

cases and controls, 134t
clustering approach, 134
GCTA, 135
genetic correlation, 136
group definition, 136
GWAS, 133e135
LD, 133e134
LDSC, 135
liability threshold model, 135
LMMs, 134e135
partitioning heritability, 136
PC, 134
population stratification detection, 134
PRS, 135

Common variation, 135
Community-based projects, 96e97
Comorbid conditions, 715
ADHD, 716e717
anxiety disorders, 715
depression, 715e716
substance use disorders, 716
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Comorbidity, BP, 469
Complement component (3B/4B) receptor 1,

554
Complement receptor 1 (CR1), 554
Complex epilepsies, 605
Complex visual hallucinations (CVH),

375e376, 378e379
Complexity of human disease, 153e154
Compulsive drug seeking, 622
Computational biology, 94, 150
Computational models, 309
Computational phenotype analysis, 39
Computerized neurocognitive battery (CNB),

433
COMT. See Catechol-O-methyltransferase

(COMT)
Conditioned stimuli (CS), 575e576
Confidence interval (CI), 446, 470, 555, 735
Connectivity-based imaging, 309
Connectomics, 103
Contemporary molecular analysis, 3e4
Content-specific delusions, 368, 368t

Capgras delusion, 369e370
paranoid delusions, 368e369

CoNTExT tool, 123
Cooperative machine learning, 111
Copy number neutral variation, 13
Copy number variants (CNVs), 12, 28,

57e59, 64, 172, 180, 184, 391, 393,
413, 450, 589, 603

cytogenetics, 186
ddPCR, 192
in epilepsies, 603e604
microarrays, 186e191
single-cell copy number analyses, 191e192
studies of disease, 64

Coregistration, 236
Cortical clonal architecture, 180
Cortical lesions, 680
Cortical neurons, 206
Cortical release, 377e378
Corticobasal degeneration (CBD), 268, 283,

288
genetic factors, 295
GWAS, 296
rare monogenic causes, 295
risk factors, 295e296

syndromes, 294e295
Corticobasal syndrome (CBS), 283, 284t,

287f, 288e289, 539. See also PSP
syndrome (PSP-S)

multiple proteinopathies, 292
network architecture of, 290e292
pathological causes of, 294
syndromes, 294e295

Corticobulbar tracts, 317
Corticopontine fibers, 317
Corticospinal tracts, 317
Corticostriatal fibers, 666
Corticotropin-releasing factor (CRF),

622e623
Cost-effectiveness

analyses, 737
studies, 737e738

CpG island methylator phenotype (G-CIMP),
75, 655e656

CpG islands, 17
CR1. See Complement receptor 1 (CR1)
Cranial nerves, 317e319
Cre DIO (cDIO), 225
Cre/loxP recombinase, cell typeespecific

targeting of opsins using, 224
CREB. See cAMP response element-binding

protein (CREB)
CREs. See Cis-regulatory elements (CREs)
CRF. See Corticotropin-releasing factor

(CRF)
CRISPR/Cas9 system, 70, 124
CRISPRs. See Clustered regularly

interspaced short palindromic repeats
(CRISPRs)

Cross-cutting endophenotypes, 477e479
Cross-frequency coupling (CFC), 308
Cross-method comparisons, themes from, 173
CS. See Conditioned stimuli (CS)
CSEA. See Cell-specific expression analysis

(CSEA)
CSF. See Cerebrospinal fluid (CSF)
CSF1R. See Colony-stimulating factor 1

receptor (CSF1R)
CTE. See Chronic traumatic encephalopathy

(CTE)
CTFs. See C-terminal fragments (CTFs)
CUGBP, Elav-like Family Member 1

(CELF1), 556
CUL3i gene, 34
CVH. See Complex visual hallucinations

(CVH)
Cyclic adenosine monophosphate pathway

(cAMP pathway), 624
Cyclin-dependent kinase (CDK), 20

CDK4/6, 656
Cyclin-dependent kinase inhibitor 2A

(CDKN2A), 656
CYP450 system. See Cytochrome P450

system (CYP450 system)
Cytochrome P450 system (CYP450 system),

730
Cytogenetics, 186
Cytosine, 17
Cytosineeadenineeguanine (CAG), 336
Cytoskeleton disruption and cellular and

axonal transport dysfunction, 699
Alsin, 700e701
C9orf72, 701
DCTN1, 699
ELP3, 701
Ephrin Receptor, 701
KIFAP3, 701
NEFH, 699
PFN1, 700
PRPH, 700
SPAST, 700
SPG11, 700
TUBA4, 700
UNC13A, 701
VAPB, 700

Cytoskeleton-associated protein regulation, 422

D
D-Amino-Acid Oxidase (DAO), 699
D2 Antagonism, 381
DA. See Dopamine (DA)
DAO. See D-Amino-Acid Oxidase (DAO)
Dark matter, 70
DARPP-32. See Dopamine-and

cAMPeregulated phosphoprotein 32
(DARPP-32)

DAT. See Dopamine transporter (DAT);
Solute carrier family 6, member 3
(SLC6A3)

DAT1. See Solute carrier family 6, member
3 (SLC6A3)

Databases, 94e95
dbPTM, 23
DBS. See Deep brain stimulation (DBS)
dbSNP, 94
DCDC2 gene, 511
DCTN1. See Dynactin (DCTN1)
DCX. See Doublecortin (DCX)
dDIO. See Dre DIO (dDIO)
ddPCR. See Digital droplet PCR (ddPCR)
DDX3X. See Asp-Glu-Ala-Asp box helicase

3, X-linked (DDX3X)
22q11.2 deletion syndrome, 337
De novo

and rare variation in ASD, 449e450
single-nucleotide variants and

insertionedeletions in ASD,
450e451

De novo mutation (DNMs), 58e59, 137,
179, 183, 418e419, 604e605

studies in trio families, 66
Deactivation map, 248e249
Deadenylation-dependent mRNA decay

pathway, 23
Deafferentation, 377e378, 377f
Deep brain stimulation (DBS), 227, 307, 334
Deep-targeted sequencing, 192e193
Default mode network (DMN), 240e241,

247, 254e255, 330e331, 539
Delusions, 365e366

content-specific delusions, 368, 368t
Capgras delusion, 369e370
paranoid delusions, 368e369

genetics, 370
phenomenology and anatomy
attention bias and faulty assignment of

salience, 367
right prefrontal cortex role, 366e367
theory of mind in people with delusions,

367e368
two-factor hypothesis, 366e367

Dementia Apathy Interview, 328
Dementia with Lewy bodies (DLB), 243
DEPDC5. See Pleckstrin domain containing

protein 5 (DEPDC5)
Depression, 74, 81, 715e716
Descriptive epidemiology, BP, 468e469
Designer receptors exclusively activated by

designer drugs (DREADDs),
225e226, 305

Detroit Neighborhood Health Study, 581
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Developmental dyslexia, 506
clinical features, 508e509
genetics, 510e512
neuroanatomy, 509e510
neuropathology, 510

Developmental plasticity, 207
Developmental verbal dyspraxia. See

Childhood apraxia of speech (CAS)
DEX gene. See Differentially expressed gene

(DEX gene)
Diagnostic and Statistic Manual of Mental

Disorders (DSM), 346, 357, 444
DSM-5, 430, 488, 574, 619, 714
DSM-III, 397
DSM-IV, 468

Diagnostic heterogeneity in major depressive
disorder, 490e491

Dideoxy sequencing, 4e6
Differentially expressed gene (DEX gene),

213
Differentiation, 206
Diffuse intrinsic pontine gliomas, 658e659
Diffusion tensor imaging (DTI), 104,

249e250, 265, 309, 330, 432, 477,
503, 666

scans, 110
studies, 517

Digital droplet PCR (ddPCR), 192
“Discrete emotions” approach, 346
Disease modeling, 122e123
Disease risk, 105
Disheveled, 184
Disorders, 53
Disruption mechanisms, 376e378
Dizygotic twins (DZ twins), 472
DLB. See Dementia with Lewy bodies

(DLB)
DLGAP1 gene, 34
DLPFC. See Dorsolateral PFC (DLPFC)
DMN. See Default mode network (DMN)
DNA, 3e4
assays, 79
methylation, 17e18, 73, 75e78, 213
polymerase, 12
replication process, 76e77
transposons, 12

DNA methylase gene 1 (DNMT1), 641
DNA methyltransferase (DNMT), 75
DNase
DNAse I, 6

hypersensitivity sites, 137
sequencing, 6

DNM1, 609
DNMs. See De novo mutation (DNMs)
DNMT. See DNA methyltransferase

(DNMT)
DNMT1. See DNA methylase gene 1

(DNMT1)
Dopamine (DA), 321, 323, 411e412
dopamine-related genes, 354e355
receptors, 304
regulation in motivation and reward system,

331e332
Dopamine receptor D2 (DRD2), 580

Dopamine transporter (DAT), 224, 620
Dopamine-and cAMPeregulated

phosphoprotein 32 (DARPP-32), 624
Dopaminergic cell groups, 321
Dopaminergic signaling, 421
Dorsal anterior cingulate cortex (dACC). See

Midcingulate
Dorsal anterior insula, 349
Dorsal attention network, 249
Dorsal pathway, 504e506
Dorsal raphe nucleus (DRN), 321
Dorsolateral PFC (DLPFC), 330
Dorsolateral prefrontal cortex, 350
Dorsomedial prefrontal cortex, 351e352
Doublecortin (DCX), 181
Down syndrome (DS), 121
DRB sensitivityeinducing factor (DSIF), 20
DRD2. See Dopamine receptor D2 (DRD2)
Dre DIO (dDIO), 225
DREADDs. See Designer receptors

exclusively activated by designer
drugs (DREADDs)

DRN. See Dorsal raphe nucleus (DRN)
Drug

discovery with induced pluripotent stem
cells, 124e125

drug withdrawal, neurocircuitry underlying,
623

screening, 125
seeking, 622e623

“Dry-laboratory” computational research, 96
DS. See Down syndrome (DS)
DSIF. See DRB sensitivityeinducing factor

(DSIF)
DSM. See Diagnostic and Statistic Manual

of Mental Disorders (DSM)
DTI. See Diffusion tensor imaging (DTI)
Dynactin (DCTN1), 699
Dynamic equilibrium, 254
Dyslexia, 508
DYX1C1 gene, 510e511
DZ twins. See Dizygotic twins (DZ twins)

E
EA1. See Episodic Ataxia Type 1 (EA1)
Early-onset familial form of AD (EOFAD),

547
genes, 550
genetics, 549

Eating disorders (EDs), 31
animal models, 713
clinical syndromes
AN, 714
BED, 714
BN, 714
common comorbid conditions, 715e717
subphenotypes, 715

human genetic research
emerging epigenetic research, 718
family and twin studies, 717
genetic studies in eating disorders, 717
genetic/genomic research, 717e718

identifying and validating neurocircuit, 720

neural circuit dissection of feeding behavior,
718

behavioral strategies for adaptive and
maladaptive feeding in animal models,
718

genetic targeting and optogenetic
actuation of neuronal subtypes,
718e719

neural circuits, 719e720
primary eating disorders, 713
transcriptional profiling of genetically

defined neurons, 721
ECA study. See Epidemiologic Catchment

Area study (ECA study)
ECN. See Executive control network (ECN)
EDs. See Eating disorders (EDs)
EEG, 111
Efficacy studies, 730e732
Egl-10, 184
EIF2AK3 gene, 296
EIMFS. See Epilepsy of infancy with

migrating focal seizures (EIMFS)
Electrochemical studies, 620e621
Electromyography (EMG), 685e686
Elongation complex, 20
Elongation factors, 18
ELP3. See RNA Elongator Acetyltransferase

Complex Subunit 3 (ELP3)
ElstoneStewart algorithms, 95
Embryogenesis, 73
Embryonic stem cell (ES cell),

117e118
EMG. See Electromyography (EMG)
Emotion in diagnosis
neuropathology, 357e358
psychopathology, 357

DSM, 357
RDoC, 357

Emotion in treatment, 358
Emotional affiliation, 346e347, 351,

356e357
dorsomedial prefrontal cortex, 351e352
medial orbitofrontal cortex, 352
other genes, 356
oxytocin-related genes, 355e356
septal area, 352
superior temporal sulcus, 351
ventral striatum, 352

“Emotional black hole”, 573
Emotional dysfunction in psychopathology

and neuropathology
emotion regulation, 356
emotional affiliation, 356e357
emotional processes, 346
emotional reactivity, 356
emotional system, 345f
emotions and emotional processes emotions,

346
neural and genetic pathways, 345e346

Emotional empathy, 351
Emotional functioning
genetic pathways, 352e353

clinical implications, 356
emotion regulation, 354e355
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Emotional functioning (Continued )
emotional affiliation, 355e356
emotional reactivity, 353
model of, 353

in humans, 345e346
neural pathways, 347
clinical implications, 356
emotional affiliation, 351e352
emotional reactivity, 347e349
emotional regulation, 350e351

Emotional reactivity, 346e347, 356
amygdala, 348
anterior cingulate cortex, 347e348
brain stem, 348e349
hypothalamus, 348
insula, 349
other genes, 354
serotonin-related genes, 354

Emotional regulation, 346e347, 350, 356
anterior midcingulate cortex, 350e351
dopamine-related genes, 354e355
dorsolateral prefrontal cortex, 350
inferior parietal lobe, 351
other genes, 355
ventrolateral prefrontal cortex, 350

Emotional salience network, 247
“Empty speech”, 365e366
Encyclopedia of DNA Elements Project

(ENCODE Project), 3, 8, 94
Endophenotype Ranking Value (ERV), 493
Endophenotypes, 38e39, 102, 400

clinical phenotype to, 430e431
major depression, 493e494

Endoplasmic reticulum (ER), 700
Enhanced yellow fluorescent protein (EYFP),

223e224
Enhancement, 678e679
“Enhancer hijacking”, 660
Enhancers, 11e12
Enhancing Neuro Imaging Genetics through

Meta-Analysis Consortium
(ENIGMA Consortium), 103

ENIGMA2, 109f
formation, 107e108
as global partnership, 108f
studies of brain disease, 104

ENIGMA Consortium. See Enhancing Neuro
Imaging Genetics through Meta-
Analysis Consortium (ENIGMA
Consortium)

ENIGMA Major Depressive Disorder, 491
Ensembl’s Variant Effect Predictor, 95e96
Entire chromosomes, 13
Environmental factors, 40e41

incorporation of, 39e40
in narcolepsy, 644e645

EOFAD. See Early-onset familial form of
AD (EOFAD)

Ependymal tumors, 660e661
Ependymomas, 660e661
EPH receptor A1, 557e558
EPH receptor B2 (Ephb2), 660e661
EPHA4 gene, 701
Ephb2. See EPH receptor B2 (Ephb2)

Ephrin Receptor, 701
Epi4K Consortium, 604
Epidemiologic Catchment Area study (ECA

study), 468
Epidemiology, 27e30

of neuropsychiatric disease, 51e53
Epigenesis, 73
Epigenetic(s), 73e74, 624e625

epigenetics mechanisms of brain diseases,
81e85

methods, 162
genomic context of, 75e76

modifications, 3e4
molecular levels, 161e162
in neurobiological research, 74e75
perturbation, 78e79
regulatory mechanisms, 76e78

Epigenome, 3, 16e17
epigenome-wide assays, 78e79
interaction of genome with, 80e81
progress report, 82te84t

Epigenomic and regulatory landscapes
human brain development, 213.
See also Transcriptional landscape of
human brain development

DNA methylation, 213
histone modification and functional

regulatory elements, 213e214
integrative analysis, 215f
Noncoding RNAs, 214

Epilepsy, 257, 601. See also Type 1
narcolepsy

genetic architecture, 603
CNV, 603e604
complex epilepsies, 605
De novo mutations, 604e605
interpreting genetic architecture, 605

interpretation, 610e611
ligand-gated channelopathies,

608e609
management/therapeutic implications, 611

bryostatin, 611
ketogenic diet, 611
memantine, 611
phorbol-12-myristate-13-acetate, 611
quinidine, 611
retigabine, 611e612

miscellaneous genes, 609
DEPDC5, 610
GNAO1, 610
LGI1, 610
SLC2A1, 609e610
SYNGAP1 protein, 610

progress in epilepsy genetics
GWAS, 602
linkage analysis, 601e602
NGS, 602e603

vesicle trafficking dysregulation, 609
voltage-gated channelopathies, 605e607

Epilepsy of infancy with migrating focal
seizures (EIMFS), 611

Epilepsy Phenome/Genome Project, 604
Episodic Ataxia Type 1 (EA1), 607
Epitranscriptome, 22

EPSCs. See Excitatory postsynaptic currents
(EPSCs)

eQTLs. See expression quantitative trait loci
(eQTLs)

ER. See Endoplasmic reticulum (ER)
ERK. See Extracellular signal regulated

kinase (ERK)
ERV. See Endophenotype Ranking Value

(ERV)
ES cell. See Embryonic stem cell (ES cell)
Escitalopram, 333
Essential hypersomnia syndrome, 641
“État crible”, 671e672
Euchromatin, 17
EuroBioBank, 35e36
Ewing Sarcoma Breakpoint Region 1

(EWSR1), 698
EWSR1. See Ewing Sarcoma Breakpoint

Region 1 (EWSR1)
Ex vivo synaptic input specificity, 226
Excitatory postsynaptic currents (EPSCs),

623
Excitotoxicity, 699
“Exclusion criteria” approach, 225
Executive control network (ECN), 252e253
Executive dysfunction, 671
Exome Aggregation Consortium, 137
Exome-sequencing, 605

studies, 455
Exomes, 68e69, 605
Exons, 9
expression quantitative trait loci (eQTLs),

80, 215
Extensive metabolizers, 730
Extracellular signal regulated kinase (ERK),

624
EYFP. See Enhanced yellow fluorescent

protein (EYFP)

F
FA. See Anisotropy (FA)
fALS. See Familial amyotrophic lateral

sclerosis (fALS)
False discovery rate (FDR), 451
FAM124B, 34
Familial aggregation, 29
Familial amyotrophic lateral sclerosis

(fALS), 686
Family studies, 29, 447e448, 470

BP and ADHD, 471
BP and manic depression, 470
BP and SCZ, 471

Family-based association analysis, 550e551
Far upstream element binding protein 1

(FUBP1), 655
FAS. See Fetal alcohol syndrome (FAS)
Faulty assignment of salience, 367
FDA. See US Food and Drug Administration

(FDA)
FDG PET. See [18F]Fluoro-2-deoxy-D-

glucose PET (FDG PET)
FDG PET scans. See Fluorodeoxyglucose

PET scans (FDG PET scans)
fDIO. See Flp DIO (fDIO)
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FDR. See False discovery rate (FDR)
Fear-related disorders, 575
“Feelings”, 345
Fermitin, 558e559
Fermitin Family Member 2 (FERMT2),

558e559
Fetal alcohol syndrome (FAS), 590e592
Fibroblast growth factor receptor 1 (FGFR1),

658
FIG4, 695
FISH. See Fluorescent in situ hybridization

(FISH)
Fisher’s model, 133
Fitness, 51, 54
FK506 binding protein 5 (FKBP5), 579
FKBP5. See FK506 binding protein 5

(FKBP5)
FLAIR. See Fluid attenuation inversion

recovery (FLAIR)
Flp DIO (fDIO), 225
Fluid attenuation inversion recovery

(FLAIR), 265, 670
Fluorescent in situ hybridization (FISH), 181
[18F]Fluoro-2-deoxy-D-glucose PET (FDG

PET), 266
Fluorodeoxyglucose PET scans (FDG PET

scans), 255e256
Flux transformers, 234
FMR1 gene. See Fragile X mental

retardation 1 gene (FMR1 gene)
fMRI. See functional MRI (fMRI)
FMRP. See Fragile X mental retardation

protein (FMRP)
Focal cortical dysplasias, 180
Folie circulaire, 467
Forkhead box protein P2 (FOXP2), 506e507
Formal statistical tests, 148e149
Forward field, 236
Forward models, 235e236. See also Inverse

models
FosB
gene, 81e85
promoter, 81e85

FOXP2. See Forkhead box protein P2
(FOXP2)

Fragile X mental retardation 1 gene (FMR1
gene), 119, 393

Fragile X mental retardation protein
(FMRP), 119, 420

interactors, 422e423
Fragile X syndrome (FXS), 14e15, 119,

588, 592
Frameshift, 14e15
Framingham Heart Study, 574
Frontal System Behavior Scale (FrsBe), 328
Frontoinsula. See Ventral anterior insula
Frontotemporal dementia (FTD), 247,

284e285, 328e329, 335, 337, 365,
512, 533, 686

clinical syndromes, 533e534
Frontotemporal lobar degeneration (FTLD),

335, 515, 533e534, 550, 689
neuroanatomical circuits and clinical

syndromes, 538

bvFTD, 538
characterizing genetic FTLD, 539e540
circuit-based understanding of

neurodegenerative diseases, 538e539
future questions, 540e541

Frontotemporal lobar dementia with TAR
DNA-binding protein 43
(FTLD-TDP), 289, 515

pathology, 515
Frontotemporal lobe dementia. See

Frontotemporal lobar degeneration
(FTLD)

FrsBe. See Frontal System Behavior Scale
(FrsBe)

FTD. See Frontotemporal dementia (FTD)
FTD spectrum disorders

genetic mechanisms converging on, 534
C9ORF72, 537e538
GRN, 535e536
MAPT, 534e535

“FTDP-17”, 534
FTLD. See Frontotemporal lobar

degeneration (FTLD)
FTLD-TDP. See Frontotemporal lobar

dementia with TAR DNA-binding
protein 43 (FTLD-TDP)

FUBP1. See Far upstream element binding
protein 1 (FUBP1)

Functional circuit analysis, 225e226
ex vivo synaptic input specificity, 226
in vivo neural circuit analysis in freely

moving animals, 226e227
Functional convergence, 454e455
Functional effects of variants, 415e416
Functional expression studies, 610
Functional hubs, 273
functional MRI (fMRI), 233, 266, 283e284,

306, 329, 366, 376, 400, 432e433,
491e492, 539, 688e689

Functional neural circuit dissection, tools for
cell typeespecific targeting of opsins
using Cre/loxP recombinase, 224
using promoters, 223e224

expression of opsins in mammalian brain,
222

intersectional approaches, 225
opsins, 221e222
targeting strategies using optogenetic tools,

223f
Functional regulatory elements, 213e214
Functional studies in AD, 553
FUS. See Fused in Sarcoma/Translated in

Liposarcoma Protein (FUS)
Fused in Sarcoma, 696e697
Fused in Sarcoma/Translated in Liposarcoma

Protein (FUS), 689
FXS. See Fragile X syndrome (FXS)
FXS-iPSCs differentiation, 119

G
G proteinecoupled receptors (GPCR),

637e638
G-CIMP. See CpG island methylator

phenotype (G-CIMP)

G9a, 81e85
GABA. See Gamma aminobutyric acid

(GABA)
GABAergic. See Gamma-aminobutyric

acid-ergic (GABAergic)
GABRA1, 608
GABRG2, 608
Galaxy project, 96e97
Gametogenesis, 179
Gamma aminobutyric acid (GABA),

411e412, 606
Gamma oscillations, 308
Gamma-aminobutyric acid-ergic

(GABAergic), 224, 376e377, 620,
719

projection neurons, 302
Gammahydroxybutyric acid, 636
Ganglionic eminence, 180
Gaucher disease, 121
Gaussian scale mixture, 238
GBE. See Glycogen branching enzyme

(GBE)
GBM. See Glioblastoma multiforme (GBM)
GCTA. See Genome-wide complex trait

analysis (GCTA)
GenBank, 94
Gene � environment approach, 419e420,

579
Gene networks in neuropsychiatric disease,

161, 164
coexpression vs. physical interaction

networks, 165t
components, 163b
cross-method comparisons, themes from,

173
framework for neurobiological

interpretation, 163e164
genome-wide approaches, 164e171
high-throughput molecular biology, 161
integrative network approaches, 172e173
PPI networks, 172
RNA, protein, and epigenetic molecular

levels in neurobiology, 161e162
seed-based approaches, 171e172
spatial and temporal heterogeneity challenge

in central nervous system, 162e163
transcriptomic, protein interaction, and

integrative network studies,
166te170t

Gene ontology (GO), 172e173
GO Project, 97

General transcription factor IIi (GTF2I), 20
General transcription factors (GTFs), 19e20
Genes, 4, 105
coexpression analyses, 208
effects

cooperative machine learning, 111
screening images and connectomes for,
112f

searching brain for, 111
expression, 162e163, 718

analysis, 96
modifiers, 701
panels, 69
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Genes (Continued )
transcription process, 75

Genetic association of narcolepsy
human leukocyte antigen, 638
effects of HLA loci, 640f
genetic investigations on African

American, 639
HLA typing, 640
HLA-DQ effects, 639f
HLA-DQB1*06:02, 638e639

Genetic epidemiology, 27e29
applications in molecular era, 34e41
BP
adoption studies, 472
BP and ADHD, family studies of, 471
BP and manic depression, family studies

of, 470
BP and SCZ, family studies of, 471
family studies, 470
twin studies, 472

future applications, 42t
of psychiatric disorders, 30e34
study designs and samples, 34e36

Genetic generalized epilepsy (GGE), 602
Genetics, 30, 686

ALS by putative mechanism, 689e694
autophagy dysregulation, 694e696
cytoskeleton disruption and cellular and

axonal transport dysfunction, 699
excitotoxicity, 699
genes with ALS by putative disease

mechanism, 690te693t
mitochondrial dysfunction, 694
oxidative stress, 694
RNA metabolism and processing

impairment, 696e699
architectures, 391e393, 392f
ASD, 447
de novo and rare variation in, 449e450
de novo single-nucleotide variants and

insertionedeletions in, 450e451
early efforts at gene discovery in,

448e449
genes and environment in, 447e448
GWAS, 449
recessive alleles and ASD, 452e454

correlation, 136
delusions, 370
developmental dyslexia, 510e512
factors, 40e41
contributing to SUD, 626e628

influences on brain, 105
lvPPA, 520
major depression, 495
nfvPPA, 516
svPPA, 517
variation, 64, 102, 136
classes of mutation, 65f

VCI, 670
Genome tools and methods

analysis strategies, 66e68, 67f
caseecontrol studies, 66
CNV studies of disease, 64
de novo mutation studies in trio families, 66

genetic variation, 64
large-scale copy number variants, 64
microarray technology, 64, 66f
rare genetic variants and potential to

affecting clinical care, 70
rare genetic variation

detection by high-throughput sequencing,
68e70

in noncoding DNA, 70
rare variants

disease inheritance modes, 63f
modern technologies for discovery of, 64
in psychiatric disease, 63e64

Genome-wide approaches, 164e171
Genome-wide association (GWA), 626e627
Genome-wide association screening. See

Genome-wide association studies
(GWAS)

Genome-wide association studies (GWAS),
3, 28, 34e35, 56, 94, 101, 133, 268,
296, 352e353, 398, 413, 473, 549,
580, 602, 627, 641, 670, 715, 728.
See also Candidate gene studies

candidate genes and, 106e107
COBL, 580e581
functional effects of variants, 415e416
genetic architecture, 413e414
imaging genomics and, 105
localizing risk genes, 415
long intergenic noncoding RNA, 581
overlap across disorders, 414e415
PGC Consortium, 581
PRTFDC1, 581
risk prediction, 416
RORA, 580

Genome-wide complex trait analysis
(GCTA), 28e29, 36, 57, 135

Genome-wide significance, 56, 107
Genome-wide significance threshold. See

Statistical threshold
Genome(s), 3, 6, 605

association studies, 720
chromatin, 16e19
chromosomal structure, 6f
Cis and Trans gene, 4
DNA, 3e4
editing, 123e124
ethnicity and population frequency of

variants in, 15e16
gene, 4
gene regulation by enhancers, 19f
high-throughput sequencing, 4e6
information flow in biological systems, 4
large-scale structures in, 7

centromeres, 7
subtelomeres, 7
telomeres, 7

multiple roles, 13
posttranscriptional mRNA modifications,

22e23
PTMs, 23
regulatory complexes, 19e20
RNA transcription, 20e21
small-scale structures in genome, 8e13

transcript, 4
translation, 23
variation in, 13
categories of genomic variation, 14f
entire chromosomes, 13
indels, 14e15
loss-of-function variants, 15
SNV, 15
structural variation, 13

variation in complex and Mendelian
disorders, 16

visualizing, 7
working model, 3

GenomePlex, 191
Genomics, 98

ASD, 447
de novo and rare variation in, 449e450
de novo single-nucleotide variants and

insertionedeletions in, 450e451
early efforts at gene discovery in,

448e449
genes and environment in, 447e448
GWAS, 449
recessive alleles and ASD, 452e454

psychosis, 437e439
as way to understanding risk overlap, 391

Genotype-Tissue Expression Project (GTEx),
3, 8

Genotyping chips, 105
Germ line, 179
GFI1 and GFI1B. See Growth factor

independent 1 family proto-
oncogenes (GFI1 and GFI1B)

GGE. See Genetic generalized epilepsy
(GGE)

GitHub, 97
GlaxoSmithKline (GSK), 645e646
Glenner’s hypothesis, 547
Glial cells, 120e121

genesis, 206
Glioblastoma multiforme (GBM), 655e656,

658
Gliomas, 655

adult gliomagenesis, 657f
adult high-grade, 656
adult low-grade, 655e657
pediatric high-grade, 658e659
pediatric low-grade, 657e658

Global Burden of Disease study (2010),
51e52

Globus pallidus (GP), 334
Globus pallidus externus (GPe), 301, 330
globus pallidus externus internus. See

Globus pallidus interna (GPi)
Globus pallidus interna (GPi), 286e287,

301e302, 330
Glucocorticoid receptor (GR), 579
Glucose metabolism, 266
GLUT1 deficiency syndromes 1

(GLUT1DS1), 609e610
GLUT1 deficiency syndromes 2

(GLUT1DS2), 609e610
GLUT1DS1. See GLUT1 deficiency

syndromes 1 (GLUT1DS1)
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Glutamatergic signaling, 422
Glycogen branching enzyme (GBE), 667
Glycosylases, 77
GNAO1, 610
GO. See Gene ontology (GO)
“Goldilocks alleles”, 605
GOM. See Granular osmiophilic material

(GOM)
GP. See Globus pallidus (GP)
GPCR. See G proteinecoupled receptors

(GPCR)
GPe. See Globus pallidus externus (GPe)
GPi. See Globus pallidus interna (GPi)
GR. See Glucocorticoid receptor (GR)
Grade I gliomas, 655
Gradiometers. See MEG sensors
Granular osmiophilic material (GOM), 673
Granulin (GRN), 534
mapping, 535e536
molecular pathogenicity, 536

GRIA4, 34
GRIK2, 34
GRIN2A, 608
GRIN2B, 608e609
GRN. See Granulin (GRN)
gRNAs. See guide RNAs (gRNAs)
Gross dissection methods, 665
Growth factor independent 1 family proto-

oncogenes (GFI1 and GFI1B), 660
GSK. See GlaxoSmithKline (GSK)
GTEx. See Genotype-Tissue Expression

Project (GTEx)
GTF2I. See General transcription factor IIi

(GTF2I)
GTFs. See General transcription factors

(GTFs)
guide RNAs (gRNAs), 124
“Guilt by association”, 164
GWA. See Genome-wide association (GWA)
GWAS. See Genome-wide association

studies (GWAS)

H
H1 haplotype, 295e296
H1N1 Pandemrix vaccination, 645e647
H3 histone, family 3A (H3F3A),

658
H3F3A. See H3 histone, family 3A (H3F3A)
H3K27ac, 18
H3K36me3. See Histone H3 lysine 36

trimethylation (H3K36me3)
H3K4me3. See Histone-3-lysine-4

trimethylation (H3K4me3)
H3K9me2, 81e85
H4K16ac. See Histone H4 lysine 16

acetylation (H4K16ac)
Hallucinations, 365
Halorhodopsin, 221e222
Haplotype Mapping (HapMap), 3, 55
Haplotype methods, 133e134
HapMap. See Haplotype Mapping (HapMap)
HATs. See Histone acetyl transferases

(HATs)
Hayflick limit, 7

HC. See Head circumference (HC)
HD. See Huntington disease (HD)
HDACs. See Histonedeacetylases (HDACs)
HDLS. See Hereditary diffuse

leukoencephalopathy with spheroids
(HDLS)

Head circumference (HC), 445
Healthy skepticism drives deeper

explorations, 249e250
Hemimegalencephaly (HMG), 179e180
Hepatosplenomegaly, 642e643
Hereditary diffuse leukoencephalopathy with

spheroids (HDLS), 675e676
MRI in, 676f

Heritability, 29, 31
major depression, 492e493

Herpes simplex virus 1 (HSV1), 225
Heterochromatin, 17
Heterogeneous ribonucleoproteins (hnRNPs),

698
Heterologous expression assays, 606
HGGs. See High-grade gliomas (HGGs)
Hidden Markov model (HMM), 191
High voltage-activated (HVA), 421
High-grade gliomas (HGGs), 655
High-throughput screening

high-throughput molecular biology, 161
predictive network model application to,

154e155
High-throughput sequencing, 4e6, 68, 68f
hiPSC. See human induced pluripotent stem

cells (hiPSC)
Histone

markers, 18
methylation, 81e85
modification, 213e214
proteins, 18
variants, 77

Histone acetyl transferases (HATs),
624e625

Histone cluster 1, H3b, 658e659
Histone H3 lysine 36 trimethylation

(H3K36me3), 75
Histone H4 lysine 16 acetylation (H4K16ac),

76
Histone variant H3.3 (H3F3AK27M;G34R/V),

658
Histone-3-lysine-4 trimethylation

(H3K4me3), 213e214
Histonedeacetylases (HDACs), 624e625
HLA. See Human leukocyte antigen (HLA)
5hmC. See 5-Hydroxymethylcytosine

(5hmC)
HMG. See Hemimegalencephaly (HMG)
HMM. See Hidden Markov model (HMM)
hnRNPs. See Heterogeneous ribonucleopro-

teins (hnRNPs)
“Home-grown” scripts for analysis, 96
HPA. See Hypothalamicepituitaryeadrenal

(HPA)
HPP. See Human Proteome Project (HPP)
HSV1. See Herpes simplex virus 1 (HSV1)
5-HT. See 5-Hydroxytryptamine (5-HT);

Serotonin (5-HT)

HTR2C. See Serotonin 2C receptor
(HTR2C)

5-HTT. See Serotonin transporter (5-HTT)
5-HTTLPR. See Serotonin

transporterelinked polymorphic
region (5-HTTLPR)

Hubs, 164
Human brain
cellular and structural complexity of,

203e205
epigenomic and regulatory landscapes, 213

DNA methylation, 213
histone modification and functional
regulatory elements, 213e214

integrative analysis, 215f
noncoding RNAs, 214

transcriptional landscape of, 208
commonalities and differences, 211f
interhemispheric neocortical
transcriptomes, 212

neocortical regional/areal transcriptional
trajectories, 212f

regional/areal variations in the human
neocortical transcriptome, 210f

sex differences in developmental and
adult human brain gene expression,
210f

spatiotemporal dynamics of human brain
transcriptome, 208, 209f

transcriptional architecture underlying
cellular and regional specification,
209e211

transcriptional insights into maturational
trajectories of human neocortex,
211e212

transcriptome, 164
spatiotemporal dynamics, 208, 209f

Human genetic diseases, 179
Human Genome Project, 3
human induced pluripotent stem cells

(hiPSC), 191e192
Human leukocyte antigen (HLA), 636, 679,

734
genetic association of narcolepsy, 638

effects of HLA loci, 640f
genetic investigations on African
American, 639

HLA typing, 640
HLA-DQ effects, 639f
HLA-DQB1*06:02, 638e639

Human neocortical development
general principles of, 205
glial cell genesis and differentiation, 206
interhemispheric lateralization,

207e208
neural circuit formation and developmental

plasticity, 207
neurogenesis, 205e206
neuronal migration, 205e206
regional patterning, 207e208
transcriptional differences, 206f

Human neurodevelopment, 203
Human Phenotype Ontology Project, 39
Human Proteome Project (HPP), 23
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Humans
DA in, 321
pluripotent stem cells, 122
possessing neural circuitry, 351
prefrontal cortex in, 329e330
regulating emotions, 350
studies in rats using fluorescence labeling

techniques, 321
Huntington disease (HD), 63, 303, 328,

334, 336
Huntington protocol, 674
HVA. See High voltage-activated (HVA)
Hydrogel, 122
5-Hydroxymethylcytosine (5hmC), 17, 77
5-Hydroxytryptamine (5-HT). See Serotonin

(5-HT)
“Hyperdirect” direct cortical-STN

projections, 302
Hypnagogic hallucinations, 635
Hypocretin neurons

destruction, 645f
loss, type 1 narcolepsy caused by, 636e638

Hypocretin-1 and-2, 637e638
Hypothalamicepituitaryeadrenal (HPA), 578
Hypothalamus, 348, 719e720
Hypothesis testing, 54e55

I
IBD. See Inflammatory bowel disease (IBD)
IBMPFD. See Inclusion body myopathy

(IBMPFD)
ICD. See International Classification of

Diseases (ICD)
ICD-10, 10th Edition (ICD-10). See

International Statistical Classification
of Diseases and Related Health
Problems

ICNs. See Intrinsic connectivity networks
(ICNs)

ICSD. See International Classification of
Sleep Disorders (ICSD)

ID. See Intellectual disability (ID)
IDH1. See Isocitrate dehydrogenase 1

(IDH1)
IDH1-ATRX-TP53 gliomas, 655
IDH1R132 mutations, 655e656
Idiopathic ASD. See Nonsyndromic ASD
idiopathic PD, 303
“Idiopathic” conditions, 388
“Idiopathic” hypersomnia, 636
Ig. See Immunoglobulin (Ig)
IL subregion. See Infralimbic subregion

(IL subregion)
IL2R. See Interleukin-2 receptor (IL2R)
ILAE. See International League Against

Epilepsy (ILAE)
ILF. See Inferior longitudinal fasciculus

(ILF)
Illumina Infinium microarray, 76
Illumina sequencing, 4e6
IMAGEN imaging genetics consortia,

108
Imaging genomics, 102. See also

Multivariate imaging genomics

biomarkers, 102
endophenotypes, 102
and GWAS, 105
MRI, 102
surprises from, 108e110

Imaging of disease, 102
“Immigrant paradox”, 489
Immune function, 423
Immunoglobulin (Ig), 553
IMs. See Intermediate metabolizers (IMs)
IMSGC. See International Multiple Sclerosis

Genetics Consortium (IMSGC)
in cis, 79e80
in trans, 79
In vivo neural circuit analysis in freely

moving animals, 226e227
Incentive salience model, 622
Incidence rate ratio (IRR), 52
Inclusion body myopathy (IBMPFD),

695
“Inclusion criteria” approach, 225
indels. See Insertions and deletions (indels)
induced pluripotent stem cells (iPSCs),

117e118, 422, 536
drug discovery with, 124e125
limitations of, 123
modeling neurodevelopmental disorders

with human, 125f
three-dimensional cultures and mini-brains,

122e123
Inertia, 328e329
Inferior longitudinal fasciculus (ILF), 504
Inferior parietal lobe, 351
Inflammatory bowel disease (IBD),

149e150
Information flow in biological systems, 4, 5f
Infralimbic subregion (IL subregion), 578
Infraslow oscillations (ISOs), 253
Initiator (INR), 8e9
Inositol polyphosphate-5-phosphatase

(INPP5DP), 556e557
INPP5DP. See Inositol polyphosphate-5-

phosphatase (INPP5DP)
INR. See Initiator (INR)
Insertions and deletions (indels), 14e15,

94, 180
Insula, 349
Insulators, 12

function, 77
Integrative biology, 143f
Integrative genomics approach, 151e152
Integrative network approaches, 172e173
Intellectual disability (ID), 137, 171, 183,

412e413, 444, 587
Interhemispheric lateralization, 207e208
Interhemispheric neocortical transcriptomes,

212
Interleukin-2 receptor (IL2R), 679
Intermediate metabolizers (IMs), 730
Intermediate phenotypes, 400
International Classification of Diseases

(ICD), 400e401, 619
International Classification of Sleep

Disorders (ICSD), 635t

International League Against Epilepsy
(ILAE), 601

International Multiple Sclerosis Genetics
Consortium (IMSGC), 679

International Statistical Classification of
Diseases and Related Health
Problems, 10th Edition (ICD-10), 387

“Interneuron hypothesis”, 606
Interrelation of diseases, 387
Intersection of ascending pathways, 376f
“Intersection-union” test, 149
Intersectional approaches, 225
Intracellular signaling, 624e626
Intramodular connectivity, 164
Intrinsic connectivity networks (ICNs),

283e284, 330e331, 539
Introns, 9
Invasive physiology, 307e309
Inverse algorithms, 236
Inverse models, 236

adaptive beamformers, 238
Gaussian scale mixture, 238
nonlinear optimization, 236e237
parametric dipole fitting methods, 236
solutions, 237
tomographic imaging, 237

iPSCs. See induced pluripotent stem cells
(iPSCs)

IRR. See Incidence rate ratio (IRR)
IrritabilityeApathy Scale, 328
Isochromosomes, 184
Isocitrate dehydrogenase 1 (IDH1), 655
ISOs. See Infraslow oscillations (ISOs)

K
KCNA1, 607
KCNQ2, 607
KCNQ3, 607
KCNT1, 607
KEGG databases, 150e151
Kernel-based tests, 137
Ketogenic diet, 611
KIAA0319, 511
KIAA1549-BRAF, 658
KIFAP3. See Kinesin-associated protein 3

(KIFAP3)
Kindlins. See Fermitin
Kinesin-associated protein 3 (KIFAP3), 699,

701
Kinetic models, 144e145
Kirsten rat sarcoma viral oncogene homolog

(KRAS), 658
KLF4. See Krupple-like factor 4 (KLF4)
KRAS. See Kirsten rat sarcoma viral

oncogene homolog (KRAS)
Krupple-like factor 4 (KLF4), 653e654
KYNU. See Kynureninase (KYNU)
Kynureninase (KYNU), 419

L
L-type channel. See Long-lasting-type

channel (L-type channel)
Lamina I spinothalamocortical tract, 349
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Lamotrigine, 735e736
LandereGreen algorithms, 95
Language disorders, speech and. See also

Neurodevelopmental language
disorders

frontocortical and frontostriatal speech, 505f
“language network”, 503
language networks and pathways, 504

dorsal pathway, 504e506
ventral pathway, 504

PPA, 512e520
white matter tracts in language, 505f

Language networks and pathways, 504
dorsal pathway, 504e506
ventral pathway, 504

Large-scale
brain networks, 240e241
chromosomal abnormalities, 184
copy number variants, 64

Large-scale structures in genome, 7. See also
Small-scale structures in genome

centromeres, 7
subtelomeres, 7
telomeres, 7

Late-onset AD (LOAD), 547
Late-onset sporadic form of AD, 550e552
Lateral geniculate nucleus (LGN), 376e377
Lateral hypothalamus (LH), 719
Layers. See Transient compartments
LBD. See Lewy body disease (LBD)
LC. See Locus coeruleus (LC)
LD. See Linkage disequilibrium (LD)
LD score regression (LDSC), 135
LDSC. See LD score regression (LDSC)
Lentivirus (LV), 222
Leukoaraiosis, 670
Lewy bodies in mesial temporal structures,

379
Lewy body disease (LBD), 283
LFPs. See Local field potentials (LFPs)
LGD. See Likely gene-disrupting (LGD)
LGGs. See Low-grade gliomas (LGGs)
LGI1, 610
LGN. See Lateral geniculate nucleus (LGN)
LH. See Lateral hypothalamus (LH)
Liability threshold model, 135
Ligand-gated channelopathies. See also

Voltage-gated channelopathies
GABA receptor, 608
nAChRs, 608
NMDA, 608e609

Likely gene-disrupting (LGD), 451
Linear mixed models (LMMs),

134e135
Linkage analysis, 601e602
Linkage disequilibrium (LD), 55, 133e134,

553
Linkage studies, 473
Linux, 96e97
LIS1. See Lissencephaly (LIS1)
Lissencephaly (LIS1), 181
Lithium, 734e735
anticonvulsants, 735
lamotrigine, 735e736

opiates, 736
topiramate, 736

LMMs. See Linear mixed models (LMMs)
LMN. See Lower motor neurons (LMN)
lncRNA. See Long noncoding RNA

(lncRNA)
LOAD. See Late-onset AD (LOAD)
Local field potentials (LFPs), 253, 306
Localizing risk genes, 415
Locus coeruleus (LC), 320
LOF. See Loss-of-function (LOF)
Logic models, 144e145
Logopenic variant of PPA (lvPPA), 518.

See also Nonfluent variant PPA
(nfvPPA); Semantic variant primary
progressive aphasia (svPPA)

clinical features, 518e519
genetics, 520
neuroanatomy, 519e520
neuropathology, 520

LOH. See Loss of heterozygosity (LOH)
Long intergenic noncoding RNA, 581
Long interspersed nuclear elements, 13
Long noncoding RNA (lncRNA), 7, 11
Long terminal repeat retrotransposons, 13
Long-lasting-type channel (L-type channel),

421
Long-term potentiation (LTP), 623
Longitudinal imaging studies, 270
Loss of heterozygosity (LOH), 655
Loss-of-function (LOF), 414e415

mutation, 95e96
variants, 15

Low voltage-activated (LVA), 421
Low-complexity domains, 689
Low-grade gliomas (LGGs), 655, 658
Lower motor neurons (LMN), 686e687
LTP. See Long-term potentiation (LTP)
LV. See Lentivirus (LV)
LVA. See Low voltage-activated (LVA)
lvPPA. See Logopenic variant of PPA

(lvPPA)
Lysine (K)-specific methyltransferase 2D

(MLL2), 40

M
MACROD2, 34
MAF. See Minor allele frequency (MAF)
Magnetic resonance imaging (MRI),

678e679
cellular measures vs., 103
power, 101e102

Magnetoencephalography (MEG), 233e234
brain imaging with, 233e234
sensing brain’s magnetic fields, 234
from sensing to imaging, 235
forward models, 235e236
inverse models, 236e238

sensors, 234
from single-subject reconstructions to group-

level inference, 240
sources of noise in, 238
studies in aging and dementia, 240

activation magnetoencephalography
studies, 243

large-scale brain networks, 240e241
resting magnetoencephalography studies,
242e243

temporal and spatial resolution of, 239e240
Magnetometers. See Flux transformers
“Magnocellular theory” of dyslexia, 510
Major depression. See Major depressive

disorder (MDD)
Major depressive disorder (MDD), 388, 414,

477, 487e488, 716
diagnostic heterogeneity in, 490e491
endophenotype ranking value statistics, 494f
endophenotypes, 493e494
functional neuroimaging in, 491e492
genetics, 495
heritability, 492e493
neuroanatomy, 491
prevalence, 488e489
risk factors for, 489e490
treatment for, 495

Major histocompatibility complex (MHC),
413, 679

Class II, DRb1 and 5, 557
Mammalian conservation, 137
Manhattan plots, 105e106
Manic depression (MD), 470
family studies of BP and, 470

Manic depressive insanity (MDI), 467
MAO. See Monoamine oxidase A (MAO)
MAPK/ERK. See Mitogen-activated protein

kinase/extracellular signal-regulated
kinase (MAPK/ERK)

Mapping
brain diseases in neurology, 102e103
C9ORF72, 537
GRN, 535e536
MAPT, 534

MAPT. See Microtubule-associated protein
tau (MAPT)

Markov chain Monte Carlo simulation
(MCMC simulation), 151e152

Mass spectrometry, 193
Massively parallel sequencing (MPS). See

Next-generation sequencing (NGS)
MATR3. See Matrin 3 (MATR3)
Matrigel, 122
Matrin 3 (MATR3), 699
Maudsley Twin Registry, 31
Mb. See Megabases (Mb)
MBDs. See Methyl-binding domains

(MBDs)
5mC. See 5-Methylcytosine (5mC)
MC4R. See Melanocortin 4 receptor (MC4R)
McCune Albright syndrome, 179e180
MCI. See Mild cognitive impairment (MCI)
MCMC simulation. See Markov chain Monte

Carlo simulation (MCMC simulation)
MCW. See Medical College of Wisconsin

(MCW)
MD. See Manic depression (MD)
MDA. See Multiple displacement

amplification (MDA)
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MDD. See Major depressive disorder (MDD)
MDI. See Manic depressive insanity (MDI)
Measurement models, 236
Mechanisms of diseases, 695
Mechanistic convergence, 455
MECP2. See Methyl CpG binding protein 2

(MECP2)
Medial habenula (MHb), 627
Medial orbitofrontal cortex, 352
Medial PFC (mPFC), 330e331
Medial prefrontal cortex (MPFC), 248e249,

575e576
Medial prefrontal cortex, 351e352
Medial temporal lobe (MTL), 249e250
Median postmortem interval (PMI), 455
Mediator, 20
Medical College of Wisconsin (MCW), 247
Medical Subject Headings (MeSH),

388e389
Medium spiny neurons (MSNs), 303
Medulloblastomas, 659e660
MEF2C. See Myocyte Enhancer Factor 2C

(MEF2C)
MEG. See Magnetoencephalography (MEG)
Megabases (Mb), 603
Melanocortin 4 receptor (MC4R), 734
Memantine, 611
Membrane-Spanning 4A and 6A (MS4A6A),

555e556
Mendel’s Laws of Inheritance, 133
Mendelian diseases, 53
Mendelian disorders, 16, 392
Mendelian randomization, 55e58, 148
Mendelian transmission, 27
Meningiomas, 653e655
Mental illness, 53
MeSH. See Medical Subject Headings

(MeSH)
Mesolimbic dopamine system, 620e621
Mesothalamic junction (MTJ), 289
messenger RNA (mRNA), 8, 20, 118, 591,

637e638
transcription, 3e4

Meta-analysis, 104, 476e477, 602, 731
defusing controversy with, 104

metabotropic glutamate receptor (mGluR),
119

Methyl CpG binding protein 2 (MECP2), 17,
77, 118

Methyl sequencing, 6
1-Methyl-4-phenyl-1,2,3,6-tetrahydropyridine

(MPTP), 305
Methyl-binding domains (MBDs), 77
Methylation patterns, 718
methylation quantitative trait loci (mQTLs),

80
5-Methylcytosine (5mC), 17, 77
mGluR. See metabotropic glutamate receptor

(mGluR)
MHb. See Medial habenula (MHb)
MHC. See Major histocompatibility complex

(MHC)
micro RNAs (miRNAs), 9, 214
Microarray(s), 186e191

microarray-based analyses of postmortem
brain, 164e171

technology, 64, 66f
Microglia, 120e121
Microtubule-associated protein tau (MAPT),

336
mapping, 534
molecular pathogenicity, 534e535

Microwell Displacement Amplification
System (MIDAS), 191

MIDAS. See Microwell Displacement
Amplification System (MIDAS)

Midcingulate, 255
Midcingulate, 347e348
Mild cognitive impairment (MCI), 243,

255e256, 271, 667. See also
Vascular cognitive impairment (VCI)

Mini-brains, 122e123
Minor allele frequency (MAF), 413,

556e557
MIPs. See Molecular inversion probes

(MIPs)
miRNAs. See micro RNAs (miRNAs)
Missing heritability, 35
Mitochondrial dysfunction, 694
Mitogen-activated protein kinase/extracellular

signal-regulated kinase (MAPK/
ERK), 658

Mixed linear models. See Linear mixed
models (LMMs)

MLL2. See Lysine (K)-specific
methyltransferase 2D (MLL2)

MND. See Motor neuron diseases (MND)
Mobius syndrome, 642
MOBP gene, 296
Modeling biological data, 144e145
Modeling techniques, 142e144
Module hubs, 171
Module membership. See Intramodular

connectivity
Molecular biology and genomics, 429
Molecular genetics, 472

association studies, 473e474
linkage studies, 473
sequencing studies, 474

Molecular inversion probes (MIPs), 69
Molecular pathogenicity

C9ORF72, 537e538
GRN, 536
MAPT, 534e535

Molecular testing, 673e674
Monoamine oxidase A (MAO), 642
Monoaminergic system candidate genes,

579e580
Monoamines, 323
Monosomy, 13
Monozygotic twins (MZ twins), 472
Mood, 322e323

disorders, 31e32
Mosaic

aneuploidies, 181
CNVs, 184
SNVs, 185

Motivation disorder, 327

Motor neuron diseases (MND), 685f
Motor neurons, 120
mPFC. See Medial PFC (mPFC)
MPFC. See Medial prefrontal cortex (MPFC)
MPTP. See 1-Methyl-4-phenyl-1,2,3,6-

tetrahydropyridine (MPTP)
mQTLs. See methylation quantitative trait

loci (mQTLs)
mRNA. See messenger RNA (mRNA)
MS. See Multiple sclerosis (MS)
MS4A6A. See Membrane-Spanning 4A and

6A (MS4A6A)
MSA. See Multiple system atrophy (MSA)
MSLT. See Multiple Sleep Latency Test

(MSLT)
MSNs. See Medium spiny neurons (MSNs)
MTJ. See Mesothalamic junction (MTJ)
MTL. See Medial temporal lobe (MTL)
Multifocal plaques, 680
Multimodal imaging, 247
Multiple displacement amplification (MDA),

191
Multiple proteinopathies, 292
Multiple sclerosis (MS), 666, 677

clinical phenotype, 678
genetics, 679e680
pathology, 680
structural and functional neuroimaging,

678e679
Multiple Sleep Latency Test (MSLT), 635
Multiple system atrophy (MSA), 283
Multivariate

imaging genomics, 111
and machine learning methods, 111

Mutationeselection balance, 58e59
MYB-like 1 (MYBL1), 658
v-myb avian myeloblastosis viral oncogene

homolog (MYB), 658
MYCN. See v-myc avian myelocytomatosis

viral oncogene neuroblastoma-
derived homolog (MYCN)

Myocyte Enhancer Factor 2C (MEF2C), 558
Myotonic dystrophy, 643
MZ twins. See Monozygotic twins

(MZ twins)

N
N-methyl-[11C]2-(4’-methylaminophenyl)-6-

hydroxybenzothiazole, 266e267
N-methyl-D-aspartate (NMDA), 411e412,

591e592, 608e609, 623
NAc. See Nucleus accumbens (NAc)
NAcc. See Nucleus accumbens (NAc)
nAChRs. See Nicotinic acetylcholine

receptors (nAChRs)
NAHR. See Nonallelic homologous

recombination (NAHR)
Narcolepsy, 635. See also Epilepsy; Type 1

narcolepsy
clinical condition and pathophysiology,

635e636
ICSD, 635t

National Center for Biotechnology
Information (NCBI), 94
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National Comorbidity Survey (NCS), 468
National Institute of Mental Health (NIMH),

397, 550
RDoC project, 397

and Big Data, 404e406
DSM architecture, 398
and genetics, 402e403
intermediate phenotypes and
endophenotypes, 400

loosening constraints of research,
400e402

meeting in middle, 403e404
mental disorders, 399
process and structure, 399e400

National Institutes of Health (NIH), 402
Natural selection, 51
NbM. See Nucleus basalis of Meynert

(NbM)
NCBI. See National Center for

Biotechnology Information (NCBI)
NCIs. See Neuronal cytoplasmic inclusions

(NCIs)
NCS. See National Comorbidity Survey

(NCS)
ND. See Nicotine dependence (ND)
NDA. See NIMH Data Archive (NDA)
NDD. See Neurodevelopmental disorders

(NDD)
NE. See Norepinephrine (NE)
Near-Mendelian disorder, 392
NeedlemaneWunsch algorithm for global

alignment, 95
NEFH. See Neurofilament heavy chain

(NEFH)
Negative elongation factor (NELF), 20
NEK1. See Never in mitosis geneerelated

kinase 1 (NEK1)
NELF. See Negative elongation factor

(NELF)
Neocortical anlage, 205
NETBAG. See Network-based analysis of

genes (NETBAG)
Network models, 96
Network-based analysis, 581
Network-based analysis of genes

(NETBAG), 172e173
Network-based neurodegeneration, class-

wide principles of, 284e286
neuGRID, 95
Neural circuit(s), 345e346, 719
circuits for promoting excessive feeding,

719e720
formation, 207
for suppression of feeding, 720

Neural-Restrictive Silencer Factor. See
RE1-Silencing Transcription Factor
(REST)

Neurexin 1 (NRXN1), 450e451
Neuroadaptation, 619e620, 623e625
Neuroanatomy
CAS, 508
developmental dyslexia, 509e510
lvPPA, 519e520
major depressive disorder, 491

nfvPPA, 514e515
svPPA, 516e517

Neurobiology
epigenetics in research, 74e75
RNA, protein, and epigenetic molecular

levels in, 161e162
Neurocircuitry underlying drug withdrawal,

623
Neurocognition, psychosis, 431e432
NEUROD1, 213e214
NEUROD6, 34
Neurodegenerative diseases, 512

syndrome, 539
Neurodegenerative parkinsonian syndromes,

network architecture of, 289. See also
Parkinsonian syndromes

CBS, 290e292
PSP-S, 289e290

Neurodegenerative syndrome(s), 283
class-wide principles of network-based

neurodegeneration, 284e286
functional network graph with boxes, 285f

Neurodevelopmental
contributions to BP, 479
psychosis perspective, 433e437

Neurodevelopmental disorders (NDD), 118,
587

ADHD, 30
ASD, 30
causes, and consequences, 587
causes of disorders, 587
contribution of cell types to, 120e122
genetics, 588
genetic locus, 590
high-density exome sequencing, 589
nongenetic causes, 590
whole-exome sequencing, 591
XLID, 588

mechanisms of action and consequences,
591

FAS, 591e592
FASD, 592
PWS, 592e593
thyroid hormone deficiency, 592

schizophrenia, 30e31
Neurodevelopmental language disorders, 506

CAS
clinical features, 506e507
genetics, 507e508
neuroanatomy, 508

developmental dyslexia
clinical features, 508e509
genetics, 510e512
neuroanatomy, 509e510
neuropathology, 510

Neuroepigenomic studies, cell type choices
in, 79e80

Neurofibrillary tangles (NFTs), 264, 547
Neurofibromin 1 (NF1), 16, 182e183, 658
Neurofibromin 2 (NF2), 653
Neurofilament heavy chain (NEFH), 699
Neurogenesis, 205e206
Neuroimaging, 263, 270

intermediate traits, 476

circadian disturbances in BP, 479e480
cross-cutting endophenotypes,
477e479

meta-analysis, 476e477
neurodevelopmental contributions to BP,
479

methods, 110e111
psychosis, 432e433
studies, 574

Neuroligin 4 (NLGN4), 449
Neurological disorders, 215
Neurology, 387e388
mapping brain diseases in, 102e103

Neuron-restrictive silencer elements (NRSE),
12

Neuronal cytoplasmic inclusions (NCIs),
697e698

Neuronal/neurons, 120
cell types, 225
dendrites, 120
genetic targeting and optogenetic actuation

of subtypes, 718e719
migration, 205e206
oscillations, 240

Neuropathology, 357e358
developmental dyslexia, 510
lvPPA, 520
nfvPPA, 515
svPPA, 517

Neurophysiological mechanisms of reward
learning, 622e623

Neuropsychiatric
diagnoses, 161
disorders, 180, 227, 247, 255

somatic mutations in association with,
187te190t

Neuropsychiatric disease, 51
apathy in

AD, 334e335
frontotemporal dementia, 335
HD, 334
PD, 333e334
Schizophrenia, 332e333
Stroke, 333
TBI, 332

de novo mutation and mutationeselection
balance, 58e59

epidemiology of, 51e53
fertility ratios, 52f
hypothesis testing, 54e55
Mendelian randomization and polygenic

risk, 55e58
theoretical considerations, 53e54
theoretical selection and power in

schizophrenia/autism, 56t
Neuropsychiatric Inventory (NPI), 328
Neuroscience(s), 151
research, 665

Neuroticism, 352e353
Never in mitosis geneerelated kinase 1

(NEK1), 149e150
Next-generation DNA sequencing,

141
Next-generation sequencing (NGS), 78
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Next-generation sequencing (NGS), 181,
192e193, 549, 602e603. See also
High-throughput sequencing

technologies, 653
NF1. See Neurofibromin 1 (NF1)
NF2. See Neurofibromin 2 (NF2)
NF2/chr22 loss, 653, 660e661
NFTs. See Neurofibrillary tangles (NFTs)
nfvPPA. See Nonfluent variant PPA

(nfvPPA)
NGS. See Next-generation sequencing (NGS)
Nicotine dependence (ND), 621
Nicotinic acetylcholine receptors (nAChRs),

608, 620
NiemannePick type C1 (NPC1), 642e643
NIH. See National Institutes of Health (NIH)
NIMH. See National Institute of Mental

Health (NIMH)
NIMH Data Archive (NDA), 404
NLGN4. See Neuroligin 4 (NLGN4)
NMD. See Nonsense-mediated decay (NMD)
NMDA. See N-methyl-D-aspartate (NMDA)
NMDA receptor (NMDAR), 421
NMDAR. See NMDA receptor (NMDAR)
NME/NM23 Family Member 8 (NME8),

558
NME8. See NME/NM23 Family Member 8

(NME8)
Nonallelic homologous recombination

(NAHR), 12, 417e418
Noncoding DNA, rare genetic variation in,

70
Noncoding RNAs, 214
Noncoding transcripts/genes, 9

circular RNAs, 11
long noncoding RNAs, 11
pseudogenes, 11
small noncoding RNAs, 11

Noncoding variations, 136e137
Nonfluent variant PPA (nfvPPA), 295, 512,

533. See also Logopenic variant of
PPA (lvPPA); Semantic variant
primary progressive aphasia (svPPA)

clinical features, 512e514
genetics, 516
neuroanatomy, 514e515
neuropathology, 515

Nonehuman leukocyte antigen genes,
640e641

Nonsense-mediated decay (NMD), 15
Nonsyndromic ASD, 448
Nonsyndromic x-linked ID (NSXLID), 588
Noradrenergic cell groups, 320
Norepinephrine (NE), 320, 322e323
Norrie disease gene (NRD), 642
NOTCH3, 672

NOTCH3-sequencing analysis, 673e674
NPC1. See NiemannePick type C1 (NPC1)
NpHR, 221e222
NPI. See Neuropsychiatric Inventory (NPI)
NPY, 211
NRD. See Norrie disease gene (NRD)
NRSE. See Neuron-restrictive silencer

elements (NRSE)

NRXN1. See Neurexin 1 (NRXN1)
NSXLID. See Nonsyndromic x-linked ID

(NSXLID)
Nucleobases, 6
Nucleosomes, 77
Nucleotide-based assays, 162
Nucleus accumbens (NAc), 330, 620
Nucleus basalis of Meynert (NbM), 321

O
O-6-methylguanine-DNA methyltransferase,

656
“Obligatory” somatic mutations, 179e180
Obsessiveecompulsive disorder (OCD), 32,

446, 713
OCD. See Obsessiveecompulsive disorder

(OCD)
Odds ratio (OR), 28, 446, 470, 551,

716e717
ODEs. See Ordinary differential equations

(ODEs)
OFC. See Orbitofrontal cortex (OFC)
Oligodendrocyte(s), 121e122, 206
“One-size-fits-all” strategy, 97
Online Mendelian Inheritance in Man and

ClinVar, 94
“Open source” tool, 96
Opiates, 736
Opsins, 221e222

cell typeespecific targeting using promoters,
223e224

channelrhodopsin, 222
expression in mammalian brain, 222
redshifted activation wavelength opsins, 222

Optineurin (OPTN), 695
OPTN. See Optineurin (OPTN)
Optogenetic(s), 305, 307, 718e719

approaches, 221
functional circuit analysis, 225e226

ex vivo synaptic input specificity, 226
in vivo neural circuit analysis in freely
moving animals, 226e227

functional neural circuit dissection, tools for
cell typeespecific targeting of opsins
using Cre/loxP recombinase, 224

cell typeespecific targeting of opsins
using promoters, 223e224

expression of opsins in mammalian brain,
222

intersectional approaches, 225
opsins, 221e222
targeting strategies using optogenetic
tools, 223f

methods, 148
translational medicine, 227e228

“Optrodes”, 226e227
OR. See Odds ratio (OR)
Orbitofrontal cortex (OFC), 328e329
Ordinary differential equations (ODEs),

144e145
Orexin A and B. See Hypocretin-1 and-2
Orexin receptor 1 (OXR1). See Hypocretin

receptor 1

Orexin receptor 2 (OXR2). See Hypocretin
receptor-2

Orthodenticle homeobox 2, 660
OT. See Oxytocin (OT)
“Outer RGl” cells, 205
Overlap, 388e389

across disorders, 414e415
Oxidative stress, 694
OXTR. See Oxytocin receptors (OXTR)
Oxytocin (OT), 592e593

oxytocin-related genes, 355e356
Oxytocin receptors (OXTR), 355

P
P-TEFb. See Positive transcription elongation

factor b (P-TEFb)
PAGF. See Pure akinesia with gait freezing

(PAGF)
Panic disorder, 32
Parabrachial nucleus (PB), 720
Parametric dipole fitting methods, 236
Paranoid delusions, 368e369
Parkinson disease (PD), 283, 284t, 303, 327,

333e334, 336, 375. See also
Alzheimer’s disease (AD)

Braak staging, 286f
clinical and anatomical features, 286e287
pharmacological interventions of VH
D2 antagonism, 381
serotonin antagonism, 381e382

and serotonergic system, 381
VH in, 375
origins, 379e380

Parkinsonian syndromes
CBS, 288e289
PD, 286e287
PSP, 287e288

Parkinsonism, 283, 303, 336
Partial least-squares regression, 145
Partitioning heritability, 136
Parvalbumin (PV), 224
Patch-clamp studies, 607
Patched 1 (PTCH1), 659e660
Patient-reported outcomes, 678
Pattern recognition, 667
Pavlovian conditioning, 622
PB. See Parabrachial nucleus (PB)
PC. See Principal components (PC)
PCA. See Pilocytic astrocytomas (PCA);

Principal component analysis (PCA)
PCC. See Posterior cingulate cortex (PCC)
2PCI. See Two-photon calcium imaging

(2PCI)
2PE microscopy. See Two-photon excitation

microscopy (2PE microscopy)
PCR. See Polymerase chain reaction (PCR)
PD. See Parkinson disease (PD)
PD-related dementia (PDD), 379
pDCs. See Plasmacytoid dendritic cells

(pDCs)
PDD. See PD-related dementia (PDD);

Pervasive developmental disorders
(PDD)
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PDD-NOS. See Pervasive developmental
disorder not otherwise specified
(PDD-NOS)

PDGFRA. See Platelet-derived growth factor
receptor a (PDGFRA)

Pediatric high-grade gliomas, 658e659
Pediatric low-grade gliomas, 657e658
Pedunculopontine nucleus (PPN), 322
Peripheral tissues, 117
Peripherin (PRPH), 699e700
Periventricular hypothalamus (PVH),

719e720
Pervasive developmental disorder not

otherwise specified (PDD-NOS), 444
Pervasive developmental disorders (PDD),

444
PET. See Positron emission tomography

(PET)
PFC. See Prefrontal cortex (PFC)
PFN1. See Profilin 1 (PFN1)
PGC. See Psychiatric Genomics Consortium

(PGC)
Pharmacogenomics, 727
Pharmacological interventions of VH in PD.

See also Serotonergic system
D2 antagonism, 381
serotonin antagonism, 381e382

Phenomenology of delusions
attention bias and faulty assignment of

salience, 367
right prefrontal cortex role, 366e367
theory of mind in people with delusions,

367e368
two-factor hypothesis, 366e367

Phenomics, 98
Phenotypic/phenotypes, 37
boundaries, 38
computational phenotype analysis, 39
use of endophenotypes for classification,

38e39
Phenylalanine hydroxylase gene, 16
Philadelphia Neurodevelopmental Cohort

(PNC), 433
Phorbol-12-myristate-13-acetate, 611
Phosphatase and tensin homolog (PTEN),

655
Phosphatidylinositol-Binding Clathrin

Assembly Protein (PICALM), 555
Phosphoinositide 3-kinase signaling (PI3K

signaling), 653e654
Phospholipase C (PLC), 624
PI3K signaling. See Phosphoinositide 3-

kinase signaling (PI3K signaling)
PIB. See Pittsburgh Compound-B (PIB)
PIC. See Preinitiation complex (PIC)
PICALM. See Phosphatidylinositol-Binding

Clathrin Assembly Protein (PICALM)
PicoPlex, 191
Pigmentation, 97
Pilocytic astrocytomas (PCA), 655, 657e658
Pittsburgh Compound-B (PIB), 266e267
Piwi-interacting RNAs, 13
PKA. See Protein kinase A (PKA)
PKC. See Protein kinase C (PKC)

PKC-d. See Protein kinase C-d (PKC-d)
PKNOX2, 34e35
PL. See Prelimbic (PL)
Plasmacytoid dendritic cells (pDCs),

556e557
Platelet-derived growth factor receptor a

(PDGFRA), 659
PLC. See Phospholipase C (PLC)
Pleckstrin domain containing protein 5

(DEPDC5), 184, 610
Pleomorphic xanthoastrocytoma (PXA),

657e658
PLS. See Primary lateral sclerosis (PLS)
PMI. See Median postmortem interval (PMI)
PMs. See Poor metabolizers (PMs)
PNC. See Philadelphia Neurodevelopmental

Cohort (PNC)
Pol II. See Polymerase II (Pol II)
“Polygene score” method, 413e414,

420e421
Polygenic risk, 55e58
Polygenic risk scores (PRSs), 56, 135
Polygenic score analysis, 36
Polymerase chain reaction (PCR), 4e6, 191,

212
Polymerase II (Pol II), 9
Polymorphisms, 640e641
PolyPhen2, 96
Pontocerebellar fibers, 317
Poor metabolizers (PMs), 730
Population-based/population, 28

pharmacogenomics, 741
prevalence, 29
registries, 35e36
stratification detection, 134
studies, 716e717

Positive strand, 6
Positive transcription elongation factor b

(P-TEFb), 20
Positron emission tomography (PET), 102,

248e249, 264, 329, 491e492,
508, 620

Posterior cingulate cortex (PCC), 248e249,
330e331, 347e348

Posterior parietal cortex (PPC), 330e331
Postmortem tissue, 79e80
Postnatal Neurodevelopmental Disorders,

454
Postsynaptic 5-HT1A receptor, 323
Postsynaptic density (PSD), 422
Posttranscriptional mRNA modifications, 22

epitranscriptome, 22
RNA editing, 22, 22f
RNA processing, 22e23

Posttranslational modifications (PTMs), 23
Posttraumatic stress disorder (PTSD), 388,

573
amygdala hyperactivation in, 577f
clinical aspects, 574e575
genetic studies
candidate gene studies, 578e580
GWAS, 580

large science consortia, 574

neural circuits of fear and extinction, and
dysregulation

amygdala, 577e578
amygdala function, 575f
fear processing, 575e577
hippocampus, 578
human brain, 576f
mPFC, 578

public/private partnerships, 574
symptoms, 573
targeted interventions and preventions, 574
translational neuroscience and psychiatry,

573
Potassium channels, 606
KCNA1, 607
KCNQ2, 607
KCNQ3, 607
KCNT1, 607

PP. See Primary progressive (PP)
PPA. See Primary progressive aphasia (PPA)
PPC. See Posterior parietal cortex (PPC)
PPI. See Proteineprotein interaction (PPI)
PPN. See Pedunculopontine nucleus (PPN)
PPP3CA, 34
PradereWilli syndrome (PWS), 11,

592e593, 643
Pre-mRNA, 20
Precision medicine, 429
Preclinical Alzheimer’s Disease, 270e271
Preclinical and clinical studies, 620e621
Predictive modeling, 150
Predictive network model application,

154e155, 156f
Prefrontal cortex (PFC), 620
in humans, 329e330
in primates, 329
right dorsolateral, 366

Preinitiation complex (PIC), 8e9, 19
GTFs, 19e20
mediator, 20
RNA Polymerase II, 20

Prelimbic (PL), 578
Premorbid cognitive impairment in BP, 476
Premutation, 591
Presenilin (PSEN), 547
genes, 550
PSEN1, 550
PSEN2, 550

Presenilin-1, 183e184
preSMA. See presupplementary motor area

(preSMA)
presupplementary motor area (preSMA), 289
Prevalence of major depressive disorder,

488e489
Primary lateral sclerosis (PLS), 687. See also

Amyotrophic lateral sclerosis (ALS)
Primary progressive (PP), 678
Primary progressive aphasia (PPA), 512, 533
classification criteria for, 513t
lvPPA, 518

clinical features, 518e519
genetics, 520
neuroanatomy, 519e520
neuropathology, 520
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Primary progressive aphasia (PPA)
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nfvPPA, 512
clinical features, 512e514
genetics, 516
neuroanatomy, 514e515
neuropathology, 515

svPPA, 516
clinical features, 516
genetics, 517
neuroanatomy, 516e517
neuropathology, 517

Primates, prefrontal cortex in, 329
Principal component analysis (PCA), 134

multiregression, 145
Principal components (PC), 134
Principal excitatory neurons, 180
Prion-like domains. See Low-complexity

domains
PRKCH. See Protein kinase C family

(PRKCH)
Problem-solving therapy, 333
Profilin 1 (PFN1), 699e700
Progressive supranuclear palsy (PSP), 268,

283, 284t, 287e288, 514, 539
“possible”, 288
“probable”, 288

Progressive supranuclear palsy syndrome
(PSP-S), 283, 287f. See also
Corticobasal syndrome (CBS)

genetic factors, 295
GWAS, 296
rare monogenic causes, 295
risk factors, 295e296

multiple proteinopathies, 292
network architecture of, 289e290
pathological causes of, 292

Progressive supranuclear palsy-parkinsonism
(PSP-P), 294e295

Projection targeting, 225
Promoters, 8e9
Protein, 161e162
Protein kinase A (PKA), 624
Protein kinase C (PKC), 611
Protein kinase C family (PRKCH), 670
Protein kinase C-d (PKC-d), 720
Protein Tyrosine Kinase 2b (PTK2B), 559
Protein-coding

gene, 4, 8, 208
exons, 9
features, 8f
introns, 9
promoters, 8e9
protein-coding sequence, 9
splice sites, 9
triplet code of amino acids, 10t
untranslated regions, 9

sequence, 9
Proteineprotein interaction (PPI), 153,

161e162
networks, 172

Proteolipid protein 1 gene, 11e12
Proteomics, 98
Proteus syndrome, 179e180

Proximal promoter-pausing complexes, 20
“Proximal” effects of genetic

polymorphisms, 353
PRPH. See Peripherin (PRPH)
PRSs. See Polygenic risk scores (PRSs)
PRTFDC1, 581
PSD. See Postsynaptic density (PSD)
PSEN. See Presenilin (PSEN)
Pseudogenes, 11
Psilocybin and serotonergic system, 380
PSP. See Progressive supranuclear palsy (PSP)
PSP-P. See Progressive supranuclear

palsy-parkinsonism (PSP-P)
PSP-S. See Progressive supranuclear palsy

syndrome (PSP-S)
Psychiatric Genomics Consortium (PGC),

34, 56, 413, 473, 574, 581, 733
PGC2, 413, 421

Psychiatric GWAS Consortium. See
Psychiatric Genomics Consortium
(PGC)

Psychiatric pharmacogenomics
antipsychotics, 732e733

efficacy, 733
tolerability, 733e734

applications in clinical investigation,
738e740

challenges, 729e730
connection to genomics in psychiatry and

implications for architecture, 727
decision-analytic model of
pharmacogenomic testing, 737f

genetic variation on treatment response,
728

GWAS, 728
human studies, 727e728
lithium response, 728
meta-analysis of genome-wide association
data, 728f

study designs incorporating biomarkers,
739f

efforts at clinical translation
clinical trials, 736e737
cost-effectiveness studies, 737e738

emerging directions, 740e741
FDA, 727
lithium, anticonvulsants, and opiates,

734e735
anticonvulsants, 735
lamotrigine, 735e736
opiates, 736
topiramate, 736

policy and regulatory considerations, 740
principal findings by therapeutic area, 730

antidepressants, 730e732
anxiolytics, 730e732

tolerability, 732
Psychiatric/psychiatry, 103, 387e388, 429

contributions to, 28
disorders, 215

genetic epidemiology, 30e34
neuroimaging, 103

meta-analysis, 104
rare variants in disease, 63e64

Psychopathology, 357
DSM, 357
RDoC, 357

Psychosis, 429
clinical emergence, 430
clinical phenotype to endophenotype,

430e431
links to genomics, 437e439
neurocognition, 431e432
neurodevelopmental perspective, 433e437
neuroimaging, 432e433
schizophrenia, 429
vulnerability and progression, 431f

PTCH1. See Patched 1 (PTCH1)
PTEN. See Phosphatase and tensin homolog

(PTEN)
PTK2B. See Protein Tyrosine Kinase 2b

(PTK2B)
PTMs. See Posttranslational modifications

(PTMs)
PTPRD, 34
PTSD. See Posttraumatic stress disorder

(PTSD)
Public health impact, 397
PubMed data, 389
Purcell/ISC, 57
Pure akinesia with gait freezing (PAGF), 295
Purkinje cells, 644
PV. See Parvalbumin (PV)
PVH. See Periventricular hypothalamus

(PVH)
PWS. See PradereWilli syndrome (PWS)
PXA. See Pleomorphic xanthoastrocytoma

(PXA)
Pyramidal neurons, 180

Q
Quetiapine, 381
Quinidine, 611

R
Rab Interactor 3 (RIN3), 559e560
Rabies virus, 225
Radial glia (RGs), 205
Raf-1 protooncogene, serine/threonine

kinase, 657
Random effect, 134e135
Rapid automatized naming, 508e509
Rapid genotyping methods, 101
Rare genetic variation

detection by high-throughput sequencing, 68
exome, 68e69
gene panels, 69
high-throughput DNA sequencing

applications, 68f
whole genome sequencing, 69e70

in noncoding DNA, 70
Rare variants, 136e137

disease inheritance modes, 63f
modern technologies for discovery of, 64
in psychiatric disease, 63e64

Rare variation, 133, 136e137
Rating and Apathy Inventory, 328
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Rb. See Retinoblastoma (Rb)
RB1. See Retinoblastoma 1 (RB1)
RBFOX1 hub gene, 164e171
RDoC. See Research Domain Criteria

(RDoC)
RDoC database (RDoCdb), 404
RE1-Silencing Transcription Factor (REST),

12
ReaChR. See Red-activatable

channelrhodopsin (ReaChR)
Receptive field, 225e226
Recessive alleles and ASD, 452e454
Reconsolidation, 576e577
Red-activatable channelrhodopsin (ReaChR),

222
Redshifted activation wavelength opsins, 222
RefSeq database, 94
Regional
functional annotations, 137
patterning, 207e208

Regulatory complexes
elongation complex, 20
preinitiation complex, 19

GTFs, 19e20
mediator, 20
RNA Polymerase II, 20

proximal promoter-pausing complexes, 20
Relapse, 624e626
Relapsing-remitting (RR), 678
Repetitive elements, 12
DNA transposons, 12
long interspersed nuclear elements, 13
long terminal repeat retrotransposons, 13
SINEs, 12e13
VNTR, 12

Repressor Element-1 (RE1). See Neuron-
restrictive silencer elements (NRSE)

Request for Applications (RFA), 402
Research Domain Criteria (RDoC),

346, 357
approach, 429
DSM architecture, 398
NIMH

and Big Data, 404e406
and genetics, 402e403
intermediate phenotypes and
endophenotypes, 400

loosening constraints of research,
400e402

meeting in middle, 403e404
mental disorders, 399
process and structure, 399e400

project, 397
Reserve capacity, 271
REST. See RE1-Silencing Transcription

Factor (REST)
Resting magnetoencephalography studies,

242e243
Resting state functional connectivity, 309
resting-state functional MRI (rs-fMRI), 247
applications to brain disease, 255e257
attributes of resting-state networks,

250e254
connectivity map, 248f

default-mode and salience networks,
254e255

functional connectivity before and after
callosotomy, 250f

future directions, 257
healthy skepticism drives deeper

explorations, 249e250
history, 247e249

Resting-state networks (RSNs), 247
attributes, 250
ability of rs-fMRI, 252
artifact reduction methods, 253e254
distinct RSNs, 250e251
dynamic equilibrium, 254
ECN, 252e253
functional connectivity, 254
functional parcellation of cerebellum

using rs-fMRI, 252f
LFPs, 253
statistical approaches, 251e252

Reticular formation (RF), 319
chemical properties of reticular nuclei
cholinergic cell groups, 321
dopaminergic cell groups, 321
motor-and sensory-related nuclei in brain

stem, 319f
noradrenergic cell groups, 320
serotonergic cell groups, 320e321

modulating behavior, 321
mood, 322e323
sleep cycle, 321

Retigabine, 611e612
Retinoblastoma (Rb), 656
Retinoblastoma 1 (RB1), 655
Retinogeniculocalcarine tract (RGC tract),

376f, 378
Retinoid-related orphan receptor alpha gene

(RORA), 580
Retrograde targeting, 225
Retrotransposition of long interspersed

nuclear elements, 181
Retrotransposons, 12e13

insertion, 181
Rett syndrome (RTT syndrome), 118
Reward learning neurophysiological

mechanisms, 622e623
Reward system, 331e332
RF. See Reticular formation (RF)
RFA. See Request for Applications (RFA)
RGC tract. See Retinogeniculocalcarine tract

(RGC tract)
RGs. See Radial glia (RGs)
Rhythms. See Abnormal synchrony
Ribosomal pausing, 23
Ribosomal RNA (rRNA), 21
Richardson syndrome. See PSP syndrome

(PSP-S)
rIFG. See right inferior frontal gyrus (rIFG)
Right dorsolateral PFC, 366
right inferior frontal gyrus (rIFG), 477
Right prefrontal cortex role, 366e367
RIMBANet, 145e146
RIN3. See Rab Interactor 3 (RIN3)
Risk factor(s), 28, 56e57

for major depressive disorder, 489e490
Risk overlap, 393e395
clinical neuroscience, neurology, and

psychiatry, 387e388
genomics as way to understanding, 391
rare genetic variants implicated in autism,

394f
Section III entities

diseases and disorders in, 388
genetic architectures, 391e393, 392f
network graph for PubMed citations for,
390f

prevalence, heritability, and impact of
entities in, 389t

scatterplot of heritability by lifetime
prevalence, 390f

Wielding genomic tools, 391
Risk prediction, 416
Risk profile scores (RPS), 416
rMT. See rostral midbrain tegmentum (rMT)
RNA, 161e162
editing, 22, 22f
message, 75
metabolism and processing impairment, 696

ANG, 698
ATXN2, 698
C9orf72, 697e698
EWSR1, 698
Fused in Sarcoma, 696e697
hnRNPs, 698
MATR3, 699
SETX, 698
TAF15, 698
TARDBP, 696
Translated in Liposarcoma Protein,
696e697

polymerase holoenzyme, 75
Polymerase II, 20
processing, 22e23
transcription, 20e21

“classical” types, 21, 21t
RNA Elongator Acetyltransferase Complex

Subunit 3 (ELP3), 701
RNA sequencing (RNA-Seq), 6
RNA-Seq. See RNA sequencing (RNA-Seq)
ROBO1, 511
Roof, 317
RORA, 580
RORA. See Retinoid-related orphan receptor

alpha gene (RORA)
Roscovitine, 120
rostral midbrain tegmentum (rMT), 289, 290f
Rostral ventrolateral medulla, 349
Rostromedial tegmental nucleus, 620e621
RPS. See Risk profile scores (RPS)
RR. See Relapsing-remitting (RR)
rRNA. See Ribosomal RNA (rRNA)
rs-fMRI. See resting-state functional MRI

(rs-fMRI)
rs1800497 SNP, 580
RSNs. See Resting-state networks (RSNs)
RTT syndrome. See Rett syndrome (RTT

syndrome)
“Rule-based” approaches, 95e96
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Sage Bionetworks’ Synapse in genomics, 95
Salience network (SN), 254e255, 330e331
sALS. See Sporadic amyotrophic lateral

sclerosis (sALS)
Sanger sequencing, 4e6
Sanger sequencing, 192

subcloning, 192
SCA2. See Spinocerebellar ataxia 2 (SCA2)
Scale-free

property, 153
topology, 163

SCAR Homolog genes, 7
SCD. See Social communication disorder

(SCD)
Schizophrenia (SCZ), 30e31, 63e64,

66e67, 332e333, 337, 388, 411,
429, 446, 467, 495

circuits and pathways, 420
activity-regulated protein regulation, 422
calcium channel genes, 421e422
chromatin regulators, 423
cytoskeleton-associated protein regulation,

422
dopaminergic signaling, 421
fragile X mental retardation protein

interactors, 422e423
glutamatergic signaling, 422
immune function, 423
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